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ABSTRACT - The influence of
preparatory mechanisms on reaction time
(TR) was measured in two different
situations : one with simple choice (TRS)
and one with random choice (TRC). The
different signals mesured were the
acoustic signal and 3 EMG signals. The
material was quadrisyllabic non words
and stress was placed on one of the 4
syllables, either predetermined (TRS) or
at random (TRC). 1/ TR was
significantly longer in the random
situation than in the simple choice
situation. 2/ In the random situation when
compared with the simple choice
situation, TR was significantly longer
when the stress was on the first and to a
lesser extent on the second syllable.

1 - INTRODUCTION - Bien qu'il ne soit
pas aisé d'évaluer I'importance respective
des divers processus contrdlant la mise
en oeuvre du mouvement, on a des
raisons de penser que leur
paramétrisation est assez strictement
hiérarchisée : il est nécessaire de
distinguer des unités de planification (13)
(phonémes, mots et syntagmes) et des
unités d'exécution (syllabes et, plus
généralement, unités prosodiques). Une
telle hiérarchiec a d'importantes
conséquences en ce qui concerne les
commandes. Il peut exister une
indépendance des articulateurs 2 ces
divers niveaux d'organisation (5).

Il a aussi été montré que, dans
I'élaboration d'un modele de production,
l'organisation temporelle est sensible :

- a4 la complexité intrinséque de la
séquence (nombre de syllabes,
assemblage consonantique déclenchant
des effets coarticulatoires plus ou moins
durs (1), ou méme propriétés
subphonémiques (4),

- et 2 des contraintes “externes”
(modification de la vitesse d'é€locution ou
opposition voix normale/voix
chuchotée/voix criée (2)).

Ces contributions motrices diversifiées
illustrent bien I'extréme plasticité des
systémes de régulation du timing.

L'une des questions capitales, en
psychophysiologie de la motricité (7),
que l'on commence seulement 2 aborder
en production de la parole (3) concerne
les processus de préprogrammation et la
régulation “on line". Depuis quelques
années, on s'est particulitrement attaché 2

préciser les mécanismes préparatoires '

définis comme des modifications
physiologiques "which not only
anticipate the action (...) but can be
experimentally manipulated and have a
predictive value for performance
efficiency” (10). Le traitement de
I'information nécessaire A I'encodage est
donc ajustable en fonction des
caractéristiques intraséquentielles. Nous
nous proposons d'examiner les relations
de ces mécanismes préparatoires avec la
durée des temps de réaction simple (TRS)
et avec choix (TRC). On s'est placé dans
le cadre théorique d'un modele rythmique
du langage (9). Certes, en frangais, on ne
peut pas parler d'accent de mot ; il n'en
reste pas moins qu'au plan de la mise en
oeuvre des effecteurs, l'alternance de
temps forts et de temps faibles est
primordiale. On testera en conséquence
les hypoth&ses 2 partir de logatomes
quadrisyllabiques : les temps de réaction
devraient ére plus longs dans le cas ou la
localisation des "accents" n'est connue du
sujet qu'au moment o le stimulus lui est
fourni, parce qu'il est vraisemblable que
la tiche cognitive est alors plus
complexe. On fait par ailleurs une
deuxiéme hypothése : les variations de 1a

force affectant la phase la plus'

périphérique de la préparation motrice
devraient avoir une pertinence
particuliére. On utilise en conséquence la
méthode électromyographique (5, 6, 8,
10). Enfin, dans la mesure ob il semble
que les stratégies musculaires des
structures dotées d'un impact syllabique
ou séquentiel (mandibule) seront assez
différentes de celles dotées d'un impact
segmental ou infrasegmental (I2vres lors
de l'occlusion), on examinera ces deux
structures.

2. MATERIEL, METHODES

Le matériel informatique utilisé nécessite
2 micro-ordinateurs PC, 1 imprimante, 1
carte convertisseur 4 voies ; 3
programmes sont utilisés
successivement.

Le matériel linguistique se composait de
logatomes quadrisyllabiques CVCVCV
CV (mamamama) dont une syllabe devait
étre accentuée. La méthode mise au point
pour mesurer l'intervalle stimulus-
réponse est la suivante : chaque logatome
est présenté sur un écran, un point
apparait sous la syllabe 2 accentuer(tirée
au hasard, pour les TR 2 choix complexe)
3 un temps To, séparé de l'affichage par
un intervalle variable (1,25 sec. + temps
aléatoire de 0 2 0,25 sec.). Le temps
d'exposition 2 partir de To est de 0,25
sec., puis I'écran s'éteint. Le logatome
suivant est présenté aprés un intervalle de
durée aléatoire A partir de I'effacement du
précédent (4 sec. + durée aléatoire de 0 &
1 sec.). En situation de temps de réaction
simple (TRS) une expérience comprend
pour chacune des syllabes 2 accentuer, 8
présentations (pour 2 expériences
réalisées ici, 8 x 4 x 2 = 64) ; le sujet des
la premidre présentation sait que les 7
suivantes porteront sur la méme syllabe.
En situation de temps de réaction a choix
complexe (TRC) l'affichage du point se
fait de fagon aléatoire sous l'une des 4
syllabes. Le nombre de présentations
pour chaque syllabe, en 3 expériences, a
été de 21 (soit 21 x 4 = 84 présentations).
Compte tenu des échecs (faux départs,
erreurs dans la place de I'accent) 54 TRS
ont été mesurés (syll. A = 14, syll. 2 =
14, syll. 3 = 13, syll. 4 = 13 ; taux de
réussite global 84%) et 52 TRC (syll. 1 =
16, syll. 2 = 13, syll. 3 = 11, syll. 4 =
12 ; taux de réussite global 62%). Les
effectifs complets de réponse sans erreur

ont été utilisés pour les comparaisons de
variances en plan factoriel (2 facteurs :
position de la syllabe accentuée 2 4
niveaux : TRS + TRC). Le nombre de
répétitions conservé pour l'analyse a été
de 11 (total des TR analysés = 88). TRS
et TRC ont été mesurés pour le signal
acoustique de parole (intervalle entre To
et début du signal) et de la méme fagon
pour les signaux électromyographiques
(EMG) enregistrés au niveau des 3
muscles : digastrique (DIG), orbiculaire
supérieur des I2vres (00S) et orbiculaire
inférieur (00I) grice 2 des électrodes de
surface.

3. RESULTATS

3.1 Influence de la situation sur les TR
(Tableau 1)

- La différence de durées de TR en
fonction de la situation est trés
significative (test de F pour le signal
acoustique et chaque signal EMG,
p<0.01).

- L'analyse "syllabe par syllabe" de la
différence entre TRS et TRC par le test t
de Student (tableau 1) montre que celle-ci
n'est significative pour tous les signaux
(acoustique, EMG) que lorsque I'accent
est sur la 12re syllabe. Sur la 2&¢me
syllabe, la différence n'est significative
que pour le signal acoustique et le
digastrique . Pour l'accent en 3¢me et
4¢me syllabe aucune différence n'est
significative.

3.2. Influence de la place de
l'accentuation sur le TR

-L'analyse de variance montre qu'il existe
globalement une différence significative
entre les TR en fonction de la place de
l'accent, pour les mesures effectuées sur
le signal acoustique (F380 = 3.0
p<0.05).

- La figure 1 montre bien, par ailleurs,
qu'en 32me et & un moindre degré en
42me syllabe la différence entre les
moyennes de TRS et TRC tend 2
diminuer.

4, DISCUSSION

4.1. Les phénomenes préparatoires sont
bien mis en évidence dans la mesure ol
les durées de TR pour l'accent en lere
syllabe, sont toujours plus €levés dans la
condition avec choix par rapport 2 la
situation sans choix. Autrement dit, le
sujet a besoin d'un surcroit de temps
pour mettre en ocuvre son action dans les



cas ol le signal de départ coincide avec
I'information concernant la syllabe a
accentuer. Ceci montre que la tiche
cognitive est plus complexe et confirme
que, dans la situation simple, la séquence
est partiellement préprogrammée (7). Cet
effet décroit lorsque l'accent frappe la
22me et surtout la 32me syllabe. Il est
possible de proposer 2 explications
complémentaires :

- de nombreux travaux ont clairement mis
en évidence la particulitre complexité des
ajustements articulatoires initiaux ; Kent
(10) note par exemple que "the generation
of response specifications is more
complex for initial than medial or final
consonants”. Il faut souligner que dans
l'expérience que nous présentons,
I'exécutant est obligé de définir 2 la fois
les paramitres spatio-temporels
concernant les segments A venir, et de
contrdler les indices aérodynamiques
générant une augmentation de I'énergie
acoustique.

- d'autre part, l'attaque recdle tres
vraisemblablement une information 2
partir de laquelle s'effectue une bonne
partic de la paramétrisation
intraséquentielle (3).

4.2. On constate que I'écart entre TRS et
TRC diminue considérablement en 32me
syllabe. On peut suggérer qu'il s'agit 1A
d'un effet du “planning réparti® (7) qui se
poursuit alors que I'exécution a débuté : il
est vraisemblable que le systeme
d'encodage est en mesure de calculer
qu'au moment ol la cible sera atteinte,
une grande partie des spécifications sera
disponible. 1 s'ensuit que l'activité de

préprogrammation peut &tre quelque peu
allongée. En 4¢me syllabe, on reldve
toutefois une nouvelle augmentation de la
différence quoique non significative. On
sait qu'en frangais, la derniere syllabe du
groupe est accentuée. Bien qu'il s'agisse
de non-mots, on pourrait avoir affaire ici
2 une telle manifestation. D'autre part, on
peut penser, qu'outre le signal de début
d'augmentation d'énergie, il est
nécessaire de programmer un signal de
fin (8) : dans les autres cas, 'excédant de
force peut en quelque sorte &tre "absorbé”
par les segments subséquents. Au moins
en ce qui concemne les items accentués sur
les syllabes 1 et 2, les différences de
durée les plus fortes entre TRC et TRS
sont obtenues pour le digastrique
(abaisseur du maxillaire). On peut
avancer que la programmation de
I'activité mandibulaire est, sinon plus
complexe que celle des Ievres, du moins
plus li€e & un modele rythmique global :
en cffet, la mandibule peut étre
considérée comme le "pacemaker” pour la
parole ; c'est elle qui impose
l'organisation temporelle syllabique et
plus généralement prosodique (14). Au
contraire, l'activité labiale est ici
étroitement liée A 1a phase subsegmentale
d'occlusion. Les commandes des
articulateurs sont donc fortement
dépendantes de la dynamique de la
production, et nos résultats font
clairement ressortir la nécessité d'une
analyse pluridimensionnelle des contrbles
temporels (5, 9).

Tableau I: Influence de la situation sur les temps de réaction
* p<0.05 ; ** p<0.01 ; ***p<0.001 ; NS : Non Significatif

Syllabe accentuée I I v
Mode TRC TRS TRC TRS TRC TRS TRC TRS
Signal 1103 1020 1099 1016 1105 1090 1113 1073
Acoustique * * NS NS
DIG 1147 965 1047 963 1066 1044 1083 1024
*k% % Ns Ns
00s 903 834 875 814 875 877 896 878
* NS NS NS
00) 934 844 921 861 893 918 955 893
had NS NS NS

-
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Fig. 1 : Influence de la place de
1'accent sur le temps de réaction
—— TRC.; . w==TRS.
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ABSTRACT

This study examines the multiple and
conjoint prediction of speech timing
events by central and more peripheral
mechanisms. Phonemic (“central”) dis-
tinctions showed greater predictive power
for VOT segments, while rate (“more pe-
ripheral”) distinctions showed greater
predictive power for syllable intervals and
vocalic durations. In patients with cerebel-
lar disorders (“ataxic dysarthrics”, pa-
tients suffering from a “relatively periph-
eral” motor disorder), the predictive
power of speech rate was more strongly
tlu_npamed than that of consonant distinc-
on.

i

1. INTRODUCTION

Traditionally, phonetic science has con-
sidered variability to be a nuisance vari-
able. This has been particularly so with

respect to timing, where comsiderable

variability is observed in intra- and inter-
syllabic durations over repeated produc-
tions of the same utterance by the same or
by different speakers,

However in line with most contem-
porary behavioral and social sciences, an
alternative theoretical approach to vari-
ability is possible. In this view, variability
is the result of the combined effects of a
multiplicity of factors, some of which
may be related to central speech process-
ing, others to more peripheral motor pro-
c_msl(l}g' and yet others to muscular execu-
tion (Figure 1).

_ In the domain of speech timing, a
variety of potential predictors can be pro-
posed for time segments measured at the
periphery (e.g., in an acoustic wave-

6

form). On the one hand, lengthening or
shortening effects can be due to Hngu%stic
factpm, such as semantic emphasis, syn-
tactic pauses, or phonemic distinctions.
On the other hand, some timing effects are
related to overall speech rate and to
rhythmic variations.

/ e
factor 2
segment

durstion «—K

factor 4
™ factor 8

Figure L A theoretical approach to explaining
variability in speech timing. Variability is seen
as the outcome of the combined effects of a
multiplicity of factors.

factor 3

The present experiment examines the
predictive interplay of two such factors.
The first factor is phonemic distinctive-
ness (specifically, the ternary distinction
between /p/, //, and /k/ in CV syllables).
Since this distinction is relevant to lexemic
distinction, it is considered to be represen-
tative of linguistic control.

The second factor is speech rate

" (e.g., normal or fast rate in a simple, re-

peated CV paradigm like /papapa/). Since
many repeated motor actions such as
walking and tapping can be produced at a
faster or slower rate, this factor is consid-
z:)en‘:r:;()l.be representative of general motor

Normal speech probably involves
concurrent processing at linguistic and
general motor control levels. Therefore,

Kelles, Central and Peripheral Speech Timing Mechanisms

the two g'pes of factors should exert a
combined influence on durational seg-
ments in speech. In addition, the linguistic
control factors should predict the greatest
proportion of variance in those time seg-
ments that serve most directly in the
acoustic distinction of syllables, such as
VOTs. Conversely, general motor control
factors should predict the greatest propor-
tion of variance in other time segments in

speech.

VOTs <} phonemic
V distinctive-
p ness
vowel .

durltlon.v R

A Y

tlabl *~-. speech
syllable .~ . ._.--- rete
lntol‘vnll4

Figure 2. The predictive pattern examined in this
study. Three phoneme categories (/p/, /t/, /k/ in
CV syllables) and two speech rates (normal, fast)
predict the duration of three speech periods
(VOTR, vowel durations, syllable intervals).

A further test of this theoretical frame-
work is possible. Patients suffering from
neurological lesions affecting predomi-
nantly general motor control should show
the greatest reduction in predictive power
in speech rate. After all, if speech rate is
indeed processed by a structure similar to
that which controls the rate of production
of other motor actions, an impairment af-
fecting such a structure should have simi-
Iar effects on speech motor control as on
limb control.

2. METHOD

Seven dysarthric patients with cerebellar
and/or ponto-cerebetlar lesions (mostly
diagnosed as Friedreich’s ataxia) and six
control subjects were asked to produce
either /pa/, /ta/ or /ka/ stimuli repeatedly
until the examiner held up his hand
(minimum: 5 seconds). Tasks were per-
formed at fast and conversational speech
rates. Patients had been selected from a
larger group of 13 patients for their par-
ticular severity of impairment.

Recordings were digitized at 10.4 kHz

with a 12-bit MacAdios Model 411 sys-
tem. Time measures were taken at three

oints in the acoustic waveform (see
gigure 3), and three speech segments
were calculated from these measures.
Points 1 and 2 are defined in traditional
manner for VOT at the burst and at the
onset of voicing. Point 3 is defined by the
loss of vocalic oscillation, as judged
against a noise threshold of the succeed-
ing resting signal segment. Three repre-
sentative durational measures derived
from these observation points (VOT,
vowel duration and syllable interval) were
selected from an original 10 time mea-

sures.

1 L]
. L]
L]
H vowel !
H durstion :
i P ’
L syilable
vOoT intervs!

Figure 3. Duration measurements on the acoustic
waveform. Out of ten durational measures
performed within syilables and between adjoining
syllables, VOTs, vowel durations and syllable
intervals were retained as representative time
segments.

In the subset of the data discussed here,
there were 5,733 observations (out of an
original 23,586 measurement points).
Interjudgemental agreement on 2,880 re-
measured pairs of measurement points
was 98.6%.

Because of moderate to severe posi-
tive skewness, all measured time seg-
ments were log transformed, then z trans-
formed, and measures exceeding +3.0
s.d. were eliminated (33 out of 23,586,
or 0.13%). Subsequently the probability
that data was not normally distributed was
< .05.

Standard multiple regressions of the
form:

speech segment =
phoneme category
+ speech rate category
+ constant
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were performed separately for each sub-
ject or patient, as well as for each mea-
sured speech segment (39 cells). There
were an average of 147 observations per
cell. Predictors were ternary-valued for
the phoneme [/p/, 1, /k/] and
binary-valued for the speech rate category
[normal, fast]. Degree of prediction was
derived from the multiple regressions’ av-
eraged absolute beta coefficients for each
type of predictive relationship.

3. RESULTS
The results of the regression analyses

were in agreement with the hypotheses
specified above.

1.0

beta coeffiolent
>

phoneme rate
category category
normal subjects

B ouretion, vots

. Duration, vowel durations
and syllable intervals

Figure 4. The prediction of time segments in six
oormal subjects. On the average, the ternary
m; mnehon showed the best prediction
tions, while the binary speech rate
distinction bad the best prediction for vowel dura-
m and syllable intervals. Results also indicate
time segments tended to be jointly predicted
by phoneme and rate differentiations (illustrated in
this figure for the prediction of VOT). Results for
vowel durations and syllable intervals were
similar throughout the study and were combined
for presentation here.

. (1) The hypothesis of joint predic-
tion. Results for the normal subjects
showed that time segments tended to be

jo'mtl}l»l pm;erodncted by p?;wm :;tegory and
speec. category (Figure 4). Altho
the predictive relations were weak in soulile‘@ll
cases (el;g., a beta of 0.057 for the rela-
tion “phoneme category predicts vowel
duration/syllable interval”), the majority
of the 400 original cells 87.3%) showed
predictive relations significant at p<.05,
and most (63.5%) were significant at
p<.001, indicating that the two predictors
tended to co-vary with all of the three time
measures.

(2) The hypothesis of distinct pre-
diction. The phoneme category had 2
predictive power for VOTs (beta 0.762),
while rate category had excellent explana-
tory power for vowel durations and syl-
lable intervals (beta 0.955, Figure 4).
Crossed correlations (“speech rate pre-
dicts VOT” [beta 0.294], and “phoneme
distinction predicts vowel durations and
syllable intervals” [beta 0.057]) showed

less predictive capacity.
1.0
.8
% .
8 4
o
x
0
phoneme rate
category category

ataxic subjects

B ouretion, vors

. Duration, vowel durations
and syllable intervals

Figure 5. The prediction of time segments in
seven patients with cerebellar disorders (patients
with aﬁ‘i’c dysarthria). In comparison to the
normal subjects, the (more peripheral) cerebellar
disorder affected the predictive capacity of speech
rate more strongly than the ictive capacity of
consonant distinction. This offers some support
for the notion that phonemic distinctions are part
of a central programming mechanism, while
speech rate is more directly related to a general
motor programming mechanism.
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(3) The hypothesis of select im-
pairment. The prediction for patients with
impairment of general motor control is
also supported. It was expected that such
patients would show a greater reduction
of control over the relation “speech rate
predicts vowel durations and syllable in-
tervals”, and a lesser impairment of the re-
lation “phoneme category predicts VOT”.
Indeed, the first type of prediction was
more diminished than the second (a re-
duction of 39%, beta 0.585 instead of
beta 0.955, Figure 5). The relation
“consonant distinction predicts VOT”
showed a reduction of 29% (beta 0.541
instead of beta 0.762).

4. DISCUSSION

The present experiment illustrates a small
fraction of the entire framework of pre-
dictive relations that is likely to character-
ize timing relations in speech.

The results support a view that
considers phonetic variability at the pe-
riphery to be the predictive outcome of a
multiplicity of factors, including linguisti-
cally relevant determiners like phonemic
distinctiveness and general motor control
determiners like speech rate. There is also
some support for the notion of consider-
ing some of these factors, like the linguis-
tic factors, to be more “central” and
others, like the general motor control fac-
tors, to be more “peripheral” in nature.

The view supported by the present
data thus contradicts earlier approaches to
speech timing that attempted to view tim-
ing variations due to in rate and
stressing as simple metrical variations of a
basic temporal organization (the
“proportional timing” hypothesis pro-
mpmdomimntly by Kelso and col-

k eﬁ [2], see also [1] and [3]).

At same time, the interesting,
but somewhat limited results (39% against
29% reduction) from the pa!hololgwd
populations induce some caution. It is
recalled that the present group of seven
patients with presumed cerebellar and

to-cerebellar lesions had been selected
or the great severity of their impairment.
Although these are patients whose cortical
processing should not be affected by a
direct lesion, their relation “phoneme

category predicts VOT” was also reduced
(by 29%). And while their excessive
timing variabilities and great difficulties in
controlling limb movement betrays
extensive cerebellar impairment, 11 of 14
cells illustrating the relation “rate categzz
redicts vowel duration and syl
interval” were still significant at p<.05 (8
of 14 at p<.001). Lesions affecting a por-
tion of the motor output system presum-
ably interferes with the entire system,
garticularly the processing of events
upstream”. At the same time, lesions
presumably affecﬁx:g’ a specific process
rarely succeed in obliterating its entire
functionality.

Finally, the study illustrates one of
several interesting statistical techniques
thatcanbemedtoeﬂ)lomtheoomp te
timing framework. Multiple regression
and its more sophisticated outgrowth,
path analysis, would seem to be natu-
ral analysis techniques for a complex
structure consisting of multiple predictor
categories and a large number of predicted
time measures in the speech utterance.

5. REFERENCES

[1] KELLER, E. (1990). Speech motor
timing. In W.J. Hardcastle and A.
Marchal, Speech Production and Speech
Modelling (pp. 343-364). Amsterdam:
Kluwer.

[2] KELSO, J.AS., SALTZMAN, E.L.,
& TULLER, B. (1986). The dynamical
perspective on speech uction: Data
and theory. Journal of ics, 14, 29-
59.

[3] MUNHALL, K.G. (1985). An exam-
ination of intra-articulatory relative tim-
ing. Journal of the Acoustical Society of
America, 78, 1548-1553.



CONSTRAINTS ON THE BEHAVIOR OF THE TONGUE
BODY: VOWELS AND ALVEOLAR STOP CONSONANTS

Simon D. Levy

University of Connecticut, Storrs, and Haskins
Laboratories, New Haven, Connecticut

ABSTRACT

X-ray microbeam data from two male
subjects were examined in order to test
the hypothesis that words with identical
vowels but different places of
articulation (alveolar versus bilabial)
contain the same underlying tongue body
activity,  Statistical analyses of the
microbeam data failed to support this
hypothesis. Comparing tongue body
activity across consonantal contexts
revealed that the alveolar contexts
affected different vowels differently. In
order to explain this behavior, a
computational model was developed,
based on robotic models for arm-
reaching tasks. The model generated
tongue tip and tongue body behavior that
was qualitatively similar to the
microbeam data.

1. INTRODUCTION

Recent phonological theory has relied
heavily on the distinction between the
articulatory role of the tongue tip and
that of the tongue body (which is often
called the tongue dorsum) in the
production of speech. The tongue body
is considered to carry the burden of
articulation for vowels, and the tongue
tip is considered to be the articulator
primarily responsible for the production
of coronal consonants {11, 31, (8]
This phonological dichotomy between
tongue tip and tongue body has been
paralleled in phonetic theory, including
the recently developed task-dynamic
model of speech production [9].

Despite the phonological distinction
between the two articulators, phonetic
investigation has shown a high degree of
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correlation between the tongue tip and
tongue body [5], [6], [7]. This result
calls into question the independence of
the articulators that is posited in
phonology. The present study was done
in order to determine the extent to which
actual measurements of tongue tip and
tongue body activity support the idea
that these two articulators are
independent of one another.

2.DATA

The data for this study were obtained
at the University of Wisconsin’s X-ray
Microbeam facility. (I thank Dr. George
Papgun of the Los Alamos National
Laboratory for making these data
available to me.) Two college-age male
speakers of American English
participated in the study. Gold pellets
were placed as shown in Figure 1.

FIGURE 1. Placement of tongue
. pellets.
_The distance from the subjects’ tongue
tip to pellet #1 (the tongue tip pellet) was

10 millimeters; the distance to pellet #2
(the tongue body pellet) was 35
millimeters.

Each subject was asked to produce
three-syllable nonsense words of the
form /CV1CaCV2C/. For a given word,
all four C’s were the same, taken from
the set {p,t,b,d}. The two full vowels
V1 and V2 were allowed to differ and
were taken from the set {i,z,a,u}.
Primary stress was placed on the first
syllable. This arrangement yielded
words such as /bibobib/ and /tatatit/.
Words were produced in a pre-
determined, random order. Visual
examination of the microbeam data
revealed that the vertical (Y) dimension
of motion had a greater range of
excursion than the horizontal (X)
dimension for both the tongue tip and
tongue body pellets. Therefore, only the
Y dimension of these pellets’ motions
was considered for the study.

3. PROCEDURE, FIRST ANALYSIS

For each subject, tongue tip Y and
tongue body Y values were extracted for
one token of each nonsense word.
Tokens were all of the same duration
(approximately 1.02 seconds). The
extracted tokens for thirteen alveolar
consonant utterances (/dadadad/,
/dadadid/, fdidadad/, /didadid/,
/dudadud/, fdzdadad/, /didadud/,
rdudadid/, /tatatit/, Mitotat/, /titotut/,
/tutotit/, /tutatut/) were then strung
together, making a single large data set.
This data set was used as input to the
BMDP 6R program for partial
correlation/multivariate regression. The
tongue tip Y value was used as the
independent variable and the tongue
body Y as the dependent variable. Thus,
the residuals of the partial correlation
could be considered to represent the
uncorrelated, or independent, behavior
of the tongue body with respect to the
tongue tip. It was hypothesized that the
residual would be identical to the tongue
body Y for the corresponding bilabial
consonant utterance, in which there was
no effect of an alveolar consonant.

4. RESULTS, FIRST ANALYSIS

The results of the first analysis did not
support the hypothesis of an independent
vocalic component of tongue body
motion in the alveolar consonant
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utterances. In general, the residual
tongue body values were flat, indicating
a constant offset of the tongue body with -
respect to the tongue tip. Deviations

from this constant value were either

much smaller than the corresponding

‘tongue body displacement in the bilabial

utterances, or did not coincide with the
vocalic portion of those utterances. An
example is given in Figure 2.

§. PROCEDURE, SECOND
ANALYSIS

The first analysis suggested that the
tongue body is strongly influenced by
the tongue tip in the context of alveolar
consonants.  Therefore, it seemed
reasonable to ask whether the alveolar
consonants influence the tongue body
uniformly across different vowel
contexts. :

To test the uniformity of the alveolar
consonants’ influence, it was assumed
that the tongue body Y in the bilabial
consonant words represented the purely
vocalic behavior of the articulator.
Therefore, subtracting these tongue body
values from tongue body values in
alveolar consonant words with the same
vowel pattern would isolate the influence
of the alveolar consonant. (Subtraction
was used instead of a residuals technique
because the first analysis suggested that
the two techniques were computationally
equivalent for the data examined.)

6. RESULTS, SECOND ANALYSIS

The results of the second analysis
failed to support the notion that the
alveolar context influences the tongue
body identically across different vocalic
contexts. The degree of excursion of the
subtracted tongue body was much
greater for low vowels than for high
vowels, suggested a strong elevating
effect of the alveolar context on the
tongue body for low vowels. This result
is illustrated in Figure 3.

7. MODELLING THE DATA

Both analyses suggested a high degree
of influence of both consonants and
vowels on the behavior of the tongue
body. In developing a model of these
influences, two distinct options
presented themselves: first, a model in
which the observed behavior is
attributable to some unit larger than
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FIGURE 2. Sample results of first analysis. All articulatory channels
represent vertical movement in the same scale and range.
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FIGURE 3. Sample results of second analysis. Both articulatory channels
represent vertical movement in the same scale and range.
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consonants or vowels (demisyllables,
perhaps); second, a model in which the
behavior results from physical
constraints on the tongue’s ability to
achieve distinct consonantal and vocalic
targets. (Ohman [7] developed a set
“coarticulation functions” to generate
tongue positions from separate
consonantal and vocalic influences, but
the physical interpretation of these
functions is not clear.)

Models of this sort have been
developed in the fields of robotics [4]
and speech synthesis [2]. A simplified
representation of the tongue based on
these models is presented in Figure 4. In
this model, the distance d between the
tongue tip’s current position and its
target position (for an alveolar stop) is
reduced iteratively by modifying the
angles al and a2.

target
tongue N
Y |
d
a2 l
v
tongue
tip

g

FIGURE 4. A task-based model of the
tongue

Preliminary experiments with this
model have revealed behavior that is
qualitatively similar to certain aspects of
the observed behavior of the tongue: The
whole model tongue moves in order to
support the achievement of alveolar
closure, and the difference between the
vertical position of the model tongue tip
and that of the model tongue body
increases as the tip nears its target.

8. CONCLUSIONS

The analyses described here suggest a
high degree of interaction between the
articulatory goals of the tongue tip and
tongue body in the context of alveolar
stop consonants. Although it is
traditionally associated with the
production of vowels (and dorso-velar
consonants), the tongue body is strongly

constrained by the articulatory
requirements of alveolar stops.
Nevertheless, it may be possible to
maintain the distinction between the
articulators by using a model that takes
account of the overall behavior of the
tongue in achieving different articulatory
goals.
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ABSTRACT

The present study investigates some of the
sources of vowel reduction in Italian and the
relationship between reduction and acoustic
duration. The effects of stress, position within a
word, and position within an utterance on the
spatial and temporal characteristics of vowel /a/
were quantified and compared. The effects of
position within an utterance (initial vs final) were
investigated to verify the hypothesis of a
progressive early-to-late " reduction. The results
indicate  that phrase-level reduction is
unsystematic, (it was observed only in one of our
two subjects), and does not appear to be
progressive (it is confined to the very edges of the
utterance). The most relevant and systematic
position effects are instead the lengthening and
opening of unstressed vowels in utterance final
position. Two findings emerge from the various
patterns of interaction between duration and first
formant frequency: a) speakers can control the
two variables independently and such a control
appears to be addressed to the preservation of
stress contrast; b) the extent of such control seems
to depend on the more or less elaborated speech
style that characterizes different speakers.

1. INTRODUCTION

This study concerns articulatory and
spectral reduction of vowels in Italian,
the former defined as a decrease in the
magnitude of gestural displacement, the
latter as an increased amount of
centralization within the acoustic vowel
space.

Two issues are the focus of the present
work: the analysis of possible sources of
vowel reduction, and the assessment of
the relationship between reduction and
acoustic duration.

Evidence of spatiotemporal reduction of
unstressed vowels in Italian has emerged
from a number of studies ([1], [2]). A
recent experiment on tongue dorsum and
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jaw  movements [3] showed that
unstressed vowel /a/ is subject to a high
degree of reduction, manifested as a
decreased displacement of the jaw from
the rest position (see also [4]). Other
studies on Italian have shown that
duration is affected by position and by
the number of preceding and of following
segments within and across a word [5].
Such data are compatible with the timing
model proposed by Lindblom & Rapp
[6]. No studies, however, have been
carried out to establish whether or not
temporal compressions are paralleled by
spatial reductions, which should be
expected to occur according to the
duration-dependent undershoot
hypothesis put for by Lindblom [7}.
Results of a recent investigation [4]
suggest that another source of reduction
can be at play at phrase-level: a
progressive  early-to-late  reduction,
inferred from a monotonic decrease in
first formant frequency and in the
amplitude of jaw opening of stressed /a/
along an utterance.  If this kind of
phrase-level reduction occurs, to what
extent will duration be compatible with a
duration-dependent undershoot model,
which predicts an increased degree of
reduction  in  shorter  segments?
Investigations concerning the relationship
between duration and reduction show that
the two variables can be controlled
independently. Engstrand [8] showed that
in fast speech stressed vowels are not
more reduced than their longer
counterparts in slow speech. Similarly,
Nord [9] showed that finally lengthened
unstressed vowels tend to be more
centralized than non-final stressed vowels
of the same duration.

The present speech material has been
constructed in such a way that all the

above mentioned potential sources of
reduction can be investigated and their
effects quantified and compared, while an
assessement of the relationship between
duration and reduction has made it
possible to identify the conditions under
which the two variables appear to be
dissociated.

2. METHOD

The corpus consists of trisyllabic
nonsense words of the type /CVCVCV/,
where C = /t/ and V = /a/, or /i/, or /u/ in
symmetric sequences, with stress on
initial , medial and final position. The key
words were repeated five times in three
contexts: in isolation, in sentence initial
position (Ugo.... della Torre parti’ per la
Francia), and in sentence final position
(Parti’ per la Francia col marchese Ugo
....). Subjects were one female (S1) and
one male (S2) Northern speakers of
Standard  Italian. We simultaneously
collected acoustic and electro
palatographic (EPG) data. We shall
report here the subset of results relative to
/a/. For low vowels, a decrease in first
formant frequency and an increase in
amount of linguopalatal contact in the
back region indicate higher tongue/jaw
position. They were used as indices of
reduction. The durations of vowels were
defined as the intervals of periodicity
within each syllable; EPG and first
formant values were measured at vowel
mid points. It must be reminded that EPG
provides only partial information on
vowel configuration, thus, especially for
vowel /a/ we have relied more heavily on
F1 than on EPG. The following variables
were tested: stress, syllable position
within the word, position of the word
within the utterance. Series of ANOVAs
and t-tests were used for statistical
analyses. In the description of the results,
we shall refer to differences with a
significance level no less than 97.50%.

3. RESULTS AND COMMENTS

3.1 Reduction

In both subjects stressed vowels have
higher F1 and less linguo-palatal contact
than unstressed vowels. For S1, F1
decreases by 28% in unstressed vowels
(average values: 974 vs. 700 Hz), for S2
it decreases by 18% (average values: 669
vs. 548 Hz); for S1 the EPG contact area
decreases during stressesd vowels by
80% ( average contact: 4.39 vs 0.89); for
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S2 it decreases by 53% (average contact:
5.68 vs 2.67).
Table 1 shows the mean F1 values.

TABLE 1.

Mean values of F1 (Hz). W1, W2, W3 refer to
words with stress on the first, on the second and
on the third syllable. Numbers 1, 2, and 3 refer to
the context in which the test word was produced:
isolated, sentence initial, and sentence final,
respectively.

COS?I‘CEXT yl 2 3

S1

W1 980 666855 990 661 526 983619 820
W2 850983882 554988514 6261000873
W3 956 711959 559644962 631656 920

S2

W1 654 554654 685522479 634524591
W2 564739655 459606528 496654617
W3 566539738 504530690 479536674

Globally both stressed and unstressed
vowels are affected by position within
word or sentence: the higher F1 of
unstressed vowels in final position
(contexts 1 and 3) indicates that they tend
to open, while stressed vowels in final
position tend to be more reduced than
non-final vowels in S1 (contexts 2 and 3,
although only in context 3 the difference
reaches the significance level p<0.02),
whilst they do not change significantly in
S2.

As for the stressed vowels produced by
S1, the fact that only those in utterance
final position show some significant
differences with earlier vowels, and, as
shown in Table 1, tend to be more
reduced than any other stressed vowels
earlier in the sentence, indicates that
such reduction is a phrase-level rather
than a word-level phenomenon; at the
same time it suggests that weakening of
stressed vowels is confined to the very
last syllable of the utterance. Thus, the
present data are only in partial agreement
with the hypothesis of a monotonic
early-to-late reduction. As for unstressed
vowels, the fact they do not tend to open
in final position of utterance-initial
words, which are not phrase final,
suggests that also the decrease in
reduction of unstressed vowels in final
position is to be regarded as a phrase-
level phenomenon. This is corroborated
by another observation relative to S1: in
isolated words also the unstressed vowels



of initial syllables tend to open (sce
Table 1), and only in this context the
initial syllables of the word are also in
phrase- (and utterance-) initial position.
Thus, the patterns of reduction for
unstressed vowels can be interpreted in
very simple terms as tendencies to
alicrate the degree of vowel height at
prosodic  boundaries, or, better, in
absolute final position for both speakers,
and also in absolute initial position for
S1. All the other unstressed vowels
appear 10 be equally reduced whatever is
their position.

The EPG data do not show the trend
observed in F1 for the stressed vowels,
but capture the two degrees of reduction
observed for unstressed vowels: for both
speakers the amount of EPG contact in
vowels adjacent to prosodic boundaries is
about 23% less than the contact in the
more reduced vowels.

3.2 Duration and reduction

The global data show, as expected, that
duration and F1 are highly correlated.
The correlation coefficients are r133) =
0.783 for S1, and r(130) = 0.774 for S2.
Duration is also comelated with the
amount of EPG contact with r(130) = -
0.704 for S1 and r(130) = -0.654 for S2.
We shall examine in  detail the
relationship between duration and FI,
since duration accounts for a larger
proportion of variance of F1 than of EPG
for both subjects.

TABLE 2.

Mean vowe] durations (ms ions as i .
CONTEXT 1 ¢ 2).Capuons 3mTab1
S1

W1 14059 134 12754 58 13157 136
W2 68 157142 55 12647 43 150 106
W3 6559 188 5261 116 60 53 127
S2

W1 10360 114 98 56 71 10058 68
W2 62 142116 41 10941 49 11771
W3 61 53144 S36495 5365 102

The table shows, as expected, longer
durations for stressed than for unstrcssged
vowels. The comparison with Table 1,
indicates that the differences in duration
between stressed and unstressed vowels
are much more often neutralized by
position effects than the differences in

F1, and that the relations between
duration and F1 differ in the two subjects.
For S1, in isolated words, we observe
that unstressed vowels undergo final
lengthening, which, as seen before, is
accompanied by an increase in Fl;
instead the unstressed vowels in the
initial syllables are not significantly
longer than medial vowels, in spite of
their remarkably high F1 values (cf.
Table 1). A second important discrepancy
between duration and F1 is observed in
the utterance final unstressed vowels:
final lengthening makes them as long as
the preceding stressed vowels (see Table
2, Context3, W1) or as long as stressed
vowels occupying the same position (see
Context3 W1 vs W3). They have,
however, significantly lower F1 values
than the stressed vowels of the same
duration even though such values are
higher than those of the shorter
unstressed vowels (cf. Tabie 1). Taken
together the data indicate that the speaker
has allowed the unstressed final vowels
10 lengthen and to open, but has
prevented them from opening as much as
the stressed vowels of the same duration.
The dissociation between duration and F1
in the first syllables of isolated words
could instead be viewed as an effect of a
greater articulatory force characterizing
the very beginning of an utterance. As for
stressed vowels, their wvariations in
duration are not reflected in F1, which
appears to be rather stable: only in
utterance final position the shortening of
the stressed vowel is associated with a
decrease in F1. This suggests that the
speaker could vary stressed vowel
duration without varying their height.

In Figure 1 the mean values of F1 are
plotted against the mean durations; the
figure also shows the regression line
obtained from the row data.

As for S1, (on the left), the figure shows
that stressed an unstressd vowels are
always distinguished along one or the
other dimension. Stressed vowels vary in
duration much more than in F1. The
unstressed vowels tend to fall into three
groups: short (utterance-initial) ureduced
vowels, long (utterance-final)
moderately reduced vowels, and short
highly reduced vowels (those not
adjacent to boundaries). Altogether the
data indicate that S1 exerted independent
control over duration and gestural
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amplitude in both stressed and unstressed
vowels.

As for S2, in isolated words the duration
patterns reflect quite well the F1 patterns,
with the consequence that unstressed
final vowels, which undergo a
remarkable final lengthening (and an
increase in F1), are no longer
distinguished from stressed vowels in
initial position (cf. Figure 1 and Tables).
In embedded words  the very short
durations of unstressed vowels parallel
their very low F1 values. Instead, stressed
vowels, athough characterized by longer
durations in word medial positions, have
F1 frequencies tendentially lower than
those of vowels in initial and final
positions. This indicates that S2 varied
the movement velocity in producing
stressed vowels in different word
position. The data suggest that S2
exerted an independent control over
duration and gestural amplitude mostly in
the production of stressed vowels, thus,
much less extensively and systematically

“than S1.

5. CONCLUSION

The overall F1 and EPG data on vowel
/a/ indicate that 1) stress seems to be the
major factor in vowel reduction; 2)
adjacency to prosodic boundary has
more systematic influence on unstressed
than on stressed vowels; 3) in S1 there is
clear evidence of reduction of stressed
vowels in utterance final position. As for
the intersubject differences in the
interactions between F1 and duration, we
ascribe the more extensive independent
control exhibited by S1 to her more
elaborated speech style. Evidence that S2
used a more casual speech style than S1
emerges from the combination of his
lower F1 values, larger areas of EPG
contact, shorter durations, and higher

The finding that this speaker exerted
independent control over duration and
F1 less extensively than S1 fits quite
well in the global speech style picture we
are proposing. The comparison between
S1 and S2 data in Fig.1 bears witness to
our interpretation: in S2 we note, together
with reduced distances between the two
stress  categories, less  extensive
deviations from the regression line and
more data points below than above it.
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RESUME

On rappelle les propriétés acoustiques
optimales d’un tube acoustique divisé en
régions distinctives. Pour maitriser la
commande d’un, puis de deux puis de
trois formants, on définit deux puis quatre
puis huit régions distinctives. On exploite
un tel modele optimal pour produire les
sons acoustiquement les plus différents.
La production des voyelles est ensuite étu-
diée 2 1a lumigre de ce modgle théorique.

1. LE MODELE EN REGIONS
DISTINCTIVES

1.1. Tube fermé A 1’une des
extrémités, ouvert a D’autre.

On a montré [1], [2], 6], [7] que le
tube acoustique fermé 2 I'une de ses
extrémités et ouvert A 1’autre pouvait étre
divisé en régions distinctives permettant
des modulations optimales des fréquences
de résonance de ce tube. La longueur de
ces régions est fixe et correspond A un
pourcentage de la longueur totale effective
du tube. Les commandes des sections des
régions de cette modélisation sont donc
transversales. Par modulations optimales,
on entend : plages maximales possibles
de variations de ces fréquences de
résonance, et variations maximales des
fréquences pour un déplacement minimal
des parois latérales des régions autour de
la position neutre. Par ailleurs, on peut
souhaiter commander soit le premier
formant (le modele doit étre constitué de
seulement deux régions R1 et R2), soit les
deux premiers formants (on a alors quatre
régions, R1,..., R4), soit des trois
premiers formants (on a alors huit
régions) (fig. 1), etc.

Le comportement de ce modéle est
pseudo-orthogonal c’est-a-dire que,
autour de la position neutre, les
commandes des sections des différentes
régions correspondent 2 toutes les

combinaisons de sens de variations des
formants pris en considération (fig. 1). Ce
modele permet donc la maitrise des sens
de variations des formants.

8 rogion modol lfl
Rt [r2| w3 Ré | R [wo| re
Glouis Lips
N Al N Z Z\Z1Z1 "
NN s N INIZIZ] R
NN/ N JZIN/Z) P

-Figure 1. Modele constitué de huit

régions. On note la commande de type
transversale et les sens de variations des
trois premiers formants pour un
accroissement de la section de ’une des
régions autour de sa position neutre.

On peut aussi noter que la position de
la commande demande de plus en plus de
précision selon le nombre de formants
considéré : pour le premier formant, les
longueurs des deux régions sont de /2 sil
est la longueur effective du tube ; elles
sont de 1/6, I/3, 1/3 et 1/6 pour prendre en
compte les deux premiers formants, etc.

Par ailleurs, le comportement anti-
symétrique mis en évidence figure 1 peut
&tre exploité pour multiplier les effets de
modulation : il suffit de mettre en oeuvre
une commande synergétique, c’est-a-dire,
par exemple, qu’une commande de
réduction de section d’une région de la
partie avant du tube va étre associée 2 une
augmentation de la section de la région
correspondante de la partie arriére. En
mettant en oeuvre cette propriété, le
nombre de commandes des régions du
modele est divisé par deux. Dans le cas
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d’un modtle A deux régions permettant le
contrdle du premier formant, un seul
parametre de commande suffit. La figure
2 montre I’évolution du premier formant
(et des 2&¢me et 3¢me. formants). Dans ce
cas, le produit de la section (SR1) de la
région arri¢re (R1) par la section (SR2) de
la région avant (R2) est constant. La
longueur effective du tube est de 19cm et
les différents types de pertes sont pris en
compte dans la simulation. On note trois
zones principales : deux zones de stabilité
et une zone de variation rapide (autour de
la position neutre qui est ici de 4cm2). Les
zones de stabilit€ peuvent, en particulier,
étre utilisées pour coder 1’information
acoustique. Le passage rapide d’un état 2
un autre permet un débit maximal
d’informations par seconde. La prise en
compte du 2¢me formant, réalisée dans un
modeéle a 4 régions, multiplie le nombre
de niveaux de codage. Dans ce type de
codage a modulation des fréquences de
résonance du tube acoustique, on ne
prend pas en compte les types de sources
d’excitation qui multiplieraient encore les
possibilités de produire des informations
acoustiquement différentes.

Two Regions
1 16
paramater 3
2000
_‘“

i
% / -

1 om2 4om2 16cm2

Figure 2. Evolution des trois premiers
formants avec un modele constitué de
deux régions. Les sections varient de 0.5
2 32cm2 par pas logarithmiques. La
position neutre est de 4cm2.

1.2. Tube fermé aux deux
extrémités.

Selon les principes énoncés dans [7],
on peut aussi définir des régions pour un
tube acoustique fermé aux deux
extrémités. Le premier formant corres-
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pond alors 2 la fréquence de vibration des
parois de ce tube, et le deuxi¢me formant
peut étre contrdlé par un modele a trois
régions. Le comportement du modele est
symétrique et la constriction s’applique au
milieu du tube. Ce modele permet
d’atteindre les valeurs les plus basses du
couple F1, F2. Mais I’aspect pseudo-
orthogonal mis en évidence dans le cas
précédent disparatt ici.

Avec ces deux modeles de référence,
on peut produire efficacement les sons les
plus différents en ce qui concerne les
fréquences de formants, tout en faisant
appel A un minimum de paramétres de
commande. On peut aussi jouer sur le
nombre de références retenues. Il faut
rappeler que cette modélisation implique
intrinséquement des commandes trans-.
versales a des endroits quantifiés du tube
acoustique (les endroits les plus efficaces
pour la modulation). La question qui se

~ pose maintenant est de savoir si, pour

parler, ’homme exploite les propriétés
importantes du tube acoustique mises en
évidence dans le modele a régions.

2. LE MODELE A REGIONS
DISTINCTIVES ET L’APPAREIL
VOCAL.

Tout d’abord, notons que 1'appareil
vocal est bien adapté pour exploiter les
caractéristiques d’un modele a régions
distinctives. C’est un conduit fermé a
I’'une des extrémités (coté glotte) et ouvert
de I'autre (coté 1&vres). Dans le cas d’une
référence 2 huit régions, R8 serait controlé
par les levres, R7 par la pointe de la
langue, R3, R4, RS, R6 par le corps de la
langue laquelle réalise par ailleurs la mise
en oeuvre de la synergie grice a son
volume constant. En revanche, R1 et R2
sont relativement constants (larynx). Le
modtle fermé-fermé€ peut étre réalisé par
une forte labialisation et par une constric-
tion centrale obtenue par le corps de la
langue.

En dynamique, le probléme de la
commande de I’appareil vocal chez
I’homme se pose : est-elle transversale et
réalise-t-elle des constrictions a des
endroits spécifiques lors de 1a production
de la parole ? La bonne reproduction de la
transition /ai/ par le modele [2] par
exemple est un €lément de réponse
positive. Un déplacement longitudinal de
la constriction donnerait des résultats tout
a fait différents.



3. LE MODELE A REGIONS
DISTINCTIVES ET LA PRO-
DUCTION DES VOYELLES.

Les hypothéses formulées dans ce
paragraphe demandent vérifications et
études approfondies. En procédant du
plus simple au plus compliqué, en
privilégiant une voyelle non labialisée
(plus intense) A une voyelle labialisée, en
privilégiant la distinction par le premier
formant (la position de la commande
demande la précision la plus faible) et en
tenant compte du fait que ’avant de la
langue est plus souple que 1'arriére, on
peut expliquer le contenu de systémes
vocaliques. Les voyelles extrémes /af et fi/
sont les plus simples A produire dans le
cas de la référence fermée-ouverte.
Ensuite, la mise en oeuvre de la référence
fermée-fermée (avec constriction centrale)
permet la production de la voyelle /u/ (F1
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et F2 les plus bas) Puis, on retient la
position intermédiaire de la transition /ai/,
c’est A dire la voyelle /e/. A partir de la
configuration de la voyelle /a/, la labia-
lisation entraine la production de la vo-
yelle /5/. On retrouve ici le systéme voca-
lique de 5 voyelles le plus répandu [5]

On a reproduit figure 3, les trajectoires
formantiques obtenues par un modele A
quatre régions. R1 est fixé A 1.4cm2, R2
et R3 sont commandées synergétique-
ment. Les sections varient entre 0.7 et
Hem2. On a placé différentes voyelles
dans le plan F1-F2. A titre indicatif, on a
aussi représenté la trajectoire fuw/ obtenue
par ouverture aux lévres d’un modile
fermé-fermé avec constriction centrale.
Les voyelles /o/ et [3/ et leurs
correspondants non labialisés pourraient
étre obtenue de 1a méme manitre.

4 regions

F1(Hz)

So0 600 700 800

Figure 3. Position de voyelles dans le plan F2, F3(F1) et trajectoires formantiques
obtenues avec un modele constitué de quatre régions distinctives. On a aussi représenté la
trajectoire /uw / obtenue avec un modéle fermé-fermé 2 trois régions.

La prise en considération du troisieme
formant (pour distinguer les voyelles /i/ et
/y/ qui, dans certains cas, ont méme
deuxiéme formant par exemple) peut étre
obtenue avec un modele en huit régions et
commande synergétique de régions symé-
triques R3 et R6 par exemple (dans ce
cas, la plage du deuxieme formant est
réduite et permet de réaliser les voyelles
centrales) ou bien par synergie avant ou
bien arri¢re (R3 et R4 par exemple) ou
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bien par une légere asymétrisation de la
commande d’un modele & quatre régions.
Un déplacement de 2 cm (figure 4) vers
I'avant de I’axe de symétrie permet de
stabiliser le deuxiéme formant lors de la
transition /iy/ alors que la plage de
variation du troisi¢me formant augmente.

5. DISCUSSIONS
Ona montré que 1’on pouvait simple-
ment produire les voyelles avec un mini-

mum de paramétres de commande. Une
stratégie de commande transversale parait
réaliste : elle permet de réaliser simple-
ment des trajectoires que 1’on retrouve en

mo( F2, F3 (Hz)

parole naturelle. On peut alors émettre
I’hypothese que I’homme exploite les ca-
ractéristiques acoustiques optimales d’un
conduit vocal qui serait divisé€ en régions.

2cm asymmetry

200 300 400

pa p o 0
F1 (Hz)

Figure 4. Trajectoires formantiques obtenues avec un modgle A quatre régions pour un

déplacement de 2cm de 1’axe de symétrie.

Cette interprétation differe de celle émise
par Lindblom [4] qui propose le systeme
de perception comme référence. Dans la
logique de I’hypothese que nous
formulons, le lexique serait constitué
d’intentions de type réalisation d’une
constriction 2 tel ou tel endroit quantifié
du conduit vocal, associées A une
intention de type labialisation ou non
labialisation. La réalisation des intentions
serait obtenue, au niveau périphérique,
par une structuration des paramétres
articulatoires pour réaliser les gestes
phonétiques souhaités. L’objectif du
systtme de perception serait alors de
reconnaitre les intentions initiales {3]. Le
pilotage des syst¢mes de production et de
perception de la parole chez I’homme par
des lois physiques n’est pas irréaliste. Si
cette hypothese se vérifie, les consé-
quences seraient nombreuses ne serait-ce
que pour proposer des schémas de
I’évolution de 1’appareil vocal humain au
cours des millénaires.
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CORRECTING ERRONEOUS INFORMATION IN SPONTANEOUS SPEECH:
CUES FOR A.S.R.

P. Howell

University College London, England

ABSTRACT
Previous research has shown that
when speakers make a mistake and
repair it, they signal that the
forwvard flow of speech has been
altered by insertion of a pause,
and highlight what bhas been
a}teted by adding stress on the
first word of the alteration. The
question of whether these
prosodic patterns are specific to
repairs or whether they are
shared by related grammatical
structures was not addressed. In
this contribution, the prosody of
phrase and word repetitions and
conjunctions, taken from a corpus
of unrestricted speech, " were
analyzed. These constructions
were chosen because they have
certain similarities with repairs
and the prosodic analysis
procedure can be applied to them.
Repetitions behave like repairs
wyergas conjunctions are
dissimilar. It is concluded that
the prosody of repairs is a
_reliable indication that errors
are being corrected, and the
implications for A.S.R. are
discussed.

1. INTRODUCTION

Vhen we listen to speech it is
not usually difficult to
determine speakers' intentions,
even when they make alterations
or start a sentence, break off,
and recommence. These processes
are termed “speech repair" [1].
An example of a repair is "Go
left at the, I mean, go right at
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the crossroads"”. There are
typically three identifiable
parts in a repair - the original
utterance (OU), the editing phase
and the repair proper. In the
example, "Go left at the"™ is the
QU, and "go right at the" is the
repair. The OU contains the word
or words to be repaired, termed
the reparandum, ("left" here).
The speaker has gone past the
erroneous word and so the repair
1s_said to have an overshoot. The
editing phase here is the phrase
"I mean". Levelt counts "er" as
an editing term, but it is
considered here as a form of
pause. With "er"™ excluded, the
editing phase is rare in our
cor pus of repairs from
unrestricted speech (4.2%) and is
not discussed further. The final
?hase is the repair which
includes the alteration (here the
word "right"). Note also that the
spgaker has backed up to a point
prior to where s/he wants to make
the alteration and, so, the
repair contains a retrace.

Levelt [1] has identified several
categories of repair, but
atte?tion here is restricted to
repairs in  which  erroneous
information has been altered
(termed error repairs). Though
thes? may be sub-divided into
repairs which occur on different
grammatical units, the analysis
reported here applies to all
categories of error repair so the
sub-categories are not discussed

further. The only obligatory
parts of error repairs are the
alteration and reparandum.

Automatic speech recognition
(A.S.R.) systems for timetable or
directory enquiries will have to
be able to identify when an error
has been made in voiced input and

vwhat information is being
altered. Incorrect recognition
could result in erroneous

information being generated by
the system in response to an
enquiry. Though analysis of
speech can indicate what speakers
do, it is important that these be
assessed perceptually to check
that listeners use these cues.
Clearly information about how
humpan listeners are able to
understand (1) that a repair is
being made (the forward flow of
speech has been stopped) and (2)
yhat erroneous information is
being altered may have important
implications for A.S.R.

2. PROSODY IN SPEECH REPAIRS
Prosody helps listeners both
detect that the forward flow of
speech has stopped and locate
where the altered information
starts [2]. Prosody refers to
changes in timing, loudness and
pitch movements over groups of
segments. The two aspects of
prosody that are known to signal
information about repairs are
pauses and stress. Pauses, as
noted previously, include filled
pauses as well as periods of
silence. Stressed syllables tend
to be longer and louder than
their unstressed counterparts.
Primary and secondary stress are
marked in the transcriptions,
primary stress indicating a
higher 1level than secondary
stress.

Howell and Young [2] analyzed a
corpus of 272 repairs drawn from
the Survey of English usage {SEU)
[31. This corpus is of
unrestricted speech and has

pauses and stresses transcribed.
The speech was parsed into the
retraced section and the
corresponding section that
occurred prior to it. There was a
marked tendency for sections of
pauses to be added before the

first word of the retraced
section when  such sections
occurred but no systematic

tendency to increase stress on
the first word of the retrace
compared with its first
occurrence. This  shovws that
pauses are used to mark the
interruption to the forwvard flow
of speech. The highest degree of
stress that occurred on any
syllable of the first word of the
alteration was compared with this
same measure on the reparandum.
This analysis showed that stress
was added on the first word of
the alteration, and this was
interpreted as showing that
stress is used to highlight the
altered information. There was no
tendency to add pauses before the
alteration in comparison with the
reparandum except when no retrace
occurred. In the latter cases,
the alteration starts immediately
after the forward flow of speech
has been interrupted, and is
consistent with pauses being used
to mark such locatioms.
3. ASSOCIATION OF PROSODIC
PATTERNS WITH REPAIR

No data has yet been provided
concerning whether the prosodic
patterns described are specific
to repairs or whether they are
shared with related structures.
In this presentation two
structural types vwhich are
closely related to repairs are
analyzed. These two types are
repetitions and conjunctions.
Repetitions include word and
phrase repetitions, and the
repeated sections can be analyzed
in the same way as retraces. i
total of 364 word and 168 phrase
repetitions were located in the
SEU and the results of this
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analysis are shown in Table I.

Analysis of pauses and stresses in repetitions

Word repetitions Phrase repetitions

Table I.
Pauses Added 107
Dropped 21
N 364
sig.
Stresses Added 19
Dropped 13
N 364
ns.

Basically, the table shows that
speakers introduce pauses before
the first word of a repetition
but there is no increase in
stress. This parallels the
findings with retraced sections
of repairs . and offers some
support for terming these "covert
repairs" [1].

The inclusion of conjunctions in
the analysis depends upon a rule
described by Levelt for
ascertaining whether a repair is
well-formed or not (WFR).
Levelt's WFR suggests that the
tvo main parts of a repair
(original utterance and repair
proper) are related in the same
manner as the two constituents of
a coordination. According to
Levelt "An original wutterance
plus repair (ORY is well formed
if and only if there is a string
C such that the string <OC or R
is well formed, where C is a
completion of the constituent
directly dominating the last
element of O (or is to be deleted

if. that last element is a
connective such as "or" or
"and").” [1, p.486]. Thus, in

"There you can park at the left-
hand side of the, the right-hand
side of the road," the original
utterance is “park at the left-
hand side of the". The VP "park
at the left-hand side of the" can
be completed with "road"™ (=C).
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56

4

168
sig.

12
15
168
ns.

The repair (R) is "park at the
right-hand side of the road". The
coordination thus becomes: "There
you can park at the left-hand
side of the road or park at the
right-hand side of the road."

Given a co-ordinmation, this
process can be reversed. Thus the
co-ordination "a comparative
graphology paper or a historical
graphology paper"™ from the SEU
could have been the repair "a
comparative graphology, a
historical graphology paper".
Levelt has pointed to the
syntactic relationship between
co-ordinations and repairs, so it
might validly be asked whether
this extends as far as the two
structures having similar
prosodic properties. Using
Levelt's WFR, the retrace in a
co-ordination starts after the
conjunction and the first non-
matching word constitutes the
alteration ("historical™ in the
example, which is to be compared
with "comparative").

A total of 244 conjunctions were
collected from the SEU. These
were single words or phrases
which were joined by any
conjunction. The constraints
placed upon conjunction selection
was that the word or phrase
before the conjunction started at
a constituent boundary and that
there was a constituent boundary

after the word or phrase after
the conjunction. Also, the
grammatical category of the word
or phrase before the conjunction
had to match in type with the
grammatical class of the word
after the conjunction. No other

constraints were applied. As
illustrated in the example, this
generated material which had
sections with retraces and

“"reparandum/alteration®"
equivalent pairs and analysis
proceeded as described for the
repairs. The data are summarised
in Table II.

have a retrace, there is a
significant tendency to add
pauses, as with repairs, but no
significant tendency to add
stresses, unlike with repairs.
Thus, it appears that the
different types of constructions,
though syntactically related are
prosodically dissimilar. The
prosody in repairs is dissimilar
to that in related grammatical
structures such as around
conjunctions.

Analysis of prosodic factors around conjunctions

a) Pauses and stresses on the first word of the "reparandum/aleration"

Table II.
equivalent
Had no retrace
Pauses Added 10
Dropped 2
N 198
sig.
Stresses Added 61
Dropped 50
N 198
ns.

Had retrace

2

4
46
ns.
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4

46

sig.

b) Pauses and stresses on retraced sections

Pauses Added 1
Dropped 2

N 46

ns.

Stresses Added 1
Dropped 4

N 46

ns.

The prosody around conjunctions
differs from that around repairs.
For the conjunctions that had a
retrace, there is a significant
tendency to stress the
"alteration", as with repairs,
but no significant tendency to
add  pauses prior to the
"retrace"”, unlike with repairs.
For the conjunétions that did not

25

REFERENCES

[1} LEVELT, W.J.M. (1983),
"Monitoring amd self-repair in
speech™, Cognition, 14, 41-104.
{2] HOWELL, P. & YOUNG, K., "The
use of prosody in bighlighting
alterations in repairs from
unrestricted speech"”, Quarterly
Journal of Experimental
Psychology, in press.

[3] SVARTVIK, J. & QUIRK, R.
(1980), "2 corpus of English
conversation”, Lund: Gleerup.



PROSODIC EFFECTS ON ARTICULATORY GESTURES
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ABSTRACT
A theory of phonetic implementation
based on articulatory gestures and their
temporal organization is proposed. It is
compatible with Ohman's early insight
(consonantal perturbation), which in
effect assumes a separate tier for vowel to
vowel movement as the base, and
consonantal gestures superimposed on
this base. The segmental constituent units
are syllables, each of which is specified
by demisyllabic feature values. A
generative description is given as a series
of computational modules: a converter, a

distributor, a concurrent set of actuators,

and a'signal generator. Implications
regarding various conditions of prosodic
control are suggested.

1. CONVERTER

A computational procedure is shown in
Fig. 1. The converter, as the first
component of our model of phonetic
implementation, “converts” an abstract
phonological representation to an
annotated linear pulse train. The converter
maps phonological feature specifications
for each demisyllable into a set of

articulatory gestures. In Fig. 1, 1
represents a stop gesture, o fricative, 0

interdental, | glide, N nasal, A lateral, p
retroflex; T specifies apical articulation, P
bilabial. The letter v stands for
consonantal voicing. Vocalic gestures are
separately treated, and are represented
here by phonemic symbols (none for
reduced vowels). Syllable affixes (see
Fujimura [4]) are separated by a dot from
the final demisyllable.

Time and magnitude are assigned to
cach pulse (represented by vertical lines).
The pulses belong to one of two types:
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syllables (shown with thick vertical
lines), or boundaries (thin vertical lines).
Each pulse is associated with minimal
phonological feature or boundary type
specifications. The phonological tree and
the metrical grid, or equivalent abstract
representations, constitute the primary
basis of computation of the magnitude
values of all pulses. Prominence
specifications (see an exclamation mark),
reflecting factors such as contrastive
emphasis, the degree of excitement, etc.,
are also absorbed into the numerical
specifications of time and magnitude.
Utterance-related specifications (speaking
style, speaker characteristics, eic.) are
retained as annotations attached to
utterance phrases. An utterance phrase
constitutes the domain of motor
programming as an integral unit of
utterance (see Fujimura [6,7]), and
affects both the impulse response
functions and the parameters of the signal
generator.

The timing characteristics of individual
gestures are determined by the converter.'
In Fig. 1, the i-th syllable pulse is located
at t; and its height represents the

magnitude ; assigned to each syllable.

Let us assume the interval between two
contiguous syllables to be related to the
pulse magnitudes by

G-t = ehi+ B,
where @ and P are multplicative

T These tme values are presumably
readjusted via feedback signals from the
signal generation process. For example,
the articulatory repulsion, as discussed by
Fujimura [5], apparently pertains to
temporally adjacent gestures within the
same articulator.

constants which determine “shadows” of
each syllable pulse on the right and left
sides, respectively. A similar shadow is
also defined on the left side of a boundary
pulse. This results in a leftward shift of
the last syllable in the phrase before the
boundary, making the decaying effect of
the syllable pulse response function part
of the syllable duration, rather than part
of the overlapping next syllable. This
accounts for the preboundary elongation.?

2. DISTRIBUTOR

The distributor distributes the codes
produced by the converter to a concurrent
set of actuators, each of which represents
an articulatory dimension. An articulatory
organ may be involved in defining
multiple articulatory dimensions. An
articulatory dimension may involve more
than one organ. The distributor interprets
the feature specifications for each
demisyllable in terms of articulatory
gestures, and distributes relevant syllable
pulse information to individual actuators.
In the figure, Greek letters in Italic
represent the elementary gestures in the
distributor output, and Roman capitals
represent the specified articulators (see
below for further explanation).A family
of mathematical functions prescribes the
elementary articulatory gestures as time
functions represented in terms of 2
physical measure of the state in each
articulatory dimension. A set of muscular
units forms a configuration of physical
means for implementing cortical control
of a specific dynamic event. This integral
configuration of each gesture constitutes
an articulatory dimension, such as
production of a laminar /s/. Separate
articulatory dimensions are defined for
different manners of articulation, such as
stops vs. fricatives. The output of the
distributor is a replica of the input for
each actuator to the extent the information
is relevant. Thus the code (N, T) standing
for /n/ in the final demisyllable of the

second syllable /wAn/ is interpreted as
{7,T) for the tongue tip (7) closure (€]

dimension and operates in parallel with
(N} for velum lowering. The impulse

7 In addition, the parameters of the
impulse response functions may be
sensitive to the magnitude of the
following boundary pulse.

response function for the {N) gesture (in
final demisyllable) is implemented with
peak event at about to, whereas the {7, T}
gesture has its peak later (see Sproat and
Fujimura [10] for similar situations of
English laterals). This depiction may
appear similar to Browman and
Goldstein’s gesture score [1,2].

{ tongue
tip
—_ _/%_QJ — closure
2r 3

Fig. 1 A computational model of
consonant implementation
(signal generator omitted)

3. ACTUATORS

Each consonantal actuator receives the
time-magnitude pulse information with
respect to consonantal gestures for (1) an
initial demisyllable, (2) a final
demisyllable, (3) syllable affixes (in
sequence) as applicable [4]. Different
gestures are assigned to separate
articulatory dimensions.
Multidimensional processings take place
concurrently in different actuators
triggered by syllable pulses. Each
actuator evokes the demisyllabic
response, gesture by gesture. Elementary
gestures do not require sequencing
information within each demisyllable.
The impulse response function contains a
parameter that shifts the peak activity
relative to the time value of the syllable
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pulse. The parameter values are prepared
in conformity with the inherent vowel
affinity (3], [4]).> For consonantal
gestures, each syllable impulse evokes an
impulse response function in each of the
relevant articulatory dimensions for each
demisyllable. For example, the i-th
syllable pulse in the phrasal domain under
consideration has an assigned time ¢; and

a magnitude J;, and it triggers a feature
event function gto(t - t;) in the
dimension tongue tip raising, where
gro(t) is the impulse response function

for the gesture 7, stop closure, for the
initial demisyllable (indicated by the
superscript 0). The time value t; is
designated for the i-th syllable. For the
feature lateral, two articulatory gestures
are relevant: (1) tongue tip raising for
partial contact and (2) retraction of the
back of the tongue body due partly to
tongue blade narrowing [10]. The

symbol 2 in the distributor output in Fig.
1 stands for these two articulatory
dimensions in an abbreviated form.
Similarly, », as in {N,T}, stands for the
redundant N and t of the nasal apical

stop. The closure gesture 7 is actually
specified at the pertinent actuator, but is
not shown in the figure. If the final
consonant of the syllable is /m/, then the
syllable pulse evokes the feature event

function p; gp' (t - t;) of the final
demisyllable in the bilabial closure
dimension P, and also ; g\f(t- ) in the
velum lowering dimension N.  This
function for the final nasality shows a
maximum velum lowering at about the
peak occurrence of the syllable nucleus,
i. e, t =t Each actuator, within the
pertinent articulatory dimension, compiles
the feature event functions evoked by the

T An autosegmental computation is
assumed at the level of distributor for
spreading redundant feature values. For
example, in the vocal fold adduction
dimension, ome specification of
voicedness (for the entire consonant
cluster) indicated for each demisyllable
will be distributed throughout the time
domain of obstruent gestures and affixes.
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syllable pulses within the time domain of
utterance phrase. The event time
functions are added according to the
linear superposition principle, and the
resultant time functions for different
articulatory dimensions, together with the
vocalic base functions, are passed on to
the signal generator. The same family of
functions is used for prescription of all
the consonantal gestures, with parameter
values selected for individual articulatory
dimensions. Each elementary event starts
with the base position moving in the
direction of the prescribed vocal tract
constriction (in the three-dimensional
sense), and then automatically returns to
the base position. Different time
constants are specified (in the gesture
table for each actuator) for starting and
ending trips. The lowest panel of Fig. 1
intends to suggest such occurrences of
response events, for the final
demisyllables of the first and the second
syllables, and the initial demisyllable of
the third, in the dimension tongue tip
closure. The situation of the apparent
target reaching short of the roof of the
mouth, as in the case of /s/, is
presumably a mechanical or physiological
consequence of saturation in an inherently
three-dimensional system.

4. SIGNAL GENERATOR

The signal generator, (not shown in the
figure), receives the time functions
generated by the total set of actuators, and
synthesizes them with the vocalic base
functions to materialize articulatory
movement in an integrated system.
Various types of interaction among
articulatory dimensions are automatically
treated by the physical model of the total
system, both within the same articulatory
organ (such as the lips or the tongue) and
among different organs (such as the
mandible and the lower lip). The system
is highly nonlinear. In particular, it
contains a strong saturating characteristic
(soft clipping) so that a large syllable
pulse typically results at the output of the
signal generator in a plateau of
articulatory position as a function of
time. In Fig. 1, at the bottom of the
figure, the horizontal dashed line
indicates this “soft clipping” that takes
place in the signal generating process.
The process of generating the (vocalic)
base function differs from that for

consonantal gestures. The syllable pulse
magnitude is transformed by a nonlinear
saturating function into a multiplicative
factor that represents the degree of
achieving the vocalic gesture target,
relative to the neutral vocal tract condition
(schwa gesture). The response function
parameters are assigned for vocalic
gestures in such a way that the peak
position occurs with no delay relative to
the input impulse. Target positions are

specified for the peak.

5, CONCLUDING REMARKS
Our current data, obtained by the
Wisconsin microbeam facility [8],
concern the pellet positions representing
sample flesh points on the surface of the
articulatory organs along a particular
direction of movement, as a crude
approximation for the state variable in
cach articulatory dimension. More
exactly, in our future work, the observed
pellet time functions will be compared
with predicted output functions using a
dynamic three-dimensional computational
model of the articulatory system. This
computational model is currently being
developed and will constitute the principal
part of the signal generator.
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ABSTRACT

In this paper we will report the re-
sults of two experiments on the dis-
tribution of stuttering in spontaneous
speech. Qur observations support the
idea that stuttering is related to syn-
tactic planning in addition to the sub-
ordinate process of searching a specific
word for a concept.

1. INTRODUCTION

Previous research has shown that in
spontaneous speech of young stutter-
ers, stuttering more often occurs dur-
ing the beginning of clauses than in
the remaining part [6]. Moreover, it
has been found that stuttering is more
likely to occur at those locations where
the information load is high [4]. Soder-
berg [3] studied read out speech instead
of spontaneous speech of adult stutter-
ers. He considered the predominance of
stuttering on the first words of clauses
as grammatical uncertainty. In medial
clause positions he observed stuttering
predominantly on content words of high
information. The explanation was that
at the beginning of a clause the first
foundations of a grammatical structure
are laid. After that the main problem
for the speaker is the choice of words,
Therefore there is more lexical uncer-
tainty at locations further in the clause.
Our aim is to elaborate Soderberg’s sug-
gestions, espedially by relating gramma-
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tical uncertainty to decision moments in
the planning of speech.

Speech planning can be described as a
hierarchical process [1] {2]: it is possi-
ble to divide speech into segments and
nested subsegments that can be related
to the different stages in the speech
planning process. In the production of
speech the clause is considered a gram-
matical unit. The determination of the
grammatical structure of a clause takes
place at a hierarchically higher level
than the process of word insertion. In
this perspective the articulatory realiza-
tion is of a still lower level than the word
insertion level.

Our expectations were (1) that the hier-
archical speech planning model gives an
explanation for stuttering during the
beginning of clauses, (2) that the model
is able to explain the differences be-
tween stuttering on function words and
lexical words depending on their loca-
tions in a sentence. We have tested
both expectations in a speech exper-
iment with adults. We used sponta-
neous speech as this kind of speech
just requires conceptual and gramma-
tical planning. As will be shown the
quantitative analysis of the first ex-
periment supports the speech planning
model. The stutter frequency on the
first two words (W1 and W2) is higher
than on words in the rest of the clause

(WR).

Experiment I does not give us any com-
pelling evidence for the model: it is still
possible that stutterers and nonstutter-
ers use different segmenting strategies,
so that we can’t be sure that the po-
sitions of W1, W2 and WR within the
clause are the same for stutterers and
nonstutterers: e.g. if stutterers do not
insert a boundary before W1, the labels
W1, W2 and WR would be erronous.
Hence a second experiment is set up
in which the task was to subdivide a
written text into parts. It was assumed
that the subdivisions reflect the internal
structure of language [5]. We will now
discuss the two experiments in more de-
tail,

2. EXPERIMENT I

In this experiment we investigated stut-
tering on function and lexical words at
various locations in a clause. In this
study the minimal criterion for a group
of words to be called a clause is that it
contains one NP and one VP,

2.0 Procedure

2.1 Subjects

25 Stutterers, 7 females and 18 males,
aged 17-45, participated in the experi-
ment.

2.2 Speech material

To elicit spontaneous speech, all sub-
jects were interviewed about the same
theme i.e. their eating habits. From
these interviews 1-minute-samples of
spontaneous speech from each subject
were selected. In these samples, the
clauses were determined and the stut-
tered words were counted.

2.8 Method

We defined three wordpositions within
each clause: the first word (W1), the
second word (W2) and the remaining

words (WR). Each word was labeled as
function word or lexical word. This dis-
tinction was made because the role of
function words is largely grammatical,
whereas lexical words carry the main se-
mantic content. Besides, we may as-
sume that lexical words have a rela-
tive high information load compared to
function words. As it is questionable
whether auxiliary verbs and copulas are
function words or lexical words, we clas-
sified them in two ways. In one count-
ing we considered them as lexical words
(A), in another counting as function
words (B) (table 1a).

2.4 Analysis

Table 1a was submitted to hierarchi-
cal loglineair analysis in order to ex-
amine the distribution of stutters over
the words in a clause. According to the
two definitions of lexical and function
words two analyses were carried out. In
both cases we studied the interactions of
word type and word position. The three
variables are: word type (lexical [L] and
function words {F]), word position (W1,
W2 and WR), and frequency of stutter-
ing (number of stuttered words versus
nonstuttered words).

Table 1a. The absolute numbers of stut-
tered and nonstuttered words on word-
position (W1, W2, WR) and wordtype
(L,F).

Counting A.
Wl W2 WR
| L Fl L FI L F :
| l |
+st| 7 54| 31 41} 126 44|
~-st| 85 324 167 2251140 733:
| | |
Counting B.
Wl W2 WR
| L F

|IL F| L F
| | |
+st] 7 54 | 26 46| 119 51
-st| 64 345 (126 266]1027 846
| | |
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Table 1b. The percentages of stuttered
words as a function of word position

(W1, W2, WR) for counting A and B.
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Figure 1.  Percentages of stuttered
words as a function of word position
(W1, W2, WR) for lexical (L) and
function words (F) separately. Count-
ing A and B.

2.5 Results and discussion

The first finding is that in spontaneous
speech, adults stutter significantly more
often at the first and second words of
clauses than at the remaining words.
For both categorizations A and B de-
fined above, this effect is present (ta-
ble 1b). This result is in agreement
with earlier investigations (see introduc-
tion). The second finding is that, us-
ing the data of categorization A, there
is a significant interaction effect be.
tween word position and word type (A:
£=2.20, p=0.028). Note that function
words at the beginning of a clause give
rise to more stuttering than in the mid-

dle or at the end of a clause. Besides
there is relatively more stuttering on
function words than on lexical words at

"the beginnings of clauses (table la, fig

1). The data of categorization B show
the same trend as A but the effect is not
significant.

Based on these findings we conclude
that word position plays an important
role in stuttering. As already men-
tioned, function words have merely a
grammatical function. Therefore we
might hypothesize that grammatical de-
cisions are made in the beginning of &
clause.

3. EXPERIMENT 1I

In this experiment we investigated seg-
menting strategies used by stutterers
versus nonstutterers.

3.0 Procedure

8.1 Subjects

The subjects are 20 stutterers and
20 nonstutterers. Both groups were
matched on education, age and sex.

3.2 Material

We use a printed text of 81 sen-
tences which have been selected from
the speech samples from experiment 1.
Each word boundary in the text re-
ceived a theoretical boundary strenght
from 1 to 5. These strenghts were de-
termined with the aid of boundary crite-
ria of Umeda [5], but adapted to Dutch.
The values were unknown to the sub-
jects.

3.8 Task of the subjects

The instruction for the participants was
to intuitively mark boundaries within
the 81 sentences by putting vertical
lines between words. The subjects were
ot given any rules about the number
of boundaries per sentence,
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Table 2a. Mean number of boundaries
placed by stutterers(ST) and nonstut-
terers(NST).

X (mean)

Table 2b. Mean number of bound-
aries placed by stutterers(ST) and non-
stutterers(NST), for each theoretical
boundary strength.

1 2 3 4 5
ol Dl Dt Dreel Dot ot
ST (0.04]0.09{0.07(0.6010.76|

| [====]=-=-1
NST|0.06|0.13I0.09|0.6OI0.80:
B Bt B P e P

mean number of scored boundaries
NST
0.8 ST

0.7
0.6
0.5
0.4
0.3+
0.2

NST
014 wsr a—l 153
oL A | 7]
1 2 3
~—= boundaries
Figure 2. Mean number of bound-
aries placed by stutterers(ST) and non-

stutterers(NST), for each theoretical
boundary strength.

T T
4 5

3.5 Results and discussion

An analysis of variance is applied on
the mean number of boundaries scored
by each subject on each theoretical
boundary value. No significant dif-
ference is observed between stutter-
ers and nonstutterers in the placement
of boundaries (F[1,36]=1,93 p=0.174).
We found no interaction effect between
group and scoring of the five bound-
ary strengths (F([4,144]= 0.16 p=0.958).
In both groups there are more bound-
ary placements with increasing bound-

ary strength (table 2a-b, fig 2). These
findings support that stutterers use the
same linguistic criteria as nonstutterers
for structuring language.

4. GENERAL CONCLUSION

The data of experiment I suggest a rela-
tion between the stuttering pattern and
decision moments in the speech plan-
ning process. Moreover it looks more
plausible to define auxiliary verbs and
copulas as lexical words. The outcome
of experiment II shows that the findings
in experiment I are not due to different
parsing strategies of stutterers and non-
stutterers.
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ABSTRACT

The range of applications of
magnetic resonance imaging is
rapidly increasing. Among the
promising new techniques is cine-
imaging of articulation which offers
non-risk insights into speech
production.

1. INTRODUCTION

Since speech typically consists of
constantly and quickly changing
configurations of the vocal tract,
imaging of the vocal tract is of
interest to speech research.
Cinegraphic X-ray techniques, X-
ray computerized tomography, and
ultrasound techniques are all in
use. However, methodological
problems such as side effects of
radiation in connection with X-ray
and inability to penetrate bone and
air in ultrasound studies have
caused problems in connection
with these techniques.

The advent of magnetic resonance
imaging (MR!) opened a new
avenue for speech research and it
was thought that this method would
overcome the disadvantages of
earlier techniques [1,5]. MRI shows
not only the tongue but all
articulators clearly and creates
highly accurate three-dimensional
images. Its disadvantages lie in the
fairly long acquisition times, even
when subsecond imaging
techniques are used.
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2. INSTRUMENTATION

We have used both medium and
high field MR systems operating at
0.5 and 1.5 Tesla (Philips Gyroscan
S5 and S15; Philips Medical
Systems, Eindhoven, The
Netherlands) with both head and
circular surface coils.

Transverse and coronal spin-echo
(SE) sequences were acquired as
scout views for double oblique
angulation of the desired 5 to 8 mm
sagittal scans through the
articulators. The sagittal image was
used as scout for double oblique
transverse and coronal images at
different angles through the
articulatory tract which provided
basis for volume calculations.

For the actual data acquisition
either gradient echo, Fast Field
Echo, (FFE) or subsecond imaging
(5S) sequences were used. In the
FFE sequences echo times (TE)
ranged from 6 ms to 15 ms, total
acquisition times from 3.5 st0 12 s.
Acquisition matrix size was 128
times 256, reconstruction matrix
size 256 times 256. The acquisition
time in SS sequences was 450 ms
for a 90 times 128 matrix. Image
acquisition could be repeated
every 1.5 seconds.

The desired time resolution for
speech production imaging is in the
order of 10 to 20 ms to cover the
movements of the articulators
satisfactorily. Subsecond imaging
does not provide such speeds.
Therefore we returned to FFE
sequences with their better signal-



to-noise ratio and higher spatial
resolution.

3. SUBJECTS AND METHODS
Due to the special and specific
conditions under which articulation
had to be produced, only
phonetically trained subjects were
chosen for these studies. A number
of sounds were used for
interobserver control, others for
intraobserver control, and some
were carefully selected as markers
of certain Norwegian dialects.
Images were acquired both in
supine and prone position to
compare a possible impact of
gravity on the articulators.

The pronunciation was performed
in two stages: First a warm-up
stage where a predetermined word
containing the wanted sound was
repeated several times, followed by
a five second count-down. Then the
speaker "froze" the predetermined
word in the middle of the desired
sound with a glottal stop, the image
data was acquired, and the
pronunciation was continued. This
procedure allowed the production
of static images of certain sounds.
Since speech is a dynamic
procedure we wanted to get cine
representations of the articulation
of complete words.

Since we had no device to trigger
the acquisition from spoken
sounds, we synchronized an
audible beep tone with an artificial
ECG that triggered the informant
and instrument respectively. The
beep was transmitted to the
informant through a plastic tube
headset as used by airlines. The
ECG was picked up by the MR
system's telemetry receiver
(Hewlett-Packard) and the
acquisition was run similarly to a
routine cardiac examination.

This meant repeating the word the
same number of times as the phase
encoding gradients and the spatial
resolution. Typically we used 90 to
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160 gradient steps resulting in an
acquisition time between 1 and 4
minutes.

4. RESULTS

Findings from our MRI studies of
Norwegian pronunciation [2,3,4]
show that sounds which
traditionally have been described
as palatals are laminal alveolars
and laminal postalveolars, retroflex
sounds are in fact apical alveolar
sounds, velar stops and nasals are
postpalatals even in front of open
back vowels, and Norwegian front
vowels [ i: e: e&: ] traditionally
described as close, half-close and
half-open respectively, have
virtually the same position of the
front part of the tongue, but with a
marked difference in the degree of
tongue root fronting (for [i:]) and
tongue root retraction (for [ee:]).

5. DISCUSSION

MR! offers the possibility of
recording the dynamics of speech
and also has possibilities as
regards vocal tract shape and
volume mapping. The imaging
method itself has to be improved.
The inherent problem is related to
time resolution. Subsecond
imaging does not solve the
problem since ideally acquisition
time will never be short enough
and the signal-to-noise ratio is not
good enough.

The triggering can be improved in
several ways; e.g. by the use of a
microphone to pick up the speech
and trigger the MR system, or by a
sensor to pick up movements from
the lips, chin or larynx.

To reduce acquisition time and
dependence on cooperation with
the informant, retrospective gating
seems to be a promising method.
This method could aiso lead to a
further improvement in time
resolution.
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articulation of Norwegian in
connection with the presentation of
this paper.
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ABSTRACT

The stability of personal average
laryngeal frequency during speech
was examined in two-minute and
fifteen-minute  recordings made at
different times of the day and for
four differing  speech  production
tasks. One and a half hours of
speech from each of four subjects
were analysed with respect to mean
and modal frequency and frequency
range.

The work was funded under Alvey
Project MMI/132, Speech Techno-
logy Assessment.

1. INTRODUCTION

Voice source characteristics are
an important part of the expressive
component in the speech communi-
cation chain. The most commonly
used of these is the frequency of
vocal-fold vibration, which is ~con-
mdprc@ both subjectively [1] and
ob;ecnyely ([9], p.82) important for
the identificaion of a speaker.
However, although there have been
a large number of studies devoted
to the measure of average voice
fundamental frequency in groups of
50 or more speakers ([9, 2] for
survey information), and there is
general recognition that a speaker’s
voice piich varies with the sit-
ation, little has been done to clari-
fy the general question of individ-
ual stability in that or other voice
frequency measures.

This paper presents results from
an in-depth study [4] of the laryn-
geal patterns in  speech of four
speakers, and investigates the ques-
tion of stability in a number of
ways. Firstly, on the assumption
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that two minutes of continuous
speech ar;eaksufﬁcicnt to character-
ise a speaker’s voice uency,
(12, 11, 10, 8], the "stagslgty" ())'f
two-minute  stretches over a 15-
minute  period was  examined.
Secondly, in view of evidence that
that  system-atic longer term
ﬂuctu_auons occur [7], a series of
15-minute recordings were made at
different  tmes of one  day.
Thirdly, a number of different
types of speech tasks were set in
order to examine the stability of
average  voice  frequency  over

tasks.
2. SPEECH MATERIAL

Larynx and  speech-signal re-
cordings were made with four

speakers (2F, 2M) on two" days
under anechoic conditions using a
two-channel PCM-VCR  recorder.
Two speakers took part in 6 re-
cording sessions of approximately
15 minutes each during the course
of each of the two days. A stand-
ard extended reading task (P+B)
was given at 9.40am, 12.10pm, and
3.30pm (times #20 minutes), name-
ly the reading of the "Environ-
mental Passage” (3] followed by 13
minutes of  continuous  reading
from a book of short stories.
These were interspersed (at 10.20,
11.20 and 12,30 +20 minutes) with
three further tasks for comparison
purposes: 1) Eight consecutive
readings (RP) of the “Environ-
mental Passage" to provide a con-
stant  textual structure and avoid
fluctuations in interest and excite-
ment. 2) Free monologue (Mon.)
for 15 minutes on a subject of

cach speaker’s choice to give a
longer term  comparison between
read and freely spoken monologue.
3) A dialogue with pairs of speak-
ers (Dial.) to compare both with
reading and with free monologue.

3. ANALYSIS PROCEDURES

Analysis of the larynx signal
(Lx) was carried out in the stand-
ard way [4, 3, 5] to give laryngeal
frequency  distributions over 128
logarithmically ~ equal bins on a
scale from 30 to 1000Hz. "Cleaned"
distributions were used for all
quantitative  staternents and statist-
ical calculations. They were derived
by including Lx cycles only if their
durations were within 10% of the
preceding  cycle.  This eliminates
laryngeal  irregularities  from the
distribution while retaining a maxi-
mum number of data points. In ad-
dition, the distributions are time-
weighted to correspond to our aud-
itory impression of pitch movement
as frequency change in time, and
to conform to other voice-frequen-
cy studies, which have obtained
their data from fixed jframe-based
rather than from fundamental- or
laryngeal-period-based analysis.

Processing of the 15-minute ses-
sions was done on sectons of ap-
proximately 2 minutes, and overall
distributions for the whole session
was obtained by cumulation of the
shorter sections.

4. RESULTS

Two aspects of larynx frequency
stability “are addressed: Firstly, the
extent to which a "minimal stable
period” (ie. 2 min) still fluctuates
within a longer stretch of speech.
Secondly, whether there are gen-
uine systematic baseline changes in
the longer term.

4.1. Two-minute sections

There are considerable  differ-
ences between the mean values for
the 2-minute sections both within
and ‘across the different  tasks.
Table 1 gives the range in semi-
tones between the lowest and high-
est mean and modal frequency for a
two minute stretch during each of
the tasks.
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The largest shifts in mean fre-
quency appear to be randomly dis-
tributed over tasks and speakers.
The comparison of the repeated-
passage reading (Task 2) with the
other conditions does not support
the assumption that shifts in mean
frequency are a function of text-
type alone. The difference in Task

Table 1. Difference in semi-tones
between the highest and lowest
mean & (modal) frequency for a
two-minute  stretch  during  each
15-minute task. )

TASK FC Cp AH T
1 126 045 053 LIS
101 104 341 168

2 136 019 072 091
101 000 08 070

3. 051 105 193 060
000 104 086 080

4. 075 081 135 212
210 110 260 160

5 156 095 066 019
101 104 085 000

6 091 082 087 087
210 104 088 423

2 is very low for speaker CP, but
not for the other speakers, and in
fact has the highest value of all
tasks for FC. In general, the pat-
tern in time for 15 minutes is
more regular than for the book
readings, but’ in no uniform way
across speakers. CP has one small
shift, FC has a steadily mising
frequency, and the two male
speakers AH and TJ have intermit-
tent fluctuations. Modal  values,
however, do not reflect the ex-
pected task-dependence any ~more

clearly.
The differences between the
speakers in the repeated-passage

task, and the random distribution
of large and small pitch differenc-
es for 2-minute stretches across
the different tasks, indicate that
there is, strictly speaking, no such
thing as a generally valid personal
voice-frequency value, either mean



or mode (compare [1]). Each situ-
ation appears to have its specific
and individual effect on a speak-
er’s voice frequency.

4.2 Longer-term stability

To test for variability in the long-
er term, the values found for the
standard passage in tasks 1, 4 and
6 in this study were compared with
those for the same speakers reading
the same passage (P) some weeks
earlier [3]. Table 3 lists the mean
and modal values for all the single
readings.

Table 3. Mean and (modal) Fx val-
ues (Hz) for the standard passage
in Tasks 1,4 and 6 and in P.

TASK FC Cp AH T
1 213 229 114 104
197 222 108 103

4 223 239 122 109
209 222 114 103

6 228 234 123 110
209 222 108 114

P 208 225 130 102
209 236 126 98

The overall picture of variation
from situation to situation is con-
firmed by this overview. For each
speaker, values for the same text
vary from one recording to the
next as much as the different 2-
minute stretches varied within the
15-minute readings from a book.
However, table 3 shows a certain
regularity in the values from task 1
to task 6. For all four speakers
there is an increase in mean Fx
from task 1 to task 4. This is fol-
lowed by a fall-off in task 6 for
CP while TJ and AH maintain ap-
proximately the same mean excit-
ation frequency and FC shows an-
other increase. Given the timing of
the tasks (morning, mid-day, after-
noon) this progression is similar to
ghat reported in [7], namely an
increase in fundamental frequency
for all speakers during the first
part of the day (Sam-noon). In
partial  contrast to our results,
however, an increase was found
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there for the male speakers during
the afternoon with a fall-off re-
stricted to female speakers.

These shifts in the 2-minute
standard passages are related 1o
shifts in mean frequency over the
15-minute  stretches of which the
standard  readings are a par
Three of the four speakers show a
marked upward shift from morning
to mid-day and fall back from
mid-day to afternoon. The one
speaker (TJ) who has no marked
shift in overall mean pitch from
morning to mid-day does have a
significant  shift from mid-day to
afternoon (Mann-Whitney, U’ = 6,
p =0.05).

Modal values both for the 2-
minute passage and the whole 15-
minute reading tasks confuse this
fairly clear picture. In the passage
(table 3) CP deviates from the
pattern, in that her modal value
remains  constant  throughout the
day. In the 15-minute values, TJ
is the exception, with a steady
decrease of mode from 108Hz in
task 1, 98Hz in task 4, and 94Hz
in task 6.

4.3 Task dependence

Table 4 gives the overall mean
values for monologue, dialogue,
repeated reading, and tasks 14,6
together (compare the latter with
table 3 values for the separate
free reading sessions).

Table 4. Mean/modal values (Hz)

for tasks 3, 5, 2 and 1+4+6.
TASK FC CpP AH TJ
3 191 237 114 89

186 222 108 89

5 209 222 104 100
197 222 98 98

2 228 232 117 101
197 222 98 98

14,6 223 239 121 104
209 232 106 98

There is a strong tendency for
mean voice frequency to be lower
for spontaneous than for re

speech. All four dialogue values.

and three of the four monologue
values (exception CP) are lower
than for any of the reading con-
ditions. This finding parallels the
results from the STA Normative
Study [3] and those from the
literature discussed in it. The modal
values, however, show a different
pattern. Neither the monologue nor
the dialogue are consistently lower
than the reading tasks, and AH
rather than CP is the exception.

5. SUMMARY AND CONCLUSIONS

The results from this investig-
ation of voice-frequency  stability
indicate very clearly that while
mean frequency has been shown to
stabilise over a speech sample of 2
minutes or more in duration, fluc-
tuations from one sample to an-
other forbid the use of such a
measure as an absolute personal
characteristic. It can only serve as
a characterisation of the sample in
question. Across speech tasks, and
even between  different  2-minute
samples of the same extended task,
mean frequency was shown to vary
by as much as 15%. Within speak-
ers, some regularity was found in
mean-frequency change during the
course of the day, and between
spontaneous and read speech. This
supports  pre-vious findings in the
literature, but individual variation
in the patterns found indicate that
these trends also need to be treat-
ed with caution.

In the light of these results, the
conclusion is unavoidable that reli-
ance on mean voice frequency as
an indicator of personal identity is
inadvisable. The possible alternative
measure, modal frequency, appears
less sensitive to task variation, but
it stll does not offer a reliable
voice-frequency  characterisation  of
speakers.
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ABSTRACT

In order to clarify laryngeal adjustments
for whispering, an electromyographic
study of the intrinsic laryngeal muscles
was conducted. Subjects were two native
Japanese speakers.

Posterior cricoarytenoid muscle (PCA)
showed higher background activity
during whispering than during ordinary
phonation.  Furthermore, there were
additional segmental activities which
seemed to contribute not only to keeping
glottis open, but also to performing
necessary gesture for relevant phonemes.
The activity patterns of the other intrinsic
laryngeal muscles are also discussed.

1. INTRODUCTION

It has been said that whispering is an
aphonic laryngeal actionl!, It's means
that there is no vocal hold vibration.
However, even during whispered speech,
one can distinguish the difference
between “voiced” and “voiceless”
segment as well as accent patternsia,
There have been only a few reports
dealing with the activity of the intrinsic
laryngeal muscles during whispering341,
In order to elucidate the laryngeal
adjustment, an electromyographic(EMG)
study was performed.

2. PROCEDURE

Subjects were two native speakers of
Tokyo dialect of Japanese. EMG activity
was recorded from PCA, Cricothyroid
muscle (CT), lateral cricoarytenoid
muscle (LCA), vocalis muscle (VOC) and
interarytenoid muscle (INT). For EMG
reccrdings, hooked wire electrodes were
used. The electrodes were inserted
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perorally to PCA and INT, while inserted
transcutanously to the other muscles.
The method of verification of electrodes
location described elsewhere!, As an
indication of articulatotory gestures,
intraoral pressure was also recorded on an
FM data recorder with EMG signals.

The subjects were required to utter
nonsense words of /CVCV/ form in
whispering and in ordinary speech with
different accent patterns.
The test words were:

hetel, Retd, hetel

/d&@del, Ide dé/, Ide de/

Is&sel, Ise s&, Ise sel

128zel, Ize 28/, Ize zel.

Each test word was embedded in a carrier
sentence “i: /CVCV/ desu” ( It is a good
_/CV CV/), and uttered more than ten times
in whispering and in ordinary speech.

After the recordings, EMG signals were
rectified and computer-processed in order
to obtain an average indication of each
muscle activity. As the line-up point for
averaging EMG signals, the onset of
abrupt drop of the intraoral pressure
during consonant closure was taken so as
to identify the oral release.

3.RESULT and DISCUSSION

Figure 1 shows the averaged EMG
patterns for whispering (dotted line) and
ordinary phonation (solid line) in subject
KT.  In ordinary phonation, PCA
activity decreases for abduction of vocal
folds for phonation from higher activity

level for inspiration. On the other hand,
in whispering, there is no suppression of
PCA activity but rather increment of the
activity for utterance. Furthermore, in
addition to the elevated activity level,
PCA showed segmental pattern related to
each phoneme. (Top panel of the Fig.1)

Each EMG peak which is
corresponding to a phoneme is smaller for
the whispering than for the ordinary
phonation.  This difference in EMG
peak amplitude between whispering and
ordinary phonation is clearly seen on the
LCA and CT trace. However, the
pattern of the perturbation is similar in
both modes of phonation.

Whispering has been defined as

“aphonic laryngeal gesture”. From this
point of view several studies have been
conducted to describe laryngeal gesture
during whispering mainly by using the
fiberscopel®l, These studies conclude that
during whispering, the glottis kept open
to prevent vocal fold vibration.
The increased PCA activity throughout
the utterance as the upward shift of the
base line may represent the applied force
to open the glottis.

Interestingly, PCA activity showed
the segmental pattern which is
corresponding to each phoneme. In
other words, during whispering PCA
showed compatible EMG patterns to the
ordinary speech except for higher base
line activity. The higher base line
activity may contribute to change the
speaking mode from the ordinary
phonation to the whispering mode. Even
in the whispering mode, the general
laryngeal attitude to distinguish each
phoneme would be preserved. This
hypothesis can explain the difference in
EMG patterns for the production of
“voiced” and “voiceless™ segment uttered
in whisper. Figure 2 shows the
difference in EMG patterns for the
production of /tete/ and /dede/. We can
see higher activity of PCA for “voiceless
consonant /t/” than for “voiced consonant
1dl™ just before the line-up point,

On the other hand, there is high PCA
activity at the beginning of utterances
around 300 msec before the line-up point.
Judging from the intraoral pressure curve
(at the bottom panel). this high activity of

43

PCA is supposed to be related to the first
syllable of the carrier sentence /i:/. This
observation is contradictory to the
previous finding, that is, in whispering
PCA becomes active for “voiceless”
segments and less active for “voiced”
segments, To explain this controversial
phenomenon, we have to consider that
this segment /i:/ is located at the utterance
initial. Probably, this particular phonetic
condition may cause a different laryngeal
gesture. We can speculate that for /i:/ at
the utterance initial, since the adductor
muscles become highly active, PCA
should be prove this speculation, a
fiberoptic study is mandatory.

4.Conclusion

For the production of whispering,
PCA activity level becomes higher to
prevent vocal fold vibration. In general,
the intrinsic laryngeal muscles including
PCA still have segmental activity pattemns
which are compatible to laryngeal
gestures observed in ordinary phonation.
At the very initial of the utterance,
laryngeal gesture for whispering may
special. .

(This study was partially supported by
Grant-in-Aid for Scientific Research (A)
N0.01440071 from the Japan Ministry of
Education, Science and Culture.)
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ABSTRACT

The relationship between EMG ac-
tivity fram the CT muscle and IFg
of Danish vowels was investigated.
The results show a positive
correlation: The CT activity rise
in a vowel with a higher IF,
starts earlier and has a higher
overall amplitude than in a vowel
with a lower IFg. A subset of data
was canpared to data from an iden-
tical material recorded earlier
fram the same subjects. Both sets
show the positive correlation
described above. The following
conclusions are drawn: The CT
miscle is an important factor in
controlling IFp, and the reprodu-
cability of IMG data is high.

1. INTRODUCTION

It . is well known that the
fundamental freguency - (Fg) of
vowels is correlated with vowel
qt_xality: other things being equal,
high vowels tend to have a higher
Fp than low vowels. This phenome-
non, which is known as intrinsic
fundamental frequency (IFg), has
been reported in mmerous in-
vestigations. Various theories
have been advanced to explain IFg;
fgr a detailed survey see
Silverman (6]. The generally
accepted theory is based on the
assumption that an increased
tongue pull during the
articulation of high vowels may
glve.rise to an increased vertical
1[:§rlmslon in the vocal folds, Ghala
Most theories have explained IF,
as a passive influence from
articulation. Very recent data,

however, point in the direction
of a nervous control, more
specifically that the crico-
thyroid (CT) muscle seems to be
an important factor in the
control of IFy. Honda (2] and
Vilkman et al. {7)] found a
positive correlation between peak
values of CT activity and IFj.
Dyhr [1] observed an earlier and
steeper CT activity rise in high
vowels than in low vowels. It was
impossible to determine whether
the CT activity was the result of
a synergistic relationship
between CT and other muscles, or
whether it was a planned control
of IFg.

The purpose of the present
investigation is: 1) To lock into
the relationship between CT
activity and IFy in a large set
of Danish vowels, in both
stressed and unstressed posi-
tions. 2) To campare a subset of
data to data from an identical
materml recarded at an earlier
session.

2. METHODS

2.1 subjects and Material

The subjects were one female and
four males, all phoneticians and
native speakers of Danish.

The material consisted of the
following Danish vowels: (i e £ u
© 3 0] inserted in nonsense words
of the type f£VEVE'V, with
identical wvowels in each syl-
lable, and [i: ®: u:] inserted in
natural words of the type C'V:le.
The test words were embedded in
carrier sentences and were read
in four different randomizations.
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2.2 Recordings

The electromyographic (EMG)
recordings tock place at the
Dept. of Clinical Neurophy-
siology, OCopenhagen University
Hospital, Demmark, using Disa
Electromedical Bguipment. The EMG
signals were collected from pars
recta of the CT muscle, via
concentric bipolar needle elec-
trodes (Dantec Electronics, type
13151, 20 mm). The insertion was
performed by Dr. S. Fex, Lund
University Hospital, Sweden, amd
was made percutaneously. The
correct electrode position was
controlled by a series of tests
such as swallowing, high/low and
gliding tones, and glottal
closure. The acoustic signal was
registered by an accelerameter
(Briiel & Kjar, type 4375), taped
directly to the skin above the
larynx. The PG and acoustic
signals were recorded on an M
tape recorder, 30 ips. ‘The
recordings were monitored
contimuously via an oscilloscope.

2.3 Data Analysis

The EMG signals were rectified
and integrated, with an integra-
tion time of 25 ms. The filtering
was done in accordance with the
results from Rischel & Hutters
[5]. The Fp analysis was carried
out on an F-J. Electronics
Fundamental Frequency Meter.
Physiological and acoustic
signals were sampled and
averaged. Data were sampled
through an eight-channel multi-
plexed analog-to-digital
converter controlled by a real
time clock. The sampling tock
place with a 1.25 sec. window at
a sampling frequency of 200 Hz.
Data and results were displayed
on a graphic terminal.

3. RESULTS

The results are based on visual
inspection of average EMG and Fj
curves. The average is based on
at least six repetitions. The
individual curves were carefully
examined before averaging, and
none of them were in disagreement
with the final results shown in

the average curves.

In order to correlate a muscle
action with the resultant effect
the muscle activity must be
shifted forward in time campared
to the actual event. This is
because it takes same time for
the muscle to contract after
being innervated, primarily due
to electrochemical transmission
and inertia. In the present data
this so-called time lag was
measured fram the EMG activity
peak to the correspading Fg peak
on the individual curves befare
averaging. The time lag varied
between 60-110 ms. In the
following description and
discussion campensation has been
made for this time lag.

3.1 IF,
For all subjects there is a
correlation between vowel height
and IFy, such that a higher vowel
has a higher IFp than a lower
vowel & This difference is most

in second pretonic position. The
order of the vowels from high to
low IFp is identical to data
reported earlier for Danish,
Reinholt Petersen [4]. 1In
stressed position two subjects
have [u] clearly higher than {i],
whereas the rest of the subjects
hardly have any difference
between the two.

3.2 CT Muscle Activity

Two subjects show a positive
correlation between CT activity
and IFy far each. step in vowel
height in both stressed and
unstressed vowels, Two subjects
have the same results in stressed
vowels, but for the unstressed
vowels there is a positive
correlation only between high and
low vowels. The fifth subject
shows a positive correlation in
stressed wvowels only, and only
when the vowels are separated by
two or more steps in vowel height.
The observed 1IFy difference
between [i] and (u] is clearly
reflected in the CT activity. The
general picture is that the CT
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activity rise related to a vowel
with a higher IFy starts earlier
and has a higher overall amplitude
than in a vowel with a lower IFg,
see figure 1.
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Figure 1. Comparison of extracts
fram superimposed average CT and
Fo cmves from sentences contai-
ning the nonsense words [fifif'i)
(broken lines) and ([fefef'e)
(solid 1lines) from the same
subject. The 1line-up points
(2,1,0) are the onset of the
second pretonic (2), the first
pretonic (1), and the stressed
vowel (0). Notice that the IF,
differences between [i] [e] are
reflected in the CT axrves in such
a way that the CT activity rises
earlier and has a higher overall
amplitude in [i) than in [e].

Data from [i: 2: u:) are compared
to data from an identical
mate'gial recorded at an earlier
session by the same subjects,
Dyhr ([1). However, the BEMfG
activity was then recorded from
the pars obliqua of the CT muscle
by means of bipolar hocked-wire

electrodes. Both sets of data
show the positive correlation
between CT activity and IFg
described above, see figure 2.

4 DISOUSSION
The results indicate that the CT
muscle plays an important part in
the control of IFp in vowels.
such a control can be explained
in two ways: It may be the by-
product of a synergistic rela-
tionship between the (T muscle
and other larynx muscles and/or
the muscles responsible for
ing the wocal tract for the
different vowels, or it may be a
specific, planned control of IFg.
A possible explanation of a
planned control could be that IFg,
differences are important to
speech perception, Silverman (6].
The results also imply that the
pars recta and pars obliqua of
the CT muscle are physiologically
identical even if they are
anatamically separated (at the
moment further investigation is
being carried out on this
matter). Apart from same discom—
fart while swallowing, the use of
bipolar concentric needle elec-
trodes was a success. The inser-
tion and adjustment of electrode
position was easy. The fixation of
the needle electrodes was sur-
pm:isingly stable, and the MG
signals were less problematic
than the ones oollected via
hocked-wire electrodes and were
consequently less camplicated to
filtrate. Even with different re-
gistration methods the reproduc-
ability of the IMG data was high.
This implies that IMG is also a
reliable tool when applied to tiny
miscles as found in the speech
apparatus.

5 QONCIIOSION

The following conclusions are
drawn: 1) The CT muscle is an
important factor in controlling
the IFp in vowels. Whether this is
tr.:e result of a synergistic rela-
tionship between larynx and other
muscles or a planned control of
IFy is impossible to determine
from the present data. 2) The
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Figure 2. Camwparison of superimposed average CT and Fp curves from
sentences containing the natural words (s'i:la] (broken lines) and
[s'2z:1e] (solid lines) from the same subject. The line-up point (0) is
the onset of the stressed vowels, the offsets are marked with vertical
broken/solid lines. A: The EMG signal is recorded from pars obliqua of
the CT muscle via bipolar hocked-wire electrodes. B: The EMG signal is
recorded fram pars recta of the CT muscle via bipolar concentric needle
electrodes. Notice that the IF; differences are reflected in the CT
cmrves in such a way that the CT activity rise related to the high
vowel starts earlier and has a higher overall amplitude than when

related to the low vowel.

reproducability of EMG data is
high, even when different re-

gistration methods are used.
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ABSTRACT

‘The present results support recent
findings showing that VOT is shorter
for /p/ than for the two lingual stops /t,
k/ and that VOT for lingual stops are
generally equivalent. Further, the re-
sults offer no support for a compen-
satory relationship between closure du-
ration and VOT and show that the
laryngeal devoicing gesture differs for
stops produced at different places of
articulation, thus ruling out several
articulation-based explanations for
place-related differences in VOT.
Finally, the results suggest that the
timing of glottal adduction relative to
oral release most nearly accounts for
observed differences in VOT.

1. Introduction

A number of researchers have found
that VOT increases as the place of
articulation of a stop progresses from
the front to the back of the vocal tract
[4, 6, 8]. One possible explanation for
this finding is based on the assumption
that the devoicing gesture (i.e., the
opening and closing of the glottis for
devoicing) is invariant while suprala-
ryngeal gestures get progressively
shorter the further back a stop is
articulated [7, 8]. Other proposed expla-
nations refer to automatic aerodynamic
or mechanical consequences or to per-
ceptual requirements associated with
stops produced at different places of
articulation [3, 5].

Results from a number of recent
studies of both American [1] and British
[2] English, however, have cast doubt
on the conventional view of place- -
related differences in VOT and their
explanations. These findings indicate
that VOT for labial stops is shorter than
for lingual stops, while VOT for /t, k/

~ tend not to differ from one another.
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Indeed, most earlier studies reporting
place-related differences in VOT show
smaller VOT differences between /t/
and /k/ than between /p/ and /t, k/, a
difference that may not have been
statistically significant [2]. Thus, expla-
nations of VOT differences which
crucially refer to a stop’s place of
articulation cannot account for the data
from these recent findings.

The purpose of this study is three-
fold: (1) to examine place-related
differences in closure duration and YOT
in different word positions and under
different stress conditions to test
whether there is a compensatory
relationship between the two; (2) to
determine whether there is a single
invariant devoicing gesture for all stops
across different places of articulation;
(3) to explore the role of oral-laryngeal
timing with respect to VOT.

2. Methods

Two male speakers of English, ES
and KM, spoke the nonsense words
/pipip, titit, kikik/ with primary stress
either on the initial or the final syllable
in the carrier phrase “say __ again”.
Both acoustic and transillumination
signals were collected simultaneously.
Since the two speakers sometimes
exhibited different articulatory patterns,
separate statistical -analyses were
performed for each.

3. Results and Discussion
3.1. Acoustics
3.1.1. Closure duration

Separate ANOVAs for each word
position indicate that stops produced at
different places of articulation differ it
closure duration in both initial and
medial positions for both speakers (fig

1). For ES, individual protected t-tests
indicate that closure duration is signif-

icantly longer for /p/ than for /t, k/ but .

that there is no significant difference
between closure durations for /t/ versus
/k/. Similarly, for KM, closure duration
is longest for /p/, and although mean
closure duration is consistantly longer
for /t/ than for /k/, the effect is only
significant in medial stressed position.

1'10 ES 1 P KM
o 1

t\ . . P
70 \:;p\p : \;:l:\
50 \1: 1 k\k\p

~k,

closure duration (in ms)

T
e +8ts -StS +SLs -sts
initial medial

+8ts -Sts+sts -sts
initial medial

Fig. 1. Closure duration results for ES are
presented on the left and results for KM
on the right. The letter corresponding to
the stop category is plotted in the graph.
+sts = stressed and -sts = unstressed.

3.12.voTr
In general, the well-documented place-

related VOT pattern for English voice- -

less stops is exhibited for each stress
category in both word-initial and word-
medial positions for both speakers (fig.
2). Separate one-way ANOVAs confirm
that stops produced at different places of
articulation significantly differ in VOT
for both speakers. For ES, VOT is
significantly longer for /t/ than for /p/,
and significantly longer for /k/ than for
/U. The only exception is that VOTs for
medial unstressed /t, k/ are not signif-
icantly different from one another, al-
though they manifest the same rank
order as the other groups.

Results for KM differ somewhat from
those for ES. Like ES, VOT for /p/ is
significantly shorter than that for /t, k/
for each level of stress within each word
position. Unlike ES, however, there is
no significant difference in VOT for /t,
k/ even though there is a tendency for
mean VOT for /k/ to be slightly longer
than for /t/.
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ES

KM

AN /\
“”k/t\ P Nk
AN |/

r \P \

PR

\P
+s5is -Sis 4518 -Si§ +5i5 -518 +Si8 518
initlal medlal initlal medlal

word position

Fig2. VOT results presented as in fig. 1.

The acoustic data offer no support for
VOT as a function of closure duration
across an invariant devoicing gesture.
Since closure duration for /t, k/ is equiv-
alent for both speakers, one might
expect VOT to be equivalent for both
speakers under the invariant devoicing
gesture proposal. However, ES shows
VOT differences between /t, k/, while
KM does not. It is, nevertheless, still
possible that there is an invariant de-
voicing gesture for all stops. The de-
voicing gesture may simply be shifted in
time with respect to oral closure for /t,
k/. We examine these possibilities in the
following sections.

VOT fin ms)
588888388

3.2. Transillumination
3.2.1 Devoicing Gesture Duration
(DGD) )

ANOVAS show that there is also a sig-
nificant effect of place of articulation on
DGD for both speakers (fig. 3). How-
ever, a clear pattern of results does not
emerge unless DGDs for lingual stops
are considered as a group separate from
labial stops. For ES, DGDs for /t/ are
significantly longer than those for /k/
regardless of stress or word position.
For KM, DGDs for /t, k/ only differ
significantly from one another in medial
stressed syllables, although mean DGD
for /t/ is longer than for /k/ for each
condition.

DGDs for labial stops in general
appear to differ from DGQs_for lxpgual
stops. In word-initial position, differ-
ences between stressed and unstressed
DGDs for labial stops are small and non-
significant, but are comparatively large
and significant for the lingual stops.
Within stress categories mean DGD for



initial stressed /p/ is somewhat similar to
that for medial stressed /p/, while DGDs
tend to be longer in initial than in medial
position regardless of stress for lingual
stops. The aforementioned patterns are

especially evident for KM.

Ty ES KM
£ \ p
'§180. \ ! P p/ t!
<160 4 PZ ﬁk
%140. k

g120 | ! %
[ P

g k

- S—

8 4sls -5l8 +8is -Sis +51S -Sls +8l$ -si

initial medial Initial medlal
word position

Fig. 3. DGD results presented as in fig. 1.

3.2.2. Peak Glottal Magnitude (PGM)

PGM (i.c., the greatest distance
between the vocal folds during the de-
voicing gesture) results are similar to
DGD results for both speakers in that
there is a significant effect of place of
articulation on PGM for both speakers
and in that labial stops behave somewhat
differently than lingual stops (fig. 4).
For ES, PGM is always significantly
greater for /t/ than for /k/. For KM,
PGM is only significantly greater for /t/
than for /k/ in medial unstressed sylla-
bles; otherwise, they are equivalent in
magnitude.

2 ES KM
5 200
=

5'150
g | ¢

4

R
+ais -1 455 -t 4318 818 4505 -8is
initial medial initlal medial

word position
Fig. 4. PGM results presented as in fig. 1.
The present results show that there is
no single invariant devoicing gesture for
stops across place of articulation. In--
deed, it seems that the devoicing gesture
may be influenced by both the suprala-
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ryngeal constriction location as well as
the primary supralaryngeal articulator,
Specifically, it appears that devoicing
gestures are gencrally sensitive to
whether the supralaryngeal constriction
is produced with the lips or the tongue
since the data suggest that stress and
word position have different effects on
labial versus lingual stops.

It seems possible that VOT differences
among the lingual stops arise from
differences in the duration and mag-
nitude of the devoicing gesture since ES
shows consistant differences for /t/ ver-
sus /k/ for both DGD, PGM and VOT,
and since KM shows no difference in
DGD, PGM or VOT for /t/ versus /k/.
However, such a relationship seems es-
pecially doubtful since one might expect
larger devoicing gestures to give rise to
longer VOTs, whereas just the opposite
result obtains for ES. In any case, these
findings suggest that the timing of oral
and laryngeal gestures must play a cru-
cial role in VOT since variations in
neither oral nor laryngeal gestures alone
can account for the observed VOT
patterns.

3.3. Interarticulator Timing

The coordination of laryngeal and
supralaryngeal gestures has been
intimately linked with VOT [4]. Here
we consider the coordination between
two pairs of articulatory events asso-
ciated with the beginning and the end of
voiceless stop-related gestures (namely,
the interval from oral closure to the
onset of glottal opening and the interval
from oral release to the onset of glottal
adduction) in order to determine whether

* the relationship between either of these

events covaries with VOT.

3.3.1. Closure to Onset of Glottal
Opening (C-0GO)

There is a significant effect of place of
articulation on C-OGO for both speakers
(fig. 5). For ES, OGO always occurs
significantly later for /k/ than for /p, ¥/,
but only occurs significantly earlier for
/Y than for /p/ in initial stressed and
medial unstressed syllables, For KM, C-
OGOs for the lingual stops are not sig-
nificantly different from one another in
any word position or for any stress’

category. There is no clear pattern for
labial stops.

The C-OGO results closely mirror the
patterns found for DGD and PGM sug-
gesting that the larger the devoicing
gesture, the carlier it begins relative to
closure. When considering the 'labxal
stops in conjunction with the lingual
stops, it becomes even more clear that
the onset of the devoicing gesture does
not simply shift in time relative to oral
gestures to achieve a specific VOT.
Rather, C-OGO is related to the size of
the devoicing gesture. In fact, even the
mean C-OGO data closely follow the
same rank order as for DGD and PGM.

ES KM
initial +sts kp
initial -sts Y
]
tP |k medial +sts
AN
N
t | pk medial -sts
20 20 0 20 0 20

onset of glottal opeaing relative to
oral closurd(in ms)

Fig. 5. Results for the interval from

oral closure (at Oms) to the OGO (the

points plotted) presented as in fig. 1.
3.3.2. Release to Onset of Glottal
Adduction (R-OGA)

There is a significant effect of place of
articulation on R-OGA for both speakers
(fig. 6). For ES, mean OGA relative to
release occurs earliest for /p/, latest for
/k/, and intermediate for /t/; this effect is
significant except in medial unstressed
position where R-OGAss for /t, k/ are not
significantly different from one another.

Like ES, the OGA for KM always oc-
curs significantly earlier for /p/ than for
1t, X/ in both word positions and for both
stress categories. Unlike ES, however,
OGAs for /t/ only occur significantly
earlier than for /k/ in medial stressed
position; otherwise, R-OGAs for /t, k/
do not differ significantly.

R-OGA results are practically
identical to the corresponding VOT re-
sults. Specifically, the earlier the OGA,
the shorter the VOT for all stop cat-
egories (cf. fig. 2). Thus it appears that
R-OGA is responsible for differences in
VOT, and not variations in closure
duration plus an invariant devoicing

gesture, or differences in the size of the
devoicing gesture .

]
40

Onset of glottal adduction relative to
oral release (in ms)
Fig. 6. Results for the interval from
oral release (at Oms) to the OGA (the
points plotted) presented as in fig. 1.

Finally, it is important to note that the
OGA is an active gesture rather than a
passive aeromechanical consequence of
oral release. Since both oral release and
the OGA are controlled by muscular
forces, it follows that oral release and
the OGA are actively timed relative to
one another. Thus it is possible that
VOT differences are simply a byproduct
of, rather than the motivation for, the
tiing of OGA relative to oral release.
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ABSTRACT

Both cricothyroid and sternohyoid
muscle activity was examined in a
speaker of Tokyo Japanese with respect
to devoicing of the vowel /u/.
Sternohyoid activity, always with the
cricothyroid activity suppressed, was
related to implementation of a syllable of
"stop consonant + u". However, this
peculiar pattern of activity disappeared
for the devoiced /u/ after an affricate or
fricative. These results suggest that /u/
tends to be reduced or deleted in the
nonplosive environment,

1. INTRODUCTION

Japanese has often been cited as an
example of a language having voiceless
or devoiced vowels [3]. They would
sound unnatural if they were pronounced
as voiced. For example, in two-mora
words, the close vowel /i/ or /u/ must be
devoiced when it is unaccented and
occurs between voiceless obstruents.
But the vowel devoicing in these cases is
said to result from distinct articulatory
processes. The difference between
devoicing processes was first pointed out
by Sakuma [4], and clarified in part by
Han spectrographically [1]. Kawakami
[2.’] summarizes as follows: the /pi, pu,
ki, ku, cyu, syw/ followed by a voiceless
consonant are simply devoiced, but the
/ci, cu, si, su, hi, hu/ syllables usually
do not manifest any voiceless vowels,
Accqrc}mgly, the event as called "vowel
devoicing” collectively is assumed to fall

*Current affiliation: Department of
Ncurootqlogy, Tokyo Metropolitan
}*Ieurologwal Hospital, Hucyuu, Tokyo,
apan,
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into two classes: (1) a devoiceable vowel
is weakened or becomes voiceless when
it appears after a stop consonant,
whereas (2) the vowel usually is deleted
and reduced to a mere consonantal
lengthening after an affricate or fricative
consonant (the /h/ in /hi/ or /hu/ is
generally pronounced as fricative).

It seems difficult to distinguish
acoustically between the simple
devoicing and the entire deletion. We
have tried to look into the physiological
mechanism underlying this difference
and report in this paper on a speaker who
had a different control over the
cricothyroid (CTh) and sternohyoid (SH)
muscles between the classes 1 and 2.

2. METHOD

2.1. Subject .

A male speaker of Tokyo Japanese, who
has lived from the teens in a city on the
outskirts of Tokyo, served as subject.
The subject was one of the authors.

2.2, Speech Material
The electromyographic (EMG)
experiment was carried out twice on
different days, but here we will discuss
only the data concerning the vowel i/
obtained from Experment 1. The words
tested were of a form of /Cuki/ where C
was /k, ¢, s, or zero consonant/ (/c/
stands for [ts]). Thus the following
words

kukin 'stalk’

cuki™ 'moon’

suki 'plow'

uki 'float'
were tested in the frame sentence ii ... 0
yo”o desu '(it) looks like a nice ...
These words are all ordinary, and the /W
after a consonant is devoiceable. The

words kuki and cuki are accented on the
second syllable, but we asked the subject
to utter them with no accent (The syllable
immediately preceding the particle no can
be unaccented; the symbol A indicates
that the syllable marked with it has an

accent.  For detailed Japanese
phonology, see Vance [6].). Moreover,
the voiced counterparts

kugi 'nail’

cugi ‘patch’

sugi 'Japanese cedar’

ugi (nonsense word) .
were included as a control in the sentence
list.

2.3. Data Recording and Analysis
EMG activity was derived from the CTh
and SH muscles by using bipolar

hooked-wire electrodes. The subject
was asked to produce a total of 13 to 14
repetitions of each sentence, and
recorded on a PCM tape recorder
together with the EMG signals. All
signals were digitized with 12-bit
resolution and stored on an NEC desktop
computer. On digitization, the EMG
signals, after being full-wave rectified,
integrated over a period of 5 ms, and
finally low-pass filtered, were sampled at
arate of 1 kHz. The audio signal was
sampled at a rate of 5 kHz

The data files of interest were
transferred to a Hewlett-Packard
computer to calculate an ensemble
average of the integrated EMG signals
and to determine the line-up point
necessary for averaging.

i 1 i 1 1 1 1

CTh

SH

(upig‘““—l- Cricothyroid (CTh) and sternohyoid (SH) activity for the test words ciki
imlz-,prs;]panel) and kuki (lower panel). The time axis is marked off at every 100-ms
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3. RESULTS

3.1. CTh and SH Activity

We were able to classify the CTh activity
into two patterns depending on whether
or not a short suppression was present in
its activity. One was a pattern for the
words wuki, ugi, cuki, and suki which
showed no apparent CTh suppression;
the other pattern was seen for the words
kuki, kugi, cugi, and sugi which showed
a clear suppression in the CTh activation.
Figure 1 illustrates an example of the
results. It compares the CTh and SH
EMG curves for the class 2 word cuki
(upper panel) and the class 1 word kuki
(lower panel), respectively. The EMG
curves are shown here in a form of
ensemble average of twelve tokens
obtained from the same utterance type.
Each curve is aligned with reference to
the line-up point which indicates the
instant of release of the second-mora [k]
of the words.

For the affricate cuki, the CTh
begins to increase its activity before the
first-mora /cu/, and it remains rather
active during the voiceless period of /cu/
and until the occurrence of an accent in
yo”o. This activity is typical of Tokyo
Japanese and has been viewed as
contributing to manifestation of the
fundamental tone of a phrase with no
unaccented syllables [5]. In contrast to
cuki, we can see a short suppression of
CTh activity for the plosive kuki. The
suppression occurs immediately after the
release of articulatory closure of the first-
mora /k/.

It is noteworthy here that this CTh
suppression is concurrent with a burst of
SH activity which continues for some 90
ms. The SH activity is overlapped with
that of the CTh. But a closer inspection
reveals that there is a gap of timing
between their activity; the SH is activated
about 20 ms later than the CTh, and does
not cease its activity sooner after the CTh
becomes rapidly inactive. The same
pattern of activity in both muscles was
observed regularly for the tokens of
kugi, cugi, and sugi.

However, we could not see the SH
activity in question at all for the other
three words uki, ugi, and suki, and
neither could we identify any CTh
activity accompanied by an evident
suppressive phase.
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3.2. Acoustic Findings

The /u/ of kuki was not entirely devoiced
in all the tokens; there were observable
minute oscillations of the vocal folds
with the exception of two tokens. On the
other hand, we could not recognize any
vocal oscillations for the words cuki and
suki from their acoustic waveforms,

4. DISCUSSION

The characteristic pattern of activity
observed from both CTh and SH shares
a common syllabic structure of
"obstruent + u". This was not
exceptional to the word kuki, either,
Consequently, we assume that an
accentual phrase calls for SH activity
when it begins with this type of syllable,
and this SH activity is linked with a short
suppression of CTh activity. Our
assumption can be supplemented by
other findings: the words uki and ugi,
which do not begin with an obstruent
consonant, never showed any such SH
activity, and in addition, the SH basically
behaved reciprocally against the CTh in
the present speaker. In any case we
cannot account for the devoicing process
of class 1 by the peculiar EMG pattern
we observed.

On the other hand, the SH activity
under discussion disappeared for the
words cuki and suki, which correspond
to the class 2 devoicing. This was in
sharp contrast to the voiced counterparts
cugi and sugi where the vowel /u/ was
not devoiced. Following our assumption
above, this contrast is due to a kind of
neural mechanism as follows: the vowel
/u/ does not manifest itself entirely and
the resultant sequence of consonants,
such as [ck] or [sk], does not require any
more SH contraction; this vanishment of
the SH burst in turn releases the CTh
from a suppressive phase.

5. SUMMARY .

Our EMG findings from the cricothyroid
and sternohyoid muscles suggest that the
devoiceable /u/ after an affricate or
fricative consonant is not merely
devoiced, but rather tends to be reduced
or deleted. This tendency is quite
consistent with Han's observation [1].
Finally, we feel that we should make an
additional measurement of laryngeal or
tongue movements to clarify the

difference between the processes of
vowel devoicing.

We are grateful to Takashi Katakura for
technical assistance in transmitting data
files to the Hewlett-Packard computer.
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ABSTRACT

The hypothesis that compensation for
lower loudness of high vowels (/i, u/) in
speech might contribute to the higher
intrinsic FO of these vowels in comparison
with low vowels (/a, /) was tested. F0,
intensity and subglottal (oral) pressure
were measured in two tasks. In the first
the subjects (n=2) produced the test word
fpV:ppV/ (V=/i, u, &, a/) embedded in a
carrier phrase. The pressure measurements
showed highest pressure values for the
vowel /u/ for both two subjects. In the
second task the subjects read a /pV:ppV/
word list and tried to maintain the same
SPL of the long vowel through different
vowels. The results showed that
compensation for the SPL differences
between vowels produced greater intrinsic
FO variation than in normal speech.
However, the subglottal pressure
differences were too small to explain the
differences in the FO values.

1. INTRODUCTION
The intrinsic FO of vowels, a
vowel-specific variation of FO in
comparable contexts, is a well-known
phenomenon. The physiological
background of this phenomenon remains
partly unclear. Our earlier studies
suggested that one important factor in this
respect is the vowel-specific activity of the
cricothyroid muscle activity. It does not,
however, exclusively explain the vowel
intrinsic FO variation. Changes in the
vertical tension of the vocal folds has been
found to be one additional factor in the
production of the intrinsic FO
phenomenon. Acoustical explanations
have been rejected [1, 2).

Vowel intrinsic FO variation has been
reported to be present even in esophageal
spcech [3]. This might imply a

sub(pseudo)glottal pressure-dependent
control mechanism.

Subglottal pressure can affect the
fundamental frequency in normal voice
production [e.g. 4]. The present study is
aimed at testing the hypothesis that
compensation for lower loudness of high
vowels (/i, u/) in speech might contribute
to the higher intrinsic FO of these vowels
in comparison with low vowels (/a, /).

2. SUBJECTS AND METHODS
The subjects were two male nalive
speakers (IR, OA) of Finnish without any
known voice problems.

In the first task the subjects produced the
test words in randomized order /pV:ppV/
(V=/i, u, ®, a/) embedded in a carrier
phrase (/sano 'pV:ppV ta:s/; "Say
/pV:ppV/ again!")(n=25 for each vowel).
In the second task the subjects tried 1o
maintain the same sound pressure level
(SPL) of the long vowel through different
vowels by monitoring the display of an
SPL meter (B & K 2209). Due to
difficulties in adjusting SPL adequately the
carrier phrase could not be used in the
second experiment. /pV:ppV/ words were
read in the following order: V=/a, i, u, &/
(n=30 for cach vowel).

The acoustical samples were recorded
using a microphone (JVC MD 247)
(distance 30 cm) and a tape recorder (JVC
CD 1635 MARK II). FO peak values of
the vowels of the first stressed syllable
were: analysed using a
microcomputer-based analysis program
(ISA). The subglottal pressure Wwas
estimated from the intraoral pressures (F-J
Manophone) during /p/-consonants
obtained from a tube (diametre about 3
mm) placed between the lips [a.m.
Lofqvist et al. 5]. SPL peak values (FJ

_ Intensity Meter) and subglottal (oral)
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ressure values were measured from

calibrated ilotted recordings (Siemens '

Oscillomink L). Pressure values were
measured at two separate points: the peak
for 1) thcbfirst /p/(point a) and 2) for
/(point b).

/p'gh(g?'&sultl obtained are represented by
arithmetic means (X) and standard
deviations (SD). Statistical tests were
carried out using Student's t-test.

3. RESULTS

The results for both experimental
conditions are shown in Figs. 1 (subject
IR) and 2. (subject OA).

The results of the first experiment with a
carrier phrase showed a normal vowel
intrinsic FO pattern for both subjects
(/i,u/>/=, af). Also the SPL values
obtained showed expected patterns (/i,
u/</z, a/). The pressure values for the first
measuring point (a in Figs.) showed
significant vowel-specifity only for subject
IR. In this case the pressure for the vowel
/a/ tended to be lowest. However, the
second measuring point (b in Figs.)
showed statistically significantly higher
pressure values for the vowel /u/ (IR:
p=0.49 kPa; OA: p=0.60 kPa) than for
other vowels /i, ®, a/ (respectively, IR:
p=0.40 kPa, 0.39 kPa, 0.40 kPa; OA:
p=0.55 kPa, 0.55 kPa, 0.55 kPa).

The pressure values in the second

—experiment showed more vowel-specifity

for both subjects than in the first "normal®
condition. The subglottal pressures
measured at point b for the vowel /u/ (IR:
5.8 kPa; OA: 7.3 kPa) were significantly
higher than for the vowels /i, =, a/ (IR:
4.4 kPa, 3.3. kPa, 3.0 kPa; OA: 6.9 kPa,
3.8 kPa, 6.1 kPa, respectively).

As can be seen in Figs. 1 and 2 the
equalization of the SPL. level between the
vowels was not a simple task. From the

int of view of the present study,
owever, the fact that the SPL pattern
could be changed (/i, u/z /e, a/) is
Important. As compared to the first part
of the study the range of intrinsic FO
vanation grew in the second part. This
was exclusively due to a drop in FO values
of /&/ and /a/. For both subjccts the FO of
vowels /i/ and /u/ did not change
mgngﬁcan!ly cven though both pressure
and intensity values for these vowels were
significantly higher.
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subglottal pressure (psg) values for four
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4. DISCUSSION

The subglottal pressure for the highest
vowel /u/ was significantly higher than that
for the other vowels for both subjects in
the experiment in which test words were
embedded in a carrier phrase. This might
imply a compensation for the low loudness
of the vowel /u/. However, the estimated
pressure difference between the average
values for /u/ and /i, =, a/ was only 0.05
kPa. From physiological studies it is
known that in low chest register phonation
a pressure rise of 0.1 kPa causes an F0
rise of 5 Hz (see e.g. [4] for a review).
Thus, it seems that only a few hertz of
intrinsic FO variation could be explained
by pressure differences.

In the second patt of the present study in
which the SPL of the long vowel of the
word /pV:ppV) was kept as constant as
possible the pressure differences were
greater  (approximately 0.1 kPa).
However, even in this case the F0
difference between the vowels /u/ and /=,
a/ cannot be explained on this basis. It is
obvious that a laryngeal contribution is
necessary (c.f. [1]).

Usually FO and intensity are known to be
closely correlated (e.g. [4]). However, in
the second condition of the present study
the higher intensity and pressure values
co-occurred with lower FO than in the first
part. Two tentative explanations can be
suggested. Firstly, the intrinsic F0
phenomenon is under keen cortical control
and the intrinsic FO of /i/ and /u/ represent
the "correct" values. Now that the SPL
was not allowed to change deliberately the
situation was unnatural from the point of
view of the low vowels /=/ and /a/, which
caused a reduction in laryngeal activity
and, consequently, a drop in F0. The
second possibility is that the finding was
caused by the difference in the test tasks.
Le. the reading style of a natural sentence
is produced with a higher FO than the list
of separate and equally stressed words. In
this case the FO of /z/ and /a/ would reflect
the normal values of the task.
Correspondingly the FQ of /i/ and /u/
would reflect the increased effort needed to
reach the SPL in question. Thus the same
FO values for /i/ and /u/ in the two test
conditions would be coincidental. Further
studies are needed to distinguish between
these two possibilities suggested by this
preliminary study.

It can be concluded that equalization of
the output SPL of vowels has an influence

on the vowel intrinsic FO variation. This is
also reflected in the subglottal pressure
level, but the difference in the FO patterns
can not be explained on the basis of
subglottal pressure differences alone. A
laryngeal contribution is necessary.
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ABSTRACT

In order to study motor control strategies
in speech production, we propose to
simulate the dynamical behaviour of
speech articulators with a stiffness com-
manded distributed second order model,
where the set agonist/antagonist is com-
manded as a whole. For [CVCV] utte-
rances, inversion from the jaw movements
to the corresponding stiffness commands
is proposed using a guided algorithm of
error backpropagation. We focused the
analysis of our results on the ability of our
model to predict target undershoot, and to
detect hypo- and hyper-articulation strate-
gies used by two speakers.

1. INTRODUCTION

The so-called Equilibrium Point Hypo-
thesis, introduced by Asatryan & Feldman
([2]), suggests that skilled movements
correspond to shifts in the equilibrium
state of the motor system. In this
framework, two major, quite different
kinds of modeling have been developped:
the 4 model proposed by Feldman and his
co-workers (see [2], [6] and [7]) and «
model, first proposed by Bizzi [3] (see
also [4]). According the former the
commanded variable is the recruitment
threshold of the used muscle, whereas in
the Iatteg the muscle stiffness
(corresponding to the muscle activation) is
controlled. Both approaches yielded very
appealing results for jaw or multi-joint arm
movements ([4] and [7]). But in his
c!anﬁcanon article [6) Feldman develops
his argumentation against Bizzi's & model:
this latter can actually neither explain
movements occurring with a constant
muscle activation level nor the absence of
movement for a certain kind of variation of
this activation; moreover stiffness cannot
be centrally commanded since, due to
afferent signals, this variable depends on
the length of the muscle and then varies
during the movement.

From our point of view, if the agonist and

antagonist muscles are considered as a
whole, the concept of equilibrium point
defined as an equilibrium between agonist
and antagonist stiffnesses is functionnally
very appealing. Thus, in spite of
everything, we proposed [10] to use a
stiffness commanded distributed second
order mode! for the set agonist/antagonist
muscles considered as a specifically
commanded whole; the advantage of this

~.global modeling lies in the fact that it
overcomes the main critics of Feldman
against the stiffness model (see further).
In order to test the validity of such an
approach, we propose here to confront our
model with data on jaw movements in the
production of CVCYV sequences. Inversion
using a error back propagation algorithm is
studied in order to infer the stiffness
commands which allow the generation of
suitable trajectories. The results are
analysed in regard to the control strategies
proposed by this technique for certain
kinds of speech production.

2. OUR SECOND ORDER MODEL
According to the kinematics characteristics
of skilled movements presented by Nelson
[9], our model [10] (see fig.1) consists in
a couple of springs, one for the agonist set
and another for the antagonist one; these
springs are linked by a material point,
whose mass (m) is normalized to 1. The
displacements of this point correspond to
* shifts from an equilibrium point of the
system to another. This latter is called
target of the movement. The successive
targets (or equilibrium points) are
determined by the ratio (n) between the
stiffness (k1 and k2) of the two springs.
These mechanical targets are directly
linked to the underlying phonetic targets of
the sequence: each vowel and each
consonant correspond to a specific value
of the ratio x.
Both springs have the same rest length x0.
When the equilibrium point of the system
is shifted, an unidirectional movement of
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the material point occur. Let x be the
spatial variable in the direction of the
movement; the dynamical equation
describing the system is then:

2

Px _ 9% (k) - (ki-ka)xo (1)
o2 ot
It is, of course, quite easy to notice from
this equation that, given f, the values of ki
and k2 determine completely the trajec-
tory. Because we consider the agonist and
antagonist sets as a whole, we propose to
command the model with two variables
which act simultaneously on these sets:
« the stiffness ratio n which determine the
equilibrium position of the target;
« the cocontraction K, corresponding to the
global activation kr+k2of the set
agonist/antagonist.
The major critics of Feldman [6] against
the stiffness model don't apply to our
approach: it is actually -obvious that
movement can occur without modification
of the cocontraction level (with a reciprocal
variation of k1 and k2), and that this level
can be modified without change in the
resulting stiffness ratio n and therefore
without movement. Moreover the
cocontraction level is not dependent on the
length of each spring and can therefore be
centrally commanded. This holds if we
suppose a symetrical modeling of the
agonist and antagonist sets, which would
induce a reciprocal lengthening/shortening
on each of them.
The commands n and K vary theoretically
by step between targets. However, in
order to propose more realistic variations
of the commands, we have smoothed the
abrupt transitions of these signals by
filtering them with a critical second order
filter (z=80 ms). The duration of each step
is explicitely commanded.

" 3. THE INVERSION APPROACH

Equation (1) describes the dynamics of the
model, where K and 7 are the inputs and x
is the output. The goal of the inversion
procedure is to infer the time-varying
functions K(t) and n(t) that generate the
actual jaw displacement x(t). Since
equation (1) does not have constant
coefficients, it is quite hard to derive an
analytical solution to the general inversion
problem. We applied then an iterative
optimization procedure, essentially a
gr.ad.lept-descent technique, where we
minimize a cost functional given by the
squared error between the actual and the

model output signals integrated over the
time interval of interest. We carry this
optimization over the space of possible
functions K(t) and n(t), with the
constraints described in section 2.

The gradient of the cost functional can be
obtained using the calculus of variations,
but for a discrete version of (1) (see [5])
we obtain a formulation close to the error
backpropagation through time [11].
Without truncation in time, this method
give an exact gradient and the error cost
tends asymptotically to a local minimum
through the iterations. With good guesses
for the initial state and some interactive
control during the process (e.g. alternating
the optimization of the duration and
amplitude of the commands) we get
reasonable results, like those shown in the
following section.

4. RESULTS - DISCUSSION

4.1. Description of the corpus

The corpus consists of the utterance
[z¢zza] in Tunisian Arabic (what means:
"he rewarded"). It is pronounced within a
carrier sentence at two different speech
rates ("normal" and "as fast as possible™)
and by two different native speakers. The
movements of the jaw are considered here
to be pertinent enough for a reliable
description of the production strategies.
They were recorded with a mandibular
kinesiograph (K5AR), and sampled at 160
Hz (for more details see [1])
4.2.Undershoot phenomenon in the
inter-consonantal vowel

In the following we denote by An the
amplitude of the variation of n, and by At
the temporal percentage of the vocalic
command within the total duration of the
vocalic plus consonantal commands.

We tried to fit the output of our model to
the jaw data from one speaker at the two
rates. First of all, the level of
concontraction K of the model was held
constant. Fig.2 shows the corresponding
results :

« at normal rate, the spatial positions
corresponding to the mechanical
equilibrium points (called ideal targets) are
reached-for both consonants [z] and [z],
but a slight undershoot occurs for the
vowel [¢]; An is 0.49, and At is 33%.

« at fast rate, the ideal targets are reached
for the consonants, and we observe a very
clear undershoot for the vowel; An is 0.62,
and At is 34% .

At first glance, these results are satisfying:
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through our inversion, the well-known
vocalic reduction phenomenon due to
speech rate increasing (see |8]) stands out.
However the underlying command
strategy here proposed seemsto be
unrealistic: An increases in the case of
vocalic reduction. This would mean that
the speaker point to a further target to
minimize the undershoot!!!

We adopt then the same fitting approach
but with simultaneous optimization of K
and n. The results (Fig.3) are more
satisfying:

« at normal rate, K remains approximately
the same as above for the consonant, but
increases for the vowel production; all
ideal targets are reached, An is 0.41 and At
is 41%; it seems then that in order to
prevent any influence of the consonantal
context on the vowel, the speaker makes a
particular effort for the vocalic articulation,
corresponding to the increase of K.

« at fast rate, we observe a clear
undershoot in the production of the vowel;
we notice a reduction of the vocalic
duration (A1=33%) and a decrease of the
cocontraction level for the vowel
production. The vocalic reduction could
thus be explained through a credible
strategy: the instruction "speak as fast as
possible” induces in the speaker a decrease
in his articulation effort, corresponding to
a decrease of the cocontraction level for the
vowel production. From this point of view
this second inversion is very interesting.
However we observe again an increase of
an, whose value is 0.53. This can be
explained by the fact that too many
parameters (K, n, and the durations of
each command step) have to be optimized
at the same time for this simulation. In
order to get a better inversion, we have to
propose constraints on the respective
evolutions of these parameters; for
example, the contraint "An must be the
same for normal and fast rates" would
consolidate the above assumed strategy of
our speaker for vocalic reduction.

4.3. Hypo- and hyperspeech
strategies

Our further point is to compare the
production strategies used by two different
native speakers for the same utterance.
Fig.4 depicts the results of the inversion in
the same conditions as just above. For
both normal and fast rates, all ideal targets
are reached for our second speaker: the
cocontraction level increases strongly for
the vowel production, and particularly at

64

fast rate; this speaker seems to increase his
articulation effort when speech rae
increases. This assumption corresponds to
an audible characteristic of the speech
signal: at fast rate this speaker cries out!!!
We think so that our model provides a
good tool to detect the phenomenon of
hypo/hyperarticulation, as proposed by
Lindblom ({8]), from the articulatory data,
At fast rate, the first speaker tends to
hypoarticulate whereas the second one
tends to hyperarticulate.

5. CONCLUSION

By means of an error backpropagation
technique we were able to fit available data
on jaw movement to the output of a model
consisting of agonist/antagonist pair of
springs. The controlled variables in this
model are the stiffnesses of the springs
taken as a whole. In spite of Feldman's
interesting critics against stiffness control
for skilled movements, we showed that
our model can explain known phenomena
in speech production, namely vowel
reduction and hypo/hyperarticulation
strategies.
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Abstract

We have recently used the Distinctive Regions
and Modes theory ({12]), coupled with a neural
controller ([15]), to produce an acoustic-

articulatory inversion of a vocal tract model
([17)). This paper presents results on the
possible detection of the place of articulation of
plosives on the basis of this inversion scheme.

1 Introduction

Mrayati, Carré & Guérin ([12]; see also 3D
have recently presented a theory of speech
production based on distinctive modes and on
distinctive spatial regions along the vocal tract.
This theory provides a framework for
articulatory speech synthesis ({13]). It supplies
relationships between the variations of the first
three formants and the cross sectional areas of
eight vocal tract regions of the model.
Previous work has shown that such a-priori
qualitative knowledge can be used to control
and invert non-linear physical processes with a
neural network ([15]). In this work, the
relationships between the cross sectional areas
of the regions and the formant variations are
used to provide an acoustic-articulatory
inversion of a vocal tract. Acoustic-articulatory
inversion is a one-to-many nonlinear problem.
It is usually managed by generating articulatory
vectors in the articulatory space, and computing
the cormesponding acoustic parameters. Then,
a look-up table can be constructed, providing
the relationships between acoustic parameters
and articulatory vectors ((11], {1], [7]).

A previous paper ([17]) has shown that a
network is able to learn to invert the process,
for the eleven French oral vowels. The
addition of a constraint on the average volume

1 The following text presents tese.nr.ch results of the Belgian National incentive-program for fundamental
research in artificial mlel!xgcnce initiated by the Beigian State, Prime Minister's Office, Science Policy
Programming. We would like to thank René Carré for helpful discussions, and Philip Miller for his help in the

draft of the English text.

of the vocal tract allows the system to provide
more realistic vocal tract shapes, and clearly
improves the convergence rate of the network.
These results have been extended to a 30-
sections vocal tract by introducing a continuity
constraint, and the inversion has been
generalized to the vowel space ((18D).

In this paper, the inversion scheme is used
to provide an articulatory gesture in the
neighbourhood of plosives. This gesture is
then analysed to locate the candidates for place
of articulation.

Bailly et al. [2] are currently studying a
similar, but more ambitious problem: They use
Jordan's approach ({5]) to control Maeda's
articulatory model ([9]). »

2 The Vocal Tract Model

Vocal tract shapes are generated in the
framework of the so-called Distinctive Regions
and Modes theory ([12], [3)). The model
involves an acoustical tube closed at one end
(glottis), and open at the other (lips) (Figure 1).
This model is based on the study of acoustical
properties of vocal tract shapes, compared to
those of a neutral uniform tube. For the three
formants model, eight regions of different
length (the distinctive regions) can be defined.
Varying the mean cross sectional area of each
of these regions induces specific and quasi
monotonic formant variations. The eight
regions will be denoted as -A, -B, -C, -D, and
D,C,B,A.

Glottis
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Figure 1: Vocal tract divided in 30 parts and 8
different regions.
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The vocal tract is divided into thirty parts of
equal length. Each part belongs to one region
and has the qualitative behaviour of this region
(See Figure 1). The cross sectional areas for
the first region (-A) are scaled from 0.8 cm2 to
3.0 ¢cm2, and the remaining ones from 0.5 cm?2
to 15.0 cm2. The effective length of the
acoustic tube has been set to 19 cm.

3 The Neural Controller

A neural network is used to provide the cross
sectional areas to the vocal tract model, when
the first three target formants are given as input
(Figure 2). Standard back-propagation cannot
be used directly for the controller because the
optimal control parameters are not known.
Therefore, we use a specialized leaming
scheme based on an approximation of the back-
propagated error that allows adaptive control

with the neural network ([16]).
\ Scctions
S SR =
G
N Model

\

Figure 2: Architecture of the system.

To perform the inversion (see Figure 2),
the following three steps are iterated until the
vocal tract model produces the target formants:

1. The neural network is given target
formant values.

2. The outputs of the network supply the
vocal tract cross sectional areas, and the
corresponding formant values are
computed (we use an algorithm
developed by [8]).

3. The difference bciween these values
and the desired formants are used to
correct the connection weights of the
network with the modified version of
back-propagation algorithm.

By training, the neural network leams to
supply the correct cross sectional areas for the
production of the target formant values.

The controller is a network with three
layers (one hidden layer). Every unit of each
layer is connected with the units of the adjacent
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layers. There are three input units
(corresponding to the first three formant
values), ten hidden units, and thirty output
units (corresponding to the thirty parts of the
vocal tract).

The error used for the back-propagation
algorithm in the neural network is composed of
three terms: The difference between the actual
and the target fomants, a constraint on the
average volume of the vocal tract, and a
continuity constraint:

3
E=Y (3 ¢ -Fr
v =1

30
+hI(Q, LAD-Vo? @

i=1

29
+hk2 ), (AY- AL, VA

i=1

where the F;v are the formant values
computed through the transfer function of the
tube ([8]), the F;¥d are the target formants, L is
the length of a part, the A;¥ are the
corresponding areas supplied by the network,
ky =5 10-5, k2 =2 10-3, and the average
volume Vo =85 cm3.

This way, the network approximates the
nonlinear mapping from the acoustic
parameters (the three first formants) to the
articulatory space (the cross sectional areas).
The net provides one possible solution to this
problem and, since it is a one-to-many
problem, constraints are introduced in order to
reduce the number of possible solutions.
Hence, we observe that the different mapping
obtained with different initial weights are quite
similar.

4 Experiment

The network is first trained on the 11 French
oral vowels (we use values published by [10D),
then, the training set is generalized to the whole
vowel space (see [18]).

After this training, the network
approximates the nonlinear mapping from the
acoustic parameters (the three first formant
values) to the articulatory space (the cross
sectional areas). The net is used to provide
vocal tract shapes in the neighbourhood of
consonant plosives. These shapes are then
used to locate a possible constriction place.
This allows us to establish whether there is a
correlation between this constriction place and



the real place of articulation of the plosive.
Indeed, Mrayati, Carré & Guérin ([14]) claim
that the different regions of the acoustic tube
comrespond to precise places in the vocal tract.
For instance, labials are associated with the
region A, dentals with the region B, and palato-
velars with the regions C and D.

It is well known that important cues for
identification of place of articulation of plosives
are located in the formant transitions ([4]) and
burst spectrum ([19]). In this work, we only
take into account the formant values to realize
the inversion.

Speakers. Two Belgian male subjects,
native speakers of the French spoken in
the Brussels area, and with university
education were employed.

Recording procedure. The VCV items were
recorded with a Studer A310 tape
recorder in an anechoic room through a
Neumann U88 microphone. They
were sampled at 20 kHz with the
Macspeech Lab software on a
Macintosh II.

Items. The speakers were asked to produce
VCV items, C being one of the six
plosives [p, t, k, b, d, g] and V one of
the five vowels [a, ¢, i, y, u). There
were 5 x 6 x S = 150 items for each
speaker. The sequence consisted of
three blocks of 50 items in random
order.

Acoustic analysis. The formant values were
manually extracted with the
Lab software, at two different
locations, for both adjacent vowels:
‘The middle of the stable portion of the
vowel (t,) and the end of the vocalic
transition (¢.). We were unable to
extract these values for 4 items, the
transitions being not detectable, The
formants are provided as input to the
network, which associates vocal tract
configurations. Two different cues are
computed on the vocal tube, a static
cue, which simply corresponds to the
sections at f,, and a dynamic cue,
which is:

- Al(‘:) - Al(‘e)
= a) himn™ @

68

The place of articulation of the plosive is
determined on the basis of the constriction
deduced from the two different cues and the
two adjacent vowels. The final decision is
taken by a vote of the different knowledge
sources.

Confusion matrix is presented in Table 1.
We obtain 72.0% identification of classified

" places and 21.6% of ambiguous cases. Table 2

shows that the dynamic cue is more reliable
than the static one, but provides more
ambiguity.

There is indeed a correlation between the
place of articulation of the plosive and the
constriction of the tube. However, a more
detailed analysis of the results shows a great
influence of the context on the behaviour of the
tube. This is not surprising provided that cues
for place of articulation are known to be
context-sensitive ([20]; {6]). For instance, for
context [i], the constriction of the vowel is
palato-velar, and remains during the transition.
In this particular case, the dynamic cue is much
more reliable.

Table 1: Total results for the 296 VCV items.

produced  labial  dental  velar

identified

labial 75 13 24
dental 5 47 0
velar 6 17 45
ambiguous 12 23 29

Table 2: Results for static cue (upper table)
and dynamic cue (lower table).

produced  labial  dental  velar
identified

labial 57 10 28
dental 1 27 0
velar 6 15 32
ambiguous 34 48 38

produced  labial  dental  velar

identified

labial s1 8 1
dental 4 26 1
velar 3 8 35
ambiguous 40 58 51

Y

§ Conclusion

Results show a correlation between the region
of constriction of the acoustic tube and the
place of articulation of the plosive.
Nevertheless, we observe a strong variability
with the vocalic context, which is not
surprising given the simplicity of the defined
cues. The acoustic tube has a complex
dynamic behaviour, which cannot be accounted
for by introducing such simple articulatory
cues. The definition of context-dependent cues
could achieve more accurate results.
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COMPLEX NATURE OF THE SEEMINGLY SIMPLE VOCAL FOLD CYCLE

J .Pesdk

Neurological Clinic,Medical Faculty,0lomouc
Czechoslovakia

ABSTRACT

Vocal fold vibration by pho-
nation 1s ocurrently viewed

as & passive, myoelastic-aer-
odynamic process [1] of sim-
ple opening and closing of

the glottal ochink at funda-
mental frequency.However, vi-
bration recorded directly

from the thyroid cartilage

could prove this seemingly

simple vocal <fold cyecle to

be more complex and associ-
ated with a probably reflex

event.

1.INTRODUCTION

eal anatomy does seem
to be simple at first sight,
see mfig.h As such it could

|

Pig.2 Ewald’s pipe
Simplified laryngeal section

in the past do with the sub-
stitute model of a kind of
Ewald’s pipe, see Fig.2.

2.LARYNX BY PHONATION
Phonation is measured by
methods focusing on the be-
haviour of the proper glot-
tal chink opened by the ex-
haled air stream as seen in
Fig.3, large arrow. The lat-
eral opening along the axis
Y » see arrows, is well evi-
dent in the electroglotto -
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&

Fig.3 Idealize

d ‘glottal chink

graphic recording (EGG) of
Fig.4 below. This is matched
by actualized frame sectors
in the upper part of Fig.4

OPEN CLOSED OPEN CLOSED OPEN

mln\lu 1 ) V '.,n:yl! RR A \),‘QTF

456789101234567 891012345 6789

e LTS
N e
Fig.4 Simultaneous record-

8 of EGG gignal and glot-
tal chink image

according to Hirose (Fig.5)
(2] . Recordings belonging to
one vocal fold cycle are num-
bered 1 to 10. The course of
EGG impedance ¢ s in-
forms about the w the
chink is opened or closed.
Other information can be ob-
tained from a simultaneous
recording of thyroid carti-
lage vibration. An accelera-
tion recorder ocan be placed
on the thyroid ocartilage,




chink image
acocording teo
Hirose

with an example
YISy ST E SN LE I TY e
1) 13433 2230 212152478 2o34 381 0s

H o {: "’_ﬁ "
Fig.6 Course - of thyroid
cartilage amplitude

The current conception

would expect an uncomplicat-
ed process corresponding - to

simple opening or closing of

the chink, The meagured

course, however, describes a

complex event with two oscil-
lations within one cycle.

3.ACCOUNT OF THE COMPLEX
EVENT
Let us inspect the larynx

more closely, noticing the
two 11 nts joining the ar-
ytenoid with the thyroid car-

tilage. The upper one, liga-
mentum ventriculare, proba -
bly has a centring role, the
ligamentum vocale playing
the part on an oscillator for
the thyroid cartilage as a
resonator[4] , [5]. A simpli-
fied description of larynge-
al activity in the course of
the four basic phases of the
vocal fold cycle ocan be de-
rived from Fig.7. The <first
phase is preceded by the men-
tioned setting up of phona-
tory position. The symbolic
section through the thyroid
cartilage passes from the
respiratory to the centred
position. Now the thyroid
cartilage ocan vibrate ar-
round this new centred posi-
tion. During the first phase,
the expired air stream
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C.ARYTAENOIDEA
116 VENTRICULARE
116.VOCALE

—

1141

Fig.T Four phases of the vo-
cal fold cycle

stretches the vocal liga-
ment pulling the thyroid car-
tilage inwards. Blank arrow
indicates upward movement of
the vocal folds. During the
second phase, due to its own
elasticity, the thyroid car-
tilage returns back to its
equilibrium at once to over-
shoot outwards. During the
third phase, the musculus vo-
calis probably contracts to
attract the thyroid carti-
lage. During the last,fourth
phase, the thyroid cartilage,
again due to its own elasti-
city,will first return back
at once to overshoot, taking
away with it the vocal liga-
ment and giving it an im -
pulse to a downward movement.



2.integrace Uokal U BEK 4369 ct ned

JP 9.60 ns

Pig.8
Thyroid cartilage
movement matched

WANNDYA
LA

with glottal chink
image
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In this way the vocal folds
are closing with a downward
movement at this moment ( in-
verse blank arrow ). Now the
vocal fold cycle can repeat.

*“Mhe single phases of Pig.7
e 8 e phases o g
were then matched with the
movement of the thyroid car-
tilage in dorsal and ventral
direction and denoted by
grey, black and blank arrows.
The described movements can
be matched with the course
of the amplitude for the thy-
roid cartilage of Fig.8, com-
pleted with the ordering of
the respective <frames for
the glottal chink given
Pig.%. Grey arrows show the
opening of the glottal chink
by the air stream, blank ar-
rows the elastic backward
movement of the thyroid car-
tilage, and black arrows the
presupposed presence of a
neuroreflex event , whose
role it probably is to close
the glottal chink before its
subsequent opening. Compared
with the situation in Fig.4,
we thus obtain new informa-
tion.What we now have is not
only information on the pro-~
gress of the opening and clo-
sing,but also on the way the

glottal chink 1s being clo-' [

sed. So far, thisg process is
accounted for by reference
to Bernoulli’s effect. The
presence of neuromuscular
Junction is supported by the
resulis obtained in subjects
suffering from some organio
lesions of the nervous sys-
tem, in whom this event was

either inhibited or missing
altogether.
The following conclusions
can be madet
4.1 Laryngeal Vowel Differen-
tation

The complex event recorded
straight on the thyroid car-
tilage is of vowel differen-.
tiated nature [2] .
4.2 Laryngeal Diagnostio

Investigation of laryngeal
vibrations offers diagno-
gstio utilization in some or-
ganic lesions of the nervous
system.,
4.3 Study of Voice

The desocribed complex e-..

vent, that o¢an be observed
during speech and +two oc-
taves of a modal voice, can

be used in the study of
volce production.
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AN INVESTIGATION OF LOCUS EQUATIONS AS A SOURCE OF
RELATIONAL INVARIANCE FOR THE STOP PLACE DIMENSION

H. Sussman

University of Texas at Austin, Texas, U.S.A.

Locus equations, straight line
regression fits to data points
formed by plotting onsets of F2
transitions along the Y-axis &
corresponding midvowel target
frequencies along the X-axis,
were generated across 20
speakers using speech tokens
/bOVIt/, /dVIt/, & /gV)t/ with
10 vowel contexts. Slopes & y-
intercepts were significantly
different across stop place &
correctly predicted stop cate-
gorization. Locus equations
provide a higher-order cate-
gory-level metric capable of
capturing relational invariance
for place of articulation.

1. INTRODUCTION

The coarticulatory nature of
speech has led to the
theoretical impasse known as
the "Invariance problem"- i.e.,
perceptual constancy despite
physical variation in the signal.
Phonetic segments are
realized in an overlapped,
dynamic, & context-sensitive
fashion, while conceptualiza-
tions in the abstract depict
them as discrete, static, &
context-independent. The elu-
sive quest for invariance, the
search for stable acoustic cues
that isomorphically encode the
phonetic segment has been
ongoing since the early 1950's.
The 'limus test' for invariance
has been place of articulation
for stop consonants. The pur-
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pose of this research was to
offer a refocused conceptuali-
zation of a traditional candi-
date for acoustic invariance -
the F2 transition as its onset &
trajectory vary with the
following coarticulated vowel.
A formal metric that succinctly
captures the relative changes
ocurring in F2 transitions will
be investigated as a potential,
higher-order cue invariantly
signalling place of articulation
in voiced stops. This metric
was initially formulated by
Lindblom [3) & termed "locus
equations.” Despite a surface
similarity to the "virtual locus"
concept [1], Lindblom's metric
was not intended to formalize
a fixed & context-independent
acoustic correlate of stop
place, but rather to illustrate
the context-dependence exist-
ing between onset frequency
of F2 and its location in the

vowel nucleus of the syllable.’

The regression plots showed
extreme linearity and tight
clustering of data points.
Moreover, the slope & y-
intercept differed as a func-
tion of stop place for Swedish
/b/./d/, & [g/ followed by 8
vowels. One purpose of the
present study was to deter-
mine if American English stop
+ vowel syllables would also
show the extreme linearity &
orderliness exhibited by Lind-

blom's data. Another rationale
was that a higher-order lin-
guistic abstraction could be
used to investigate the invari-
ance issue. All previous studies
have examined acoustic cues
derived at & characterizing
the single phonetic segment.
The locus equation metric is
derived over & characterizes
an entire stop place category.
A nontrivial aspect of the
invariance dilemma might very
well relate to the proper level
of abstractness of the linguistic
elements for which the
invariant acoustic properties
are sought

2, PROCEDURE

2.1 Subjects

Twenty subjects, 10 male &
10 female were used, ranging
in age from 18 to 46. Varied
dialects of American English
were spoken.

2.2 Stimulus materials
Subjects were asked to
produce CVC syllables in a
carrier phrase format "Say CVC
again." Words were typed on a
list in five randomized order-
ings. Initial stops were /b/,/d/,
and /g/ followed by 10 medial
vowels contexts/i, I, e, , ae, a,
0, , , u/.The final consonant
was always /t/. Thus, there
were 10 /b(v)t/ tokens, 10
/d(v)t/ tokens, and 10 /g(vit/
tokens, each repeated five
times yielding a total of 150
utterances per subiject.

2.3 Instrumentation

Each speaker's productions
were recorded in a soundproof
booth using a high quality
microphone & cassette tape
recoder. The recorded signal
was sampled at 10kHz &
digitized using an Apple
MacIntosh II computer with
MacAdios II hardware. The
MacSpeech Lab II package was
used for all display, editing,
measurement & playback rou-
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tines. F2 measures were ob-
tained from three sources: (1)
direct on-screen wideband
spectrograms; (2) LPC spectra;
{3) wide & narrowband FFTs.

2.4 Data Sample Points

The two formant measurement
points were F2 onset defined
as the frequency value of F2 at
the first glottal pulse following
the release burst and F2 vowel
defined as the frequency of F2
at the midvowel nucleus. F2
vowel measurement points
were not fixed in time: if F2
was “steady-state” a midpoint
on the formant was taken; if
F2 was diagonally rising or
falling a midpoint position was
similarly used; if F2 was
‘parabolic’ a minima/maxima
point was taken for F2 vowel,
3. RESULTS

Sixty locus equation scatter-
plots were generated. Ex-
tremely tight clustering of
points about the regression
line were found throughout all
speakers, regardless of gen-
der. Collapsing across repeti-
tions & subjects, group mean
locus equation plots are
presented in Figure 1 for
initial labial, alveolar, and velar
stop place. It can be seen that
male & female coordinates lie
along the same linear function
with female values lying furth-
er out each axis. Labial /b/ had
the steepest slope (.91)
followed by /g/ (slope =.79,
and then alveolar /d/ (slope =
.54). An ANOVA on both slope
& y-intercept parameters
revealed significant main
effects for place of articulation
(p<.001).
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To summarize up to this point
plotting F2 onsets obtained at
the CV boundary in relation to
midvowel 'target' frequencies
(F2 vowel) yields linear
relationships that systemati-
cally vary with stop place.
Thus, despite the extreme
context-dependency of the
coarticulated CV gesture a
relational form of invariance is
captured that is independent
of the following vowel. At the
single CV level no absolute
signal invariance is present;
only when the higher-order
stop + vowel phoneme cate-
gory is represented acous-
tically does a relational-type of
invariance first emerge.

3.1 Discriminant Analyses

To test the categorical classifi-
cation success of token-level
versus category-level predictor
variables a set of linear
discriminant function analyses
were run. At the single token
level F2 onset & F2 vowel
frequencies were used as
predictors for place of
articulation (chance = 33.3%).
Percent correct classification
rates were 83.1, 79.4, and
67.9 for labials, alveolars, &
velars respectively. When the
60 derived slopes & y-inter-
cepts (3 stop place locus
equation functions per subject
X 20 speakers) were used as
predictors 100 % corect class-
ification was obtained.

3.2 CV "Prototypes"

Figure 2 shows canonical
roup Eeatn re%resslon lines
or each stop place category.
Velar /g/ is shown brgk?;l
down into a more accurate
subgrouping of allophonic
variants of /g/ preceding front
vowels (palatal -/g/p) & /g/
preceding back vowels (velar -
/€/v). These mean regression
functions obtained across 10

Prototypical "CV" Locus Equations
(N= 10 male + 10 female speakers)

F2 onset (kHz)
35

@v= velar /g/
@p = palatal /g/
3.0

25 lglp

Iglv
20

C]
15
10

Ib]
0.5

0.0
o 0.5 1 15 2 25 3 35

F2 vowel (kHz)

Fig. 2 Locus equation "proto-

type" functions for /b/, /d/,
/g/-velar, & /g/-palatal place
of articulation.

male & 10 female speakers are
currently conceptualized as re-
presenting "prototypes" for
CVs, & as such may contain
the theoretical framework for
understanding & studying the
auditory representation of
dynamically coarticulated CVs.
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Fig. 3 3-D scatterplot of F2
onset, F2vowel, & F3onset
frequencies for /b/, /d/, & /g/
followed by 10 medial vowels.

3.3 3-D Acoustic Space
Adding F3 onset (Hz) to the
locus equation parameters
provided a 3-D perspective of
acoustic/phonetic space. Fig.3
illustrates a typical scatterplot
averaged across the 10 male
speakers. Distinct & minimally
overlapping 'cloud’ & respec-
tive 'shadow' representations
were consistently found for
both individual & group data as
a function of the 3 stop place
categories.

4. DISCUSSION

The data of this study demon-
strate acoustic orderliness for
stop place categories emer-
ging from both locus equation
& 3-D scatterplots of F2 & F3
data. A context- independent
phonemic class descriptor, &
hence a logical alternative to
gestural-related invariance no-
tions [2] has been demonstra-
ted. The acoustic signal, des-
pite coarticulatory complexity,
contains a systematic set of
correlational attributes of for-
mant information capable of
coding place of articulation
without recourse to a gestural-
level recoding of the signal.
Stop place categories are suf-
ficiently contrastive in their
physical instantiation in the
speech sound wave to permit
direct auditory decoding.
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MODELLING SPEECH PERCEPTION IN NOISE:
A CASE STUDY OF THE PLACE OF ARTICULATION FEATURE

Abeer Alwan

Research Laboratory of Electronics and the Department of Electrical
Engineering and Computer Science, MIT, Cambridge MA USA

ABSTRACT

In this study, perceptual confusions of
the place of articulation feature for
syllable-initial /b,d/ stop consonants in
noise are examined. Experimental data are
compared with a model, based on
auditory masking theory, that estimates
the level and spectrum of noise needed to
mask each formant peak. Results show
good agreement between the experiments
and the theoretical model, and indicates
that F2 transition is essential in
signalling the place distinction for these
consonants.

1.INTRODUCTION

The goal of the study is to develop
procedures for predicting the perceptual
confusions of speech sounds in noise.
The prediction is based on the following
premise: if the acoustic attributes that
signal a particular phonetic contrast are
known, then, based on auditory masking
theory, it should be possible to calculate
the level and spectrum of noise that will
m@sk these acoustic attributes, and hence
will lead to confusions in listener res-
ponses to that phonetic contrast. The
methodology here is threefold: 1) quan-
tifying acoustic correlates of phonetic
features in naturally-spoken utterances
and using the results to synthesize these
atterances, 2) using masking theory to
predict the level and spectrum of the noise
which will mask these acoustic correlates,
and 3) performing a series of perceptual
experiments, using synthetic stimuli, to
evaluate the theoretical predictions.

The feature chosen for the present phase
of the study is place of articulation for the
stop consonants /b,d/ in CV syllables
with the vowels /a/ and /e/.
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2. ANALYSIS AND SYNTHESIS

The place distinction for the consonants
/o,d/ is signalled mainly by the shape of
the trajectory of the second formant
frequency (F2) and by the spectral shape
of the burst. The F2 transition is thought
to carry most of the place information for
syllable-initial stop consonants {2]. In the
/Ca/ case, the F2 trajectory falls into the
vowel for the alveolar /d/ and rises for
the labial /b/. With the vowel fe/, the F2
trajectory rises for /b/ and is almost flat
for /d/. Figures 1 and 2 show schematized
spectrograms of synthetic burstless
utterances of /ba, da/ and of /be, de/,
respectively, illustrating the differences in
the F2 trajectories. These synthetic
utterances, which are used later in
perceptual experiments, are generated
using KLSYNS88 [4]. The choice of
parameters is based on analyses of natural
utterances spoken by a male speaker. The
synthetic utterances were 100%
identifiable and discriminable in quiet
when played back to a group of three
subjects.

3. THEORETICAL PREDICTIONS

If it is assumed that masking of formant
frequencies is similar to masking of tones
at the same frequency (an assumption
verified through pilot experiments), the
level of noise needed to just mask out
each formant frequency can be calculated.
For example, the ith formant frequency is
masked if the level of a white-noise
masker in a critical-band around that
formant frequency (Nc¢;) is 4 dB greater
than the amplitude (in JB) of the formant
frequency. (A)) 15). Nc; is the mms level
of the noise (in dB) estimated from the
DFT spectrum and corrected by 10 log

(ratio of the analysis-filter bandwidth to
the critical bandwidth the ith formant
frequency). That is, the condition is that
Nci2A; + 4 .Calculations can then be
made to determine the time interval over
which each formant frequency is masked.
Figure 3 illustrates these computations for
a white-noise masker at a particular level
for which F2 transition in the synthetic
/da/ stimulus is partially masked. In this
case, F1 is never masked Ay +4 > Nc;
), F3 is always masked (A3 + 4 <Nc3 )
and only the first 10 ms o F2 is masked.
Note that the spectral peak of F2 changes
by about 10 dB during the transition
period. This is in accordance with
observations of amplitude changes in
natural speech. The computations are
done every pitch period.

4. EXPERIMENTS

The goal of these experiments is to
examine the perceptual importance of the
F2 trajectory in signalling the place-of-
articulation feature distinction for the
plosives /b,d/ in syllable-initial position
with the vowels /a/ and /e/. Nonsense
syllables were used to make sure that
lexical effects, such as word frequency,
do not bias subjects’ responses.

4.1 Stimuli and Experimental Design

Synthetic utterances of /ba, da, be, de/
were attenuated, mixed with white noise,
randomized, repeated 10 times and
presented to subjects in identification
tests. There were 13 stimuli with different
signal-noise ratios (SNR) for each
utterance. The SNR was varied by
changing the signal level in 1 dB steps
while keeping the noise level constant.
The presentation level, as determined by
the peak in the vowel, was 66 to 79 dB
SPL.

4.2 Subjects

Four subjects participated in the /Ca/
experiments and three subjects
participated in the /Ce/ experiments. Two
of the subjects were students at MIT.
None had any known speech or hearing
problems. Training periods, lasting
between 1/2 h to 1 h depending on the
subject, preceded each listening session.

4.3 Results
43.1/Cal case
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The results of these experiments show
that the /ba/ stimuli were perceived
correctly at all noise levels used in the
experiment. Figure 4 shows the results of
the experiments for each subject
individually for the /da/ stimuli. The
responses are plotted as a function of the
SNR in a critical band of F2 in the steady-
state portion of the vowel. These
identification functions show an abrupt
shift from /da/ to /ba/. The average
threshold for the subjects occurs at the
stimulus where 23 ms of the F2 transition
is masked. The total duration of the F2
transition is 40 ms.

4.3.2 /Ce/ case

The results of these experiments show
that the /de/ stimuli were identified
comrectly at all noise levels used in the
experiment even when F2 is completely
masked. Figure 5 shows the results of the
experiments for each subject individually
for the /be/ stimuli. The responses are
plotted as a function of the SNR in a
critical band of F2 in the steady-state
portion of the vowel. These identification
functions show a shift in perception
from /be/ to /de/. However, the
identification functions show individual
differences in listeners’ responses. It is
interesting to note that these differences
are similar to those found in the listeners’
masked thresholds of pure tones in
independent tests.

8, Discussion

The results of this study show that the
shape of the F2 trajectory is essential in
identifying the place of articulation for the
consonants /b/ and /d/ preceding the
vowels /a/ and /e/. The labial feature is
signalled by a flat trajectory when
preceding /a/ and a rising trajectory

receding /e/. If noise masks most of the
F2 transition such that only the steady-
state part of the transition is free of
masking, then /de/ is perceived. The
feature alveolar, on the other hand, is
signalled by a flat trajectory preceding /e/
and a falling trajectory preceding fal. If
noise masks out most of the F2 transition
for /da/ such that the movement of F2 is
minimal, then the stimulus is perceived as
/ba/. This result is in agreement with
results of other researchers [11{3] who



observed that the first 20 ms or so of the
F2 transition carries important place
information for /d/. Their observations
were based on perceptual experiments
conducted in quiet.

Other experiments examining the
perceptual role of stop bursts are
underway. Preliminary results indicate
that in the /Ca/ case and in the presence of
white noise, the burst is masked at very
low SNR and, hence, does not play a
significant perceptual role. We plan to
pursue this approach further in
investigating other phonetic contrasts in
noise such as manner of articulation and
voicing and to test the model under
‘shaped’ noise conditions.

[2] Delattre, P.C., Liberman, A M., and
Cooper, F.S. (1955). **Acoustic loci and
transitional cues for consonants,” J.
Acoust. Soc. Am., 27, 769-773.

[3] Kewley-Port, D. (1983)."Time-
varying features as correlates of place of
articulation in stop consonants” J.
Acoust. Soc. Am., 73, 322-335.

[4] Klatt, D. H. and Klatt L.C.
(1990)."* Analysis, synthesis, and
perception of voice quality variations
among female and male talkers," J.
Acoust. Soc. Am., §7, 820-857.

{51 Moore, B. (1982). An Introduction
to the Psychology of Hearing. Academic
Prsgs. London.
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Schematized trajectories for the first three
formant frequencies for synthetic {’ba[
(solid line) and /da/ (dashed llpe)
utterances in Fig.1 and of /de/ (solid line)
and /be/ (dashed line) utterances in Fig.2.
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amplitudes of the first three formant
frequencies plus 4 dB (re 0.0002 bar)
along with the noise levels (Nc; ) in the
corresponding critical bands. Masking
occurs when Nc¢; is at least as high as
A;. + 4. The data are for a /da/ stimulus.
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MECHANISNS OF VOWEL PERCEPTION:
EVIDENCE FROM STEP VOWELS

F.

GOODING

Dept. of Linguistics, Univ. of Wales, Bangor

ABSTRACT

"Step tones" were constructed in
which a series of equal intensi-
ty harmonics substituted for the
upper formants of synthetic
Englieh front vowels. The
number of HF harmonics, and thus
the lower "edge"™ of the HF step
wags varied, along with the
relative level of the HF step.
Since it was already known from
previous studies that step tones
were perceived as vowels, the
present experiments were de-
signed to explore systematically
the effects of edge frequency
and level in ordar to determine
the role of these attributes in
determining vowel quality.

1, INTRODUCTION

Barlier work by the author has
provided evidence on vowel
perception that cannot be ac-
counted for by traditional
formant frequency based theo-
ries. First, experiments with
two-formant vowels [3]) demon-
strated that continuous changes
in phonetic quality can be
achieved by altering relative
formant amplitudes. Secondly, a
wide range of highly recogniza-
ble vowel qualities can be be
elicited by stimuli with no
formant peake [4,5). The stimu-
1i used in the latter experi-
ments had auditorily flat spec~
tra: a single LP series of
loudness-equalized harmonics
('step') eliciting back vowels,
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and both low and high frequency
steps together eliciting central
and front vowels. For a given
LF step, phonetic quality was
dependent upon both the LF edge
of the HF step and the relative
LF/HF step amplitudes. In gener-
al, the findings with single
step tones [4]) were similar to
those with single formant vow-
e¢ls, in that a large range of
satisfactory back vowels were
produced, while the range and
naturalness of the front vowels
were considerably less (indeed,
it has been found that [i] was
the only front vowel that could
be elicited by single formant
stimuli (2]).

The results with two-step stimu-
1i [5) showed that highly iden~
tifiable, natural sounding vowel
qualities, including the trou-
blesome front vowels, can be
elicited by sugh stimuli. In
addition, the relative amplitude
of the low and high frequency
steps in these stimuli contrib-
uted to vowel gquality in a
fashion analogous to that of the
formant amplitudes in two for-
mant vowels of [3]).

2. PRESENT STUDY

2.1 Aim and Rationale

The primary aim of the present
study wae to provide more evi-
dence that would help to choose
between alternative explantions
of the earlier data. To this
end, it was decided to examine
more closely the role of the
frequency of the lower edge of
the HF step in tones with energy

in both the F1 and upper formant
regions, and any possible inter-
action of edge frequency with
level. Theories to accomodate
the earlier data must account
for the following: (1) the lack
of formant peaks (2) the “edge
effect"” -- vowel quality depend-
ence on the edge frequencies of
the LF and HF steps (3) ampli-
tude dependence -- quality
dependence on the relative LF/HF
level.

It would seem that two types of
theory could account for the
edge effect (restricting our
attention here to the LF edge of
the HF step): (a) the edge
hypothesis (EH) -- the lower
edge frequency is extracted and
used directly. (b) a "center
of gravity" (CoG) hypothesis
(CGH) --- something akin to the
local CoG of the whole HF step
(or upper formant region in
natural vowels) is taken.
Changing LF edge would have the
effect of changing the CoG as
well. CGH would predict that
quality would depend on both the
HF as well as the LF edge of the
HF step (though to reduce the
number of stimuli only the LF
edge was manipulated in these
experiments. This can still
distinguish between the compet-
ing hypotheses). CGH would
predict that identifications
would take place by matching the
CoG of the HF step (roughly the
mid point on a pitch scale for a
flat series of harmonics)
against the CoG of the upper
formant region in the S's inter-
nal reference vowel (perhaps
roughly equivalent to F2 prime).
In short, EH would predict best
identifications with edge fre-
quencies at or slightly below
F2, while CGH would predict
identifactions with edges well
above F2. As a guide, midpoints
for the HF steps ranged from
2554 Hz to 3057 Hz when measured
on the ERB-rate scale (7).

To account for the amplitude
effect, it would seem that a
mechanism involving some form
global spectral balance, or
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pehaps CoG, is implicated. 1In
the case of the latter, it would
involve operation over a dis-
tance of greater than the 3.5
Bark limit originally suggested
by Chistovich and her colleagues
[1].

2.1 Stimuli

The stimuli were produced by
digital harmonic syntheis with a
sampling rate of 10 KHz, and LP
filtered at 4 KHz (filter cutoff
rate 180 dB/Octave). All had a
fundamental frequency of 125
Hz, and duration was 300 ms,
with 20 ms linear onsets and
offsets. The stimuli were modi-
fied from those in [5] in that
in the F1 region a formant
appropriate to one of four RP
front vowel was substiuted for
the LF step of loudness-egqual-
ized harmonics. This was done
in order to reduce the strong
sensation of nasality that
accompanied some of the earlier
stimuli. It was assumed that
this was caused by the apparent
broad bandwidth of the F1l re-
gion, known to be a associated
with the secondary feature of
nasality. Four Fl values, 272,
380, 525, and 713, were used,
appropriate to the RP phonemes
/i/, /1/, [ [ and /ae/, respec-
tively [6].

The LF edge of the HF step
varied from 1750 Hz to 2500 Hz,
and the HF limit was fixed at
3750 Hz. This value was chosen
because HF energy above this
frequency added a fricative-like
or whistling sound to some
stimuli, which, while distract-~
ing, was clearly heard as sepa-
rate from the vowel. This might
be seen as casting doubt on the
CGH, since altering the HF edge
is thus shown not to effect
vowel quality. However, it can
be claimed that since the energy
above ca. 3750 Hz is not inte-
grated into the vowel percept,
this does not constitute a real
test of that theory.

HF amplitudes varied in 10 dB
steps from 0 to -40 dB for the
earlier stimulus sets and from
-10 dB to -30 dB for the final



set.

2.3 Procedure

A matching experiment (not
reported on here) and an identi-
fication experiment were carried
out. This was computer con-
trolled, the stimuli being
presented on-line and responses
entered via the keyboard. A
total of 22 Ss listened to four
different randomized blocks of
the stimulus set (ultimately 39
stimuli, though some subjects
heard supersets of 52 and 86
stimuli). Randomizations were
different for each S. 88 could
listen to the stimulus as often
ags they wished by pressing a
key. For each stimulus, Ss were
asked to enter a score repre-
senting the English (RP) vowel
it most resembled, identified by
13 key words shown at the top of
the screen and identified by
number. They also entered a
confidence score (0-9) for their
choice.

3. RESULTS

3.1 BEdge Effect

The results, interpreted through
the use of stimulus and response
profiles, clearly support the EH
and contradict the CGH. The
stimuli most identified as the
front vowels were in all cases
those with edge frequency close
to the F2 of the natural vowel,
as predicted by the EH. /i/
unsurprisingly proved to be the
most identifiable vowel. /ae/
was the least identifiable, with
stimuli designed to elicit it
achieving only a 24% score for
the first 10 Ss. This is proba-
bly due to the lack of the RP
value for most Se in the own
speech, in favor of North and
Midlands [a). These stimuli
were hence dropped from the
final set for the last 12 Ss.
3.2 Amplitude Effect

For a given F1 value and a given
response category, identifica-
tion scores were not always a
monotonic function of HF level
(though ecores for /i/ with P1 =
272 most closely approximate
this), but rather showed evi-
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dence of a trading relation
between edge frequency and
level. This needs to be exam-
ined more closely, but if veri-
fied, it could be taken as
evidence for the operation of a
global spectral balance or CoG
mechanism. With the
exception of stimuli eliciting
the most /i/ responses (F1l at
272 and edge frequency at 2250
and 2500 Hz), virtually all re-
sponses for stimuli with levels
of -40 dB were back or central
vowels. The /i/ stimuli, by
contrast, achieved scores over
60% at -40 dB, compared to 90%
at ~10 dB. Below =20 dB there
was a clear shift to central and
back vowel responses. The main
point is that the responses for
the 4 different levels were
significantly different, indi-
cating phonetic change with
level. This is borne out by the
judgements of two professional
phoneticians to the whole range
of stimuli.

Table 1 shows a brief summary of
the pooled results with rounded
scores. Note that except for
/e/ (which is phonetically (ei])
in RP) the F1 of the stimuli
corresponded to the F1l of the
response vowel. No stimuli were
designed to elicit /e/, but the
stimulus eliciting the most /e/
reponses had an F1 of 380 Hz
{(appropriate for /I1/).

TABLE 1
Summary of Pooled results

Edge
Vowel F2 Freq Score Level

/i/ 2361 2500 90 ~10 dB
2250 83s =10 dB

/I/ 2085 2000 42% -10 dB
/e/ (2000) 2125 39%y -10 dB
/ / 1943 2000 47% =10 4B

4. DISCUSSION

The implication of the finding
of a spectral edge feature in
synthetic step vowels for the

perception of natural vowels is
that F2 in front vowels must
serve as marker of the edge of
the upper formant region. This
feature appears to be used in
conjunction with global ampli-
tude information. The evidence
reported here is not consistent
with a local CoG mechanism
operting over upper formant re-
gion.
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ABSTRACT

- In Experiment I, it was found that
the left hand of a patient with in-
farction involving the forebrain
commissural fibers (S-1) could not
follov the slow rhythms of 500 and
1000ms IBIs, but it could follow the
rapid stimuli of 250ms IBI.The right
hand of S-1, however, could synchro-
nize his tapping with all rhythms
as well as normal adults (S-2). Neg-
ative autocorrelations were detected
among the adjacent IBIs in slow re-
sponse beats by $-2 and by the right
hand of $-1, but these correlations
vere never found in the rapid re-
sponse movements (250ms) of any sub-
Jects. This means that normal adults
use ongoing, analytic processing for
slow rhyths but holistic processing
for rapid rhyths. Evidence vas found
that the left hand of S$-1 can use
only the holistic approach, not only
for the rapid rhytha but also for
the slow rhythm, and that this is the
very reason why it cannot follow
the slov tempos. Experiment I was
performed to show that the above two
processings are qualitatively dif-
ferent from each other, and Experi-
ment II & IV shov that the holistic
approach is more tenable to memorize
a nonsense succession of approxi-
mately seven syllables than is the
analytic processing.

1. PURPOSE OF THE PRESENT STUDY
There are no established ideas a-
bout the universal timing fundamen-
tals among phoneticians.
This paper is to propose the uni-
versal timing measure on the basis
of neuropsychological experiments on
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sound sequence processing using as
subjects a patient with infarction
in corpus callosum,children vith age
variety from 1 year and 4 months to
9 years of age as vell as normal a-
dults.

2. MECHANISM OF RHYTHM PROCESSING
2.1 Experiment 1

Subjects: Three kinds of subjects

vere prepared.

Subject 1 (S-1, henceforth) was a
patient (male) with infarction in-
volving the forebrain commissural
fibers. He was a 56-year-old right-
handed public official having educa-
tion of 16 years. He developed a
sudden paresis on the right limb in
‘Decelber 1983, . and vas admitted to a
local hospital. Diagnosis was made
as having cerebral thrombosis, but
no pathological lesion was recog-
nized by the CT scan. On July 14,

1985. he was found not awaken in bed.

by a family and brought to another
local hospital. His CT and MRI scans
at the time of this study shows le-
sions situated iy - posterior half
of the genu and the whole truncus of
the corpus callosum as well as in a
posterior superior portion of the
left medial frontal lobe, and in the
left medial temporo-occipital lobes.
Small lovw density spots are also
found in the bilateral basal gan-
glia. $-1 was normal in his words
and consciousness, and although he
vas disoriented in time and space
due to an amnesia, general intelli-
gence was not grossly impaired.
Pathological reflexes and ankle clo-
nus were negative, Muscle tone was

normal. He was not ataxic. He had
neither gross paresis nor definite
sensory loss, but he demonstrated a
small step arteriosclerotic gait[2].

Other subjects were a healthy 55-
year-old woman (right-handed) (S-2,
henceforth) and seven young children
vith ages ranging from 1 year and 4
months 01d(1:4) to 9 years 01d(9:0).
These children were all righthanded
and had no known abnormalities.

Method: Three kinds of rhythm
vhose inter-beat intervals (IBI,
henceforth) were 250, 500, 1000ms
vere prepared by the use of a metro-
nome, SEIKO Rhythm Trainer SQM-348.
and then they were demonstrated to
the above-mentioned three kinds of
subjects. They were all requested to
tap the table simultaneously in time
with the above rhythms using the
knuckles of third fingers, first of
their right hands and then of their
left hands. ¥hen the children’s tap-
ping vas measured, their mothers ac-
companied them together with the ex-
perimenter and explained hov to car-
ry out their tasks giving some exam-
ples and let them practice before-
hand. The 1:4 child’s tapping, how-
ever, vas recorded in her house by
her mother letting the child use a
toy which made sound. The mother un-
derstood the aim of this experiment
very well.

All the tapping records were ana-
lyzed by the YOKOKAWA Electro-
magnetic Oscillograph 2901 connected
vith the Amplifier 3125.

Results: Table 1 shows the tap-
ping behavior of the normal adult(S-
2) and Table 2, of the patient(S-1)
These tvo tables tell us that the
right hand of S-1 moves very normal-
ly as well as the both hands of S-2,
vhich show the standard movements of
normal adults. In other words, the
means of IBIs (x) and the values of
S.D. of the both subjects do not
differ so much. S$-1's left hand, how-
ever,moves very differently from not
only the both hands of the normal
adult (S-2) but from his own right
hand. S-1’s left hand can manage to
follow the rapid stimuli of 250as
IBIs, but it can never follow any
slov rhythas with 500 and 1000ss
.IBls. The values of the S.D. spread
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“Table 2 Tapping by a patient with infarction

very videly. The right and the left
hands of S-1 seem to move separate-
ly. S-1 often said to the authors,
"1t(=the left hand) moves out of my
own vill.”

Table 1 Tapping by s normal udult(le-?le.

55 years old, right hander)

target inter-best intervals

2

2

- | tempos -

af Jaf ¥ SD |So/a| r
< [ 1000as | 63 | 1022.7| 52.1 | 13.0] -0.29
= |"500ws | 55| 512.7| 22.9 |11.5(-0.21
z

250ms | 88| 257.5{ 10.8 | 10.6| +0.45

1000as [ 57 f 1017.7| 64.8 | 13.7] -0.10
500ms | 71| 515.3( 22.2 |11.1]-6.12
250ms ] 94 | 257.0( 11.0 | 11.1}]+0.04

left

in the corpus callosun (uale, S§7
years old, right hander)

2 | terget Inter-beat {ntervals

= | tempos

2w n} ¥ S [S0/A}
2

1000as [ 27 | 1020.1| 46.5 | 11.8] -0.52
600as [ 46 | 506.3) -31.6 | 15.8( -0.25
250ms | 56 | 261.9) 27.1 | 27.1] +0.13

right

1000ms | 82| 673.3| 285.7 | 71.4] +0.38
S00ms | 98| 476.4] 188.9 | 93.5] +0.07
250as [ 51§ 268.B) 38.0 | 36.0} +0.13

feft

Table 3, which gives us the whole
view of the tapping behavior of
children, shows that movements of the
children older than 4 years old(S-3,
henceforth) are remarkably different
from the movements of children
younger than four (S-4, henceforth),
and we should notice that the for-
mer’s behavior is very much like the
behaviors of the normal adult (S-2)
and of the patient's (S-1’s) right
hand and the latter’s one is exactly
the same as the movement of the pa-
tient’s left hand. In other words,
younger children (S-4), Jjust like
$-1's left hand, can synchronize
their tapping vwith the fast rhythm
of 250ms IBI, but they cannot follow
the slow tempos of 500 and 1000ms
[BIs. In this connection, we should
notice that, according to Krashen,
the lateralization of the brain must
be established at about the age of
five[6]. * i



Table $ Tapping by the right hand of chiidre
( All are right handers ) .

target inter-beat intervsls
ste tewpos
(¢€}] n. x 1 SO |S0/h r

9:0 1000as | 25 | 1003.8| 76.0 | 19.0| -0.15
- $00ss | 80 | 508.7| 25.7 |12.8| -0.82
(female) | 250ms | 76| 253.4| 20.8 | 20.8| «0.13

5:10 1000ws | 13| 1058.5| 122.2 | 30.6| -0.38
500as | 45| 499.2| 52.0 § 28.0] -0.33
(asle) 250ms | 43| 801.31 31.5 | 31.5|+0.01

4:2 | 1000as | 56| €37.2)| 340.8 |85.2-0.02
S00as | 30| 479.0( 81.2 | 15.6] -0.28
(anle) 250as | 18| 319.8] 24.0 | 24.0) +0.57

3:9 1000ms | 84| 581.4 333.!' 83.3| +0.34
500as | 78 | 448.8{ 112.8 | $6.3| +0.381
(fenale) | 250ms | 87| 284.5] 25.1 | 25.1( +0.41

3:4 | 10008s | 50| s01.4]854.7 [88.7]-0.08
SO00ns | 78| 431.7( 109.0 | 64.5} +0.32
(nale) 250ms | 531 276.3| 81.2 | 81.2) +0.38

2:8 1000ws | 22| 471.7| 301.9 [ 75.5| +0.82
$00ms | 50| 476.8( 81.0 | 40.5] +0.80
(usle) 250ms | 36 ) 348.8( 30.2 | 30.2]+0.04

14 1000ns | 11 ] 708.5| 218.4 | S4.5
(fesnle) | 500ws | 18| 406.1| 158.7 [79.4

(The left hand movesents are the same as the right
hand movementis.)

Autocorrelation among adjacent
IBls (r) was then calculated for all
the response data of Tables 1, 2 and
3 (see the right colusn of each
table) and negative correlations (r=
0.2~0.6) vere found among the adja-
cent IBIs in the slow response beats
(fitted to 500 and 1000 ms) by S-2
(Table 1), S-3 (Table 3) and by the
right hand of S-1 (Table 2), but we
could not find any negative autocor-
relations in any of the responses of
the children younger than 4 years
old (S-4) and the patient's (S-1's)
left hands who produce only rapid
responses even to slov stimuli like
500 or 1000 ms.None of the subjects’
response beats to the rapid 250ms
stimulus,on the other hand, produced
any negative correlations.

All these mean that, as suggested
by Hibi who did his experiment by
letting subjects say "pa-pa-pa--"
instead of tapping[l], the normal
adults including the children older
than 4 years old usually use ongo-
ing, analytic (prediction-testing)
processing to the slowv rhyths, but
holistic processing to the rapid
rhythm.  The right hand of S-1 can
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properly process both the slov and
rapid rhythss correctly using either
the analytic or the holistic ap-
proach, while his left hand cannot,
nor can both hands of S-4.

The above-mentioned facts suggest
that following the rapid tempos and
folloving the slow ones are neuro-
psychologically different from each
other --- the former is holistic and
the latter is analytic.

3. MECHANISM OF ECHOIC MEMORY

Experiment 2

In order to verify the above-men-

tioned hypothesis of two mechanisas
in perception from another view-
point, the author held the folloving
experiment, vhich also made clear the
mechanisa of echoic memory.
Method: Nonsense words of seven CV
(consonant and vowel) syllables such
as 'ga ta ku da do pe ki’ were pre-
pared. When these words vere record-
ed, the speaker(a Japanese female in
her tventies) read these words fit-
ting each syllable to each beat pro-
duced by the metronome with beat in-
tervals of 250, 500, and 1000ms, and
then these intervals were adjusted
so as to be rigidly spaced in these
intervals by the use of ILS (DEC
Micro Computer PDP 11/73). By the
use of this method 6 nonsense words
vere made per each of the rhythmic
patterns of 250, 500, 1000ms IBIs.

The materials were then given, in
a language laboratory, to Japanese
students(25 in number) wajoring Eng-
lish at a women's college and be-
fore they tried to write down the
nonsense vords on the answer sheet,
they vere requested to do simple
multiplication of two digit numbers
(e.8.16X75) immediately after they
had listened to each of the nonsense
vords,and then soon to write them as
vell as possible. Marking vas done
giving twvo points to each correct
answer, that is, correct recall not
only in reproduction of the syllable
but in its position in the vords. As
the initially presented nonsense
vord was used for exercises, the full
mark was 70 (7x5%2) for each cate-
gory of syllable intervals.

Results: Table 4 shows the result
of the experiment.

Table 4
IBls smong the state of reproduction
syllables n X s.D.
1000as 25 38.4 13.2
500as 25 38.7 f2.0
25088 25 45.4 4 |

n=nusber of subjects

250>500  t=2.01 p<0.05
'250>1000 t=1.99 p<0.05

These tables show that the syl-
iables connected closely vith short
IBIs, vhich are processed holistical-
ly, bring about significantly longer
retention than the slow-tempo-syl-
lable-sequences vwhich are processed
analytically.The analytic processing
of the nonsense words and the vork
of multiplication may be both cogni-

tive, and therefore the retention of .

the nonsense words vas interfered by
the calculation. The holistic pro-
cessing of the closely connected
syllable sequence,on the other hand,
vill be neuropsychologically differ-
ent from the work of multiplication,
and it was never disturbed by the
calculation.

The memory span of holistically
processed syllable sequences, howvev-
er, is not so large. Miller suggests
that it might be 7+2[7]. Kohno and
Tsushima confirm this number by the
fact that the babbling and the one
vord utterances (in total, 2448) by
a child of age one and haif never
continue over 7 syllables in succes-
sion[5].

4. Conclusion

Holistic processing copes with
fast rhythmic condition of less than
about 300ms IBls, analytic one with
slow tempos of more than about
400ws, and the tempos between 300 and
400ms IBIs may be the threshold area
vhich belongs neither to holistic
nor analytic ones (cf.(1]). Whether
or not the tempos in this area be-
long to holistic or analytic will
depend on individuals (Kohno & Ishi-
kawa, forthcoming paper). Holistic
?rocessing, vhich is neuropsycholog-
1gally different from analytic one,
vill never be disturbed by the lat-
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Fer,which plays an important role ot
analysis by synthesis’ to get the
vhole meaning of discourse.
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ABSTRACT

The properties of speech referred to
by the terms stress accent prominence
sonority have never been defined
physically with enough precision for
descriptions of language in those terms
to be validated on the basis of “hard”
data. The basis for saying that English
‘béllow is trochaic and below is iambic is
simply that a consensus of “competent
observers” finds this so. What consti-
tutes competence in stress perception is
not clear, but a minimum requirement is
some degree of consistency in judging
native forms. This paper reports, for
linguistically trained listeners with and
without command of a language without
contrastive stress, Telugu, just how
consistently the location of primary
stress or prominence is reported.

1. INTRODUCTION
Phonetic-phonological discussions of
a language sometimes refer to a
property X, and sometimes to a
perceived property X. Thus, in the
phonology of the English lexicon, the
word believe may be said to have an
initial voiced element or one perceived
to be voiced. The distinction (supposing
one to be intended) implies that there is
a viable non-perceptual, i.e. physical
definition of voicing. Some properties
ascribed to speech are not of this kind;
thus, to say that the second syllable of
believe is perceived as stressed is not
different from simply asserting it to be
stressed, since there seems to be no
reliable independent acoustic basis for
defining the feature of stress [4].
Whereas we can point to a mismatch
between voicing and perceived voicing,
we cannot similarly claim perceived
beLIEVE is “really” something else.

Most of the literature on stress takes
for granted the stress status of a
linguistic sample, and addresses itself to
the search for its physiological and/or
acoustic correlates. No doubt nearly all
linguists who speak English natively
would agree on the stressing of believe,
and the truth of the assertion about its
stressing is entirely a matter of the
degree to which it is accepted by the
community of “competent observers.”
Linguistic opinion on that “community”
is not clear. Is training in phonetics and
phonology enough, or, as per Jones [2]
and Chomsky and Halle [1], must one
also have native control of the
language? Aside from the fact that few
of us explicitly disqualify ourselves as
judges of languages not our own, the
second requirement would render ques-
tionable, if not entirely nugatory, a large
part of the literature on stress, including
that dealing in general characterizations
of languages. Presumably a minimum
requirement is a certain degree of
consistency in judging native forms, as
well as agreement with other observers
presumed to be equally or better
“qualified.” So while it is probably true
that stress rules for English are largely
the work of English-speaking linguists,
stress in other languages has certainly
not been pursued exclusively by those
with native command. Hyman [3], for
example, surveying accounts of some
444 languages, raised no question of
observers' competence by this criterion.

In Hyman's survey languages are
classified into those with contrastive
stress and those with either a fixed or
otherwise “predictable” pattern over the
word. Of several Indian languages
included in the survey a number,
including Telugu, are described as

having “dominant initial stress.” The
basis for this assessment of Telugu
seemed doubtful to us (although it has
been reported that Telugu speakers tend
to stress the initial syllables of English
words [5]), and the present research
was undertaken to establish a proper
empir-ical basis for a description of
stress in the language. Another purpose
of the study was to compare the
consistency of stress judgments
rendered by observers of roughly
similar levels of linguistic sophistica-
tion, but with very different levels of
competence in the language under
examination, in order to test the
proposition that a difference in language
command plays a considerable role in
determining consistency of stress
perception.

2. PROCEDURE

A list of randomly ordered di- and
trisyllabic Telugu words was recorded
by a single native speaker of the
language. Each word was pronounced
with a pitch fall on the final syllable.
There were thirty disyllables and twenty
trisyllables in the list, one token per
word. Since in Telugu both vowels and
consonants have distinctive length, and
since vowel length or syllable “weight”
are known to be factors in other
accentual systems, words chosen
included various combinations of short
and long vowels (and light and heavy
syllables). Two groups of listeners were
tested: ten Telugu-speaking graduate
students in linguistics with training in
phonetics, all with a knowledge of
English; 2) fifteen English-speaking
linguists, none with any previous
exposure to Telugu. Listeners were pro-
vided with the words in standard broad
transcription, and were asked to respond
to the recorded words, as these were
presented over a loudspeaker in a
reasonably quiet room, by marking the
location of primary stress, with the
option of selecting more than one as
“equally stressed.” Two responses per
word were elicited from each test
subject.

3. RESULTS

The responses by our Telugu and
English speakers "are tabulated in
several ways in Figs. 1-5. From Fig. 1 it

seems clear that there was no very large
difference between the two listener
groups, and that neither showed any
strong preference for selecting initial
syllables as the bearers of primary
stress. If anything, the penultimate
syllable was somewhat more often
chosen as the locus of primary stress.

607 lelugu English
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When stimuli are grouped on the basis
of their vowel composition, as per Figs.
2 and 3, it is again clear that there is no
great difference between the groups.
Disyllables with no long vowel are
somewhat more often reported as
trochaic, but in trisyllables with only
short vowels it is the second syllable
that is most often judged to be stressed.
Moreover, the English speakers show a
somewhat greater degree of consistency
of judgment. Thus for the word types
LSS SLS SLL LLS, it is the nonnative
judgments that show higher peaks in the
distributions shown.

woo; Tlelugu English
80

60

4

,, LILL

SSS LSS SLSSLLLLS SSSLSSSLSSLLLLS
Fig 3. Trisyliable Stress
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The difference between responses by
Telugu speakers and non-Telugu
speakers is also brought out by the dis-
plays in Figs. 4 and 5, which show
responses for each word individually. If
Telugu were a stress language like
English, we would expect a
distributions having the shape of step
functions, with values preponderantly
0% and 100%. Instead, we find
distributions that, particularly for the
Telugu speakers, are more continuously
variable between those extremes. These
listeners, most notably in their
responses to the trisyllables, responded
in a way that was strikingly more
random than were the non-native
judgments.
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_The original motivation for the exer-
cises just described was to characterize
stress or prominence patterns ‘for
Telugu, presupposing such to be univer-
sal features of speech, in order then to
proceed to a search for acoustic prop-
erties marking these patterns. To some
extent both kinds of listeners showed a
preference for locat-ing stress on the
last long vowel of a word, and that
would seem to answer our original
question. But the notable failure of the
Telugu listeners to respond as categori-
cally as the English speakers calls for
explanation, and there is little enough
that can be mustered to account for
this aspect of our data. We hesitate to
conclude that the greater consistency
of judgments by the non-Telugu speak-
ers means that they are a “better” guide
to stress in the language, for that woulgd

be to assume that we already know what
we are trying to find out: the truth of the
matter.

100, 1€IUGU  English
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Fig.5.Individual Words
20 Trisyllables
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CONNECTIONIST MODELS OF SPEECH PERCEPTION
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ABSTRACT

Interactive-activation and feed-
forward connectionist models are
cvaluated, tested, and compared to a pro-
cess model, the Fuzzy Logical Model of
Perception (FLMP). Empirical results
indicate that while several sources of
information  simultaneously influence
speech perception, the representation of
each source remains independent of
other sources. This independence is
strong evidence against interactive
activation in  speech perception.
Although some feed-forward models
with input and output layers bear some
similarity to the FLMP, there is evidence
against the additive integration that is
assumed by feed-forward models.

L. INTRODUCTION

At the Eleventh Congress of
Phonetic Sciences, I described the Fuzzy
Logical Model of Perception (FLMP),
an information processing model of
speech perception [2]. The FLMP has
been shown to provide a good descrip-
tion of speech perception in a variety of
diffemqt experiments. The model
accounts for the evaluation and integra-
Fion of multiple sources of information
In speech perception. These sources of
information include acoustic, visible,
and electrotactile sources of bottom-up
stimulus input, as well as top-down
sources of phonological, syntactic, and
semantic context. In the present paper,
several classes of connectionist models
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are compared to the FLMP. The FLMP
is used as a standard for judgment
because it has been shown to provide a
good description of speech
perception in a variety of different
experiments,

Evaluating different classes of
models and testing among them is a
highly involved and complex endeavor
[6]. Each class has models that give a
reasonable description of the results of
interest. Distinguishing among models,
therefore, requires a fine-grained
analysis of the predictions and observa-
tions to determine quantitative differ-
ences in the accuracy of the models.
Preference for one class of models is
also influenced by factors other than just
goodness of fit between experiment and
theory. Some models are too powerful
and thus not falsifiable. With enough
hidden units, for example, connectionist
models can predict too many different
results [3]. Models should also help us
understand the phenomena of interest.
Fc?r example, parameters of a model
might provide illuminating dependent
measures of the information available in
speech perception and the processing of
that information. Finally, one should
take into account the parsimony of a
mf)del. Certainly, a model should con-
tain fewer parameters than the number
of fiata points that it predicts. Models
which can provide a good fit to the data

with relatively few parameters should be
preferred.

2. INTERACTIVE ACTIVATION

In interactive activation models,
layers of units are connected in hierarch-
ical fashion with two-way connections
among units both within a layer and
between layers. For example, the
TRACE model of speech perception has
feature, phoneme, and word layers.
There are excitatory two-way connec-
tions between pairs of units from dif-
ferent layers and inhibitory two-way
connections between pairs of units
within the same layer. Thus, interactive
activation is based on the assumption
that the activadon of a higher layer
eventually modifies the activation and
information representation at a lower
layer [7].

How might interactive activation
and the TRACE model be formulated to
predict the results of bimodal speech
perception? Given audible and visible
speech, for example, separate sets of
feature units would be associated with
the two different information sources.
Figure 1 gives a schematic representa-
tion of the auditory feature, visual
feature, and phoneme layers and the
connections between units within and
between these layers. The two layers of
feature units would both be connected to
the phoneme layer. Following the logic
of interactive activation, there would be
two-way excitatory connections between
the feature and phoneme layers (as in the
TRACE model). Presentation of audi-
tory speech would activate some units
within the auditory feature layer. These
activated units in turn would activate
certain phoneme units, which would in
turn activate units at both feature layers,
and so on during the period of interac-
tive activation. Activated units would
also inhibit other units within the same
layer.

If auditory and visual units interact,
as assumed by interactive activation,
then presentation of a syllable in one
modality should influence processing of

PHONEMES

\X/

JANN

AUDITORY FEATURES VISUAL FEATURES
Figure 1. Ilustration of the
TRACE model applied to bimo-
dal speech perception. Two in-
put layers contain auditory and
visual feature units, respective-
ly. The third layer contains
phoneme units. There are posi-
tive connections between two
units from different layers and
negative connection between
two units within the same layer.

the syllable in the other modality. If
interactive activation does not occur, on
the other hand, the contribution of visi-
ble speech should be independent of the
contribution of audible speech. Indepen-
dence means that the representation of
the visible speech should not be
modified by the representation of the
audible speech. The results from several

- different experiments in several different

tasks indicate that interactive activation
does not occur in bimodal speech per-
ception [2, 8]. More generally, there is
now a substantial body of evidence
against interactive activation in speech
perception [4, 5.

3. FEED-FORWARD MODELS

In contrast to interactive activation,
feed-forward models assume that activa-
tion feeds only forward. Two-layer
models have an input layer connected to
an output layer, as illustrated in Figure
2
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Figure 2. Illustration of a con-
nectionist model (CMP) of
speech perception of four words
in Mandarin Chinese. The for-
mant structure y and (Fo) con-
tour FR input units are connect-
ed to the four response units
corresponding to the four word
alternatives. Solid arrows indi-
cate connections with weight 1,
and dashed arrows indicate con-
nections with weight -1.

The feed-forward model illustrated
in Figure 2 is tested against the results of
an  experimental study of the
identification of Mandarin Chinese
words [6]. There were four possible
responses in the experiment. The exper-
imental task was a graded factorial
design with seven levels of each of two
factors. The factors were the formant
structure of the vowel in the monosylla-
bic words and the fundamental fre-
quency (Fo) contour (tone) during the
vowel. Mandarin Chinese is a tone
language and both of these sources of
information function to distinguish
among different words. The formant
structure was varied to make a contin-
uum of vowel sounds between /i/ and
/yl. (The phoneme /y/ is articulated in
the same manner as /i/, except with the
lips rounded.) The F, contour varied
between falling-rising to falling during
the vowel. Six native Chinese speakers
participated for four days, giving a total
number of 48 responses to each of the 49
test stimuli. The subjects identified each
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of the 49 test stimuli as one of the four
words.

Figure 3 gives the observed results
and the predictions of the FLMP and the
connectionist model (CMP). As can be
seen in the figure, the CMP fails catas-
trophically primarily because it cannot
predict a probability of a response
greater than .5. The FLMP, on the other
hand, captures the results reasonably
well. The success of the FLMP is due to
the multiplicative integration of the two
sources of information. A perfect match
of a stimulus with a given response
alternative on just one source does not
necessarily mean that this alternative
should qualify as a reasonably good
alternative. The linear integration in the
CMP, however, guarantees that a perfect
match of a response alternative with just
a single source of information will be
significantly activated even if the other
source of information mismatches the
response alternative completely.

PROBABILITY RESPONSE /y/-F

Figure 3. Observed (points) and
predicted (lines) probability of Iyl-
falling responses for the Chinese
word identification study [6]. The
left panel gives the predictions for
the FLMP and the right panel gives
the predictions for the CMP,

Admittedly, we have falsified a
very restricted implementation of the
class of feed-forward connectionist
models. However, we are only willing
to test models that are falsifiable.
Three-layer models, for example,

assume that the input units are connected
to a layer of "hidden" units that are con-
nected to an output layer of units. In a
theoretical and analytical report, I have
shown that models with hidden units are
superpowerful—that is, they can predict
many types of results and even results
that do not occur [3]. Because these
models can predict many results—not
just those that are empirically observed,
this superpower might be better
described as flabbyness. Therefore, one
cannot reasonably propose feed-forward
models with hidden units as testable
models of speech perception. These
models are not reasonable because they
are not falsifiable. In one case, for
example, the model is essentially assum-
ing more than it is predicting [1], and the
good performance by the model in this
situation should not be surprising.

In summary, there is evidence
against interactive activation models,
while feed-forward models with hidden
units are not falsifiable. Feed-forward

models with input and output units can .

be shown to be mathematically
equivalent to the FLMP in situations
with just two responses [6]. With a
larger number of responses, the FLMP
provides a more adequate description of
the results than does this feed-forward
model.
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ABSTRACT

The effect of spectral compression
and frequency transposition on the
perception of vowels and simple
sentences is examined. A
computational algorithm which can
accomplish spectral compression and
frequency transposition is presented.
Analysis of confusion data suggests that
spectral shape rather than absolute
formant frequency differences is critical
to vowel identification. The limits of
frequency transposition appear to be
determined by critical bark differences.
1.INTRODUCTION

The perception of speech, and in
particular vowels, is in many respects
conditioned by both static and dynamic
cues in the speech spectrum. The
centrality of the first and second
formants in vowel identification is
generally accepted. At one level it has
been suggested that the detection of
spectral  prominences (formants)
provides the necessary and sufficient

acoustic cues to the vocal tract

configuration which is associated with a
particular vowel production.  This
position must be tempered somewhat
by the "speaker normalization effect"
and the range of formant values for
speakers of very different ages. Recent
.accounts of vowel perception [5,6]
suggest that an extension of the "center
jof gravity” hypothesis [1] may provide
ithe basis for the detection of vowels
‘lbased on the notion that a given vowel

‘can be represented in terms of the:
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extent to which formant frequency
differences are greater than or less
than 3 Bark. Thus it may be a
categorical difference rather than an
absolute difference in formant
frequencies that specifies a particular
vowel.

This leads to a prediction that only
a subset of the signal processing
schemes should preserve vowel
identification and that other
transformations should lead to a
decrement in speech perception.
Specifically, any processing of the
speech spectrum which preserves the
Bark difference values distinguishing
vowels will result in adequate speech
perception. By contrast any
transformation ~ which  alters  the
distinctions marked by the Bark
difference values of the natural stimuli
should render the speech unintelligible
and perhaps alter the signal sufficiently
to make it lose its speech quality.

Such an interpretation holds that
within limits it is the spectral shape
(i.e., slope) which is the invariant cue

‘to vowel identity. Thus the acoustic

cues are not necessarily formant values
associated with normal vocal tract
configurations but are rather values
which can be associated with a scaled
vocal tract. To test this general
hypothesis an algorithm for processing

. the speech spectrum was selected

which would maintain the spectral
shape but which would allow a scaling
of the spectrum (frequency

compression) and a transposition of the
spectrum (frequency shift).
2.PROCEDURE
2.1 TFT-Algorithm

A computational algorithm [2] was
used to achieve spectral compression
and frequency transposition of natural
speech samples. The TFT (Time-to-
frequency-to-time domain) algorithm
performs its manipulations of the signal
in the frequency domain. The
algorithm operates on successive
windows of n-samples. First an n-point
FFT is computed. The resultant
complex array is padded with the
spectrum of a Hamming window. An
IFFT is then computed on the padded
array. The resultant real array is then
trimmed to the length of the original
input window. The size of the pad
relative to the size of the input window
determines the degree of compression
to be achieved. The placement of the
pad relative to the complex array
determines the degree of frequency
transposition. For a pad of a length
equal to the input window a frequency
compression to 50% of the original
spectrum is achieved; a pad three times
the length of the input window yields a
compression to 25% of the original.
Positioning the pad following the
complex array yields compression with
no frequency transposition of the
resultant spectrum. By contrast a
leading pad would achieve both
compression and an upward shift in the
frequency of the resultant spectrum. A
partitioning of the pad into a leading
and following component can yield
varying degrees of frequency
transposition based on the proportion
of the pad in the leading position.
2.2 Stimuli

Muiltiple tokens of natural vowels
[i,1,€,2,8,A,9,0,u,u] in the h¥Vd
context as well as sentences from short
narrative passages were digitized and
subjected to the TFT algorithm. These
stimuli were compressed to 50% or
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25% of the original and were also
frequency transposed in 5 steps from
150 Hz to 2500 Hz.

2.3 Presentation and testing of vowel
tokens.

Listeners (N=7) were given the
opportunity to explore a set of vowels
at a given compression and frequency
transposition using a listener paced
exploratory learning task in which the
listener is free to select the specific
token to be played out. The listeners
explored a given set of stimuli for a
minimum of fifteen minutes after which
the computer presented the tokens in
a random order in a closed set
recognition paradigm.

2.4 Presentation and testing of the
sentence tokens. ’

The sentence tokens were
presented in either a random order or
in short connected discourses.
Listeners (N=9) were required to write
down as much of each sentence as they
could. In addition some listeners were
presented  sentences with varying
degrees of frequency transposition for
open set recognition and judgments of
speech quality and intelligibility.

3. RESULTS
3.1 Vowels.

The correct identification of vowels
was 44% in the 50% compression
condition and 81% in the 50%
compression with a 150 Hz
transposition condition. These scores
represent  performance which is
significantly ~ better than chance
performance. All listeners showed a
marked improvement in the 150 Hz
transposition condition. An
Information Transfer Analysis [3]
reveals the relative information
transferred for the first three formants,
for each of the conditions. It should be
noted that in both conditions there
were comparable transfer rates for
each of the format cues.



Table 1.
Percent Relative
Information Transferred
F1 F2 F3
50% 26 33 27
50%(+150Hz) 73 73 74

The best subject’s performance was

64% in the 50% compression condition

and 86% in the condition with 150 Hz

transposition. Table 2 indicates near

perfect transfer of formant information
. in the transposed condition.

Table 2,
Best Subject Percent
Relative Information Transferred

F1 F2 F3
50% 51 4

53
50%(+150Hz) 92 92 93

3.2 Sentences.

~ Tracking was assessed in terms of
the percentage of words correctly
identified. The tracking of speech
compressed to 50% is fairly easy to do
and requires effectively no listening
experience. Tracking 50% compressed
sentences with a 150 Hz frequency
transposition was better than tracking
untransposed  sentences. Likewise
tracking of 50% compressed speech
was better than the tracking of 25%
compressed speech.  As expected,
providing a context improves tracking.

Table 3.
Percent Correct Tracking
No Context Context
50% 87 99
50%(+150Hz) 97 100
25%(+150Hz) 32 67

The subjective quality of the
resultant frequency compressed speech
varies with the degree of frequency
transposition.  The most natural

. sounding compressed tokens are those

with a minimal amount of frequency
transposition (from about 150-500 Hz).
As the frequency transposition exceeds -
500 Hz the intelligibility and
naturalness of the tokens deteriorates.
4.0 DISCUSSION .
The ability to identify vowels and
to track running speech which has been
frequency compressed argues that
speech perception is the consequence
of a process which is sensitive to
spectral shape rather than specific
spectral prominences which can be
associated with formants produced by
natural vocal tracts. The limitation
on this ability appears to be based on
the critical bandwidth of the auditory!
system’s filters [7). A linear:
transposition of the spectrum in the
frequency domain will result in a
greater probability of formant peaks.
falling within a single critical band. At
the extreme the signal loses any
resemblance to speech and has a
cricket-like quality. This effect is easily
predicted from the Bark difference
scores which result from linear
frequency transpositions. Using the
formant values from the TI data base
[5] one can calculate the bark
difference values for both natural
vowels as well as those with 50% and
25% compression and various amounts
of linear frequency transposition. (As
Figure 1 illustrates the natural
distinctions are basically maintained

with transposition of less than 650 Hz.) -

These data are consistent with the
results obtained with - frequency
transposition hearing aids which fail to
yield results better than those obtained
with simple filter circuits. The tinny

percept is  perhaps similar to -

unpleasant  percept  reported by
cochlear implant users. This may be
due to typical electrode insertion which
stimulates fibers associated with higher
frequencies  and correspondingly
internal filters with wider critical
bandwidths.
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A: F2-F1
TI 50% 50% 50% 50% 50% 50% 25%
150 350 650 1250 2500

heed +
hid + +
head + +
had + + + +
herd + + + + +
huhd + + + + + + +
hahd + + + + + + + +
hod + + + + + + + -+
hood + + + + +
huwd + + + +

B: F3-F2

Tl 50% 50% 50% 50% 50% 50% 25%
150 350 650 1250 2500

heed + + + + + + + +
hid + + + + + + + +
head + + + + + + + +
had + o+ + + + + + +
herd + o+ + + + + + +
huhd + + + +
hahd + + +
hod + +
hood + + + + +
huwd + + + + + +

Figure 1.

Bark Difference values for vowels in the TI Data Base and for compressed
and frequency transposed versions. (+ indicates a difference of <3 Bark)
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ABSTRACT

This paper postulates an optimal
perceptual model for the tonal features
High, Low, Falling and Rising based on
proposed perceptual constraints of the
auditory system in processing tonal
movement in speech. These constraints
involve two critical issues concerning the
perception of tonal movement: namely the
relationship between perception and the
timing of tonal movement in terms of
segment boundaries, and the perceptual
primacy of level features over movement
contour features.

1. INTRODUCTION

A classic descriptive problem in tone
feature analysis concerns the division of
tones into level tones and contour tones
[1]. The principal question relating to this
problem is whether tonal features can best
be described in terms of both levels (e.g.
High, Low, Mid) and contours (e.g.
Falling, Rising) or as only levels and
combinations of levels (e.g. High + Low
instead of Falling).

This paper attempts to answer the
question in terms of an optimal perceptual
model of tonal movement categorization.
The model is based on a series of speech
perception experiments where tonal
contours were varied in relation to
segmental boundaries (see House [6] for a
full account of the experiments). Results
of the experiments indicate that actual
pitch movement is optimally perceived as
movement when it occurs during
spectrally stable portions of vowels. Pitch
movement occurring through areas of
spectral discontinuities with rapidly
shifting intensity and spectral information
(roughly corresponding to segment
boundaries) tends to be recoded in terms

of pitch levels. In the model, therefore,
tonal movement through areas of rapid
spectral change is optimally categorized as
level features while constraint conditions
must be fulfilled for tonal movement to be
optimally perceived as contour features.

2. THE MODEL

2.1. Description and Constraints
The model proposed here is an optimal
perceptual model for the tonal features
High, Low, Falling and Rising.
According to the model, tonal movement
through areas of rapid spectral change will
be optimally categorized as level features,
a falling movement as the feature Low and
a rising movement as the feature High.
These basic level features High and Low
are then perceptually associated with the
vowel following the rapid spectral
changes. This perceptual recoding of
movement into level features is also seen
as a perceptual primacy of level features
over movement contour features where
level features can also be manifested
without tonal movement.

For the movement contour features
Falling and Rising to be optimally
perceived, three constraint conditions
must be fulfilled. First of all, the falling or
Tising movement must take place through
a zone of relative spectral stability during
the vowel. Second, the beginning of the
movement must be synchronized in
relationship to vowel onset so that the
beginning of the fall or rise coincides with
an area of decreasing new spectral
information following the rapid spectral
changes associated with the transitions
from consonant to vowel. This enables
pitch extraction of a relative pitch
frequengy_ (high before falling and low
before rising) to which the perception of
pitch movement direction can be
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calibrated. Finally, the model proposes a
duration constraint which requires a vowel
duration greater than 100 milliseconds to
optimize movement feature perception.

100 milliseconds is an ad hoc value
chosen to illustrate the durational
component of the model. Relative vowel
durations vary with speech tempo and
speaking style, but the basic tenet is that
longer vowel duration is associated with
movement features while shorter duration
is associated with level fautures. Based
upon the effect of duration on the
experimental results reported in [6], 100
milliseconds is a reasonable quantification
of a duration constraint.

There may also be differences between
rises and falls in their influence on
production and perception of vowel
durations [10]. These differences could
have implications for the duration
constraint in the model. However, for the
purpose of simplicity in the model the
duration constraint is the same for both
rises and falls.

When the three constraint conditions are
met, tonal movement is optimally
categorized in terms of the movement
contour features Falling and Rising. By
implication, when the conditions are not
met, tonal movement is then optimally
categorized in terms of the level features
High and Low.

Finally, the model assumes a tonal
movement of 3 to 8 semitones per 100
milliseconds. Although the size of tonal
movement needed for the optimal
perception of movement contour features
in the context of this model has yet to be
tested experimentally, this range
corresponds to that used in the

Hz

1

160

140 |

120

100 |

0 100 200 300 ms

Figure 1. Illustration of the model applied to a
falling tonal movement through a VCV context.
The model predicts perception of the tonal features
High + Low in the two vowels.

experiments in [6] and in many other
experiments and models (e.g. [S], [13] &
[15]).

2.2. Illustrations

Ilustrations of the model as applied to a
protogypical falling fundamental frequency
contour in different segmental contexts are
snown 1n Figures 1-4.

In Figure 1. with ¢ VCV context and
most of the tonal movement occurring
during the consonant, the model would
piedict recading in trmes of the level
features High and Low. In this example,
none of the three movement feature
conditions is met.

Figure 2 presents a CVC context in
which only one of the three movement
feature conditions is met. Although the
falling movement does occur during
spectral stability, the beginning of the fall
occurs during spectral change and is not
synchronized with the area of decreasing
new spectral information following vowel
onset. Finally duration does not exceed
100 milliseconds. Here, the model would
predict categorization in terms of the level
feature Low.

Hz
160 r

140 ¥
120

100 |

0 100 200 300 ms

Figure 2. Illustration of the model applied to a
falling tonal movement through a CVC context.
The model predicts perception of the tonal feature
Low in the vowel.

In Figure 3, a VC context is presented.
Here, all three movement conditions are
met. The model would therefore predict
optimal coding in terms of the movement
feature Falling.

Finally, in Figure 4, a CV context is
presented. In this example, two of the
three movement conditions are met. Tonal
movement occurs during spectral stability
in the vowel and vowel duration exceeds
100 milliseconds, but the beginning of the
tonal movement is not synchronized with
the end of maximum new spectral
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information after vowel onset. Thercfpre
the model would predict optimal recoding
in terms of the level feature Low.

Hz
160

140 |

120

100 | o =

0 100 200 300 ms

Figure 3. Illustration of the model applied to a
falling tonal movement through a VC context.
The mode! predicts perception of the tonal feature
Falling in the vowel.

Hz
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100 3 v

L AL A L
0 100 200 300 ms
Figure 4. Illustration of the model applied to a

falling tonal movement through a CV context,’

The model predicts perception of the tonal feature
Low in the vowel.

In the illustrations above, a proto-
typically falling fundamental frequency
contour was used. The model would deal
with a rising contour in the same way with
the same constraint conditions applying
for optimal perception of the feature
Rising. ‘

Finally, it must be pointed out that the
model described here is preliminary and
does not claim to account for all possible
tonal contrasts as it contains only four
tonal features. More production and
perception data from various languages
could help expand the model as feature
contrast ‘requirements in different
languages might alter the basic constraint
conditions, especially where more features
are nceded.

3. IMPLICATIONS OF THE MODEL
3.1, Pitch Perception

The main implication of the model in
terms of pitch perception theories is that it
takes into consideration the constraints
imposed on the perceptual system by the
dynamic nature of speech. In the model,
pitch movement sensitivity is strongly
related to the speed of spectral change. Ia
areas of rapid spectral change and spectral
discontinuities, sensitivity is lower. In
areas of spectral stability, sensitivity is
higher.

The model assumes spectral analysis to
be an important component in pitch
perception. The use of resolved lower
harmonics in pitch perception is also
crucial for the model. It is the disruption
and changes in the lower harmonics
brought about by spectral discontinuitie:
which give rise to the optimal recoding of
tonal movement into level and movement
contour features.

Thus the model supports central
processing theories of pitch perception
where a first order analysis of harmonic
frequencies is crucial (e.g. [7]). Important
to these theories is an interaction between
spectral analysis and pitch extraction. This
interaction is also crucial to the model.
3.2, Tone and Accent Features
Returning to the descriptive problem cf
contour tones versus level tones, the
model clearly differentiates between
contour and level features from a
perception point of view. The model can
be used to provide a framework for the
assignment of features on a universal
level. The model also implies perceptual
primacy of levels over contours. These
perceptual constraints can be used to

. explain certain aspects of universals of

tone such as those reported by Maddieson
[11] where it is claimed that languages do
not have contour tones unless they have at
least one level tone. Thus the features
High and Low would be more
perceptually salient and more frequent
than the features Rising and Falling.
Perceptual constraints and the
synchronization between tonal movement
and segmental boundaries appear to be
important in word accent and tone
languages such as Swedish, Chinese and
Thai which make use of lexical movement
featureg. In these languages, tonal
production can be seen to make optimal
use of the perceptual contrast between
levels and movements by means of the
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critical timing of tonal movement (cf. [2],
[3], [4], & [8D).

In other languages where the use of
movement features is less clear, this type
of synchronization may not be as
important. However, data from German
[9] and English [12] seem to indicate that
level and movement features related to
critical timing and alignment of tonal
movement may play an important
perceptual role for these languages as
well.

3.3. Speech Perception Theories
An additional factor of importance for the
model is the load on the perceptual system
at vowel onset. Spectral cues at vowel
onset have been shown to be crucial for
segment perception in speech [14]. An
implication of the model could thus be
separate perceptual mechanisms for
segmental cues and tonal cues. Segmental
perception mechanisms would then favor
rapid spectral changes and discontinuities
while tonal perception mechanisms would
favor spectral stability. Following this line
of argument, Fo differences at vowel
onsets can function primarily as
discriminatory cues for consonant features
while Fo differences during spectral
stability function as cues for tonal
features. ’

4. CONCLUSIONS
In the model presented in this paper, level
features are given perceptual priority over
movement contour features. For the
optimal perception of contour features,
constraint conditions are proposed and
illustrated. Although the details of these
constraint conditions may vary between
languages, the principles of perceptual
constraints should be applicable to many
different languages on a universal level.
These principles provide a framework for
the assignment of tonal and intonational
features from a perceptual point of view.
Finally, in view of the importance of
tonal features for the overall speech
perception process, the addition of a tonal
component can be seen as a necessary
enrichment of general models and theories
of speech perception. The tonal perception
model presented here is an example of
such a tonal component.
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ON THE PERCEPTION OF DUBATION OF THE CZECH VOWELS
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ABSTRACT .

An experiment concerning
the perception of the Czech
phonological duration is
described in this paper.
All Czech vowels synthesi-
zed by HV 02 synthesizer
have been used in the expe~
riment. The results have
been compared with natural
speech signals statistics.

1. INTRODUCTION

The Czech phonological du-
ration has been studied
from various points of vew
/J. Chlumsky {31, P. Janota
(4], B, B&la [11/. The des
cribed experiment is aimed
at physical relevance of
Czech duration. The expe-
riment does not include wi-
der language parameters

and has been limited with
isolated words synthesized
by HV 02 peripherals /Tes-
la Electronic Research Ins-
titute in Prague/. It is
one of the possible ways
for studying subject and it
is based upon the precise
quantity of the synthesized
speech signal.

2, PROCEDURE

A list of Czech meaningful
words has been prepared

and synthesized by HV 02,
There were two criteria for

the words preparation. All
the Czech vowel were taken
into consideration their
duration covering the range
of 30 to 240 msec with 20
msec stepping:

8 eoe 240 - 60
€ osee 190 - 30
Q oo 180 - 20
O oo 200 - 40
i XX ] ‘70 - 10

The perception test has
been aimed at two specific
spheres of interest. First
there was an attempt to
define the boundary where
the phonological duration
changes the meaning of the
word: pds /"belt” with a
long vowel "4"/ and pas
/"gassport" with short vo-
wel "a"/.

A list of words presenting
the entire range of tempo-
ral realisation has been.
listned a evaluated both

in gradually descending

and gradually increasing
scale. Secondly there was
an attempt to determine

the relative temporal dif-
ferences in physical reali-
sation of vowels, which can
be percepted by native
Czechs as phonological tem-
poral difference., Pairs of
words with temporal cont-
rast have been listened and
estimated by respondents.
The temporal contrast was
both gradually descending
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and gradually increasing in
the range of 20 to 180 msec
with stepping of 20 msec,
for example bor - bor /200
-~ 40/. The pause between
the words was 1 sec and 3
sec between pairs of words.
All the synthesized Czech
words have been tested in
such a way. There were mo=-
re than 70 respondents, na-
tive Czechs, involved into
perception experiment. They
were requested to write the
words. :

3. SOME RESULTS

3.1. Within the range of
temporal parameters of the
tested words the results

.cannot be regarded as a

compact value, The bounda-
ries between long and short
vowels are rather dispersed
and are percepted for va-
rious vowels as follows:

4 -a 3 200 - 100 msec

é -e : 170 - 70 msec
Yy -u_: 18 - 60 msec
0 =0 : 180 - 80 msec
{-1: 150 - 50 msec

The percentage of boundary
identification may be pre-
sented by following data:

4 - a

200 - 180 : 2,6 %
180 - 160 : 16,0 %
160 - 140 : 56,0 %
140 - 120 : 20,0 %
120 = 100 : 5,3 %
é - @

170 « 150 : 2,6 %
150 - 130 : 14,6 %
130 - 110 : 54,6 %
110 - 90 : 26,6 %
90 - 70 : 1,3 %
i-u

160 - 140 : 8,0 %
140 - 120 : 32,0 %
120 = 100 : 49,2 %
100 - 80 : 9,2 %
80 - 60 : 1,3 %

’
QO =

o
180 - 160 : 2,6 %
160 - 140 : 22,0 %
140 = 120 : 40,0 %
120 - 100 : 29,2 %
100 ~ 80 : 4,0 %
{ -1
150 - 130 : 4,0 %
130 - 110 : 20,0 %
110 = 90 : 29,2 %
90 - 70 : 44,0 %
70 - 50 : 2,6%

The verification tests have
shown upon no significant
differences. The percentage
of identification during
two various ways of words
presentation /first in gra-
dually descending scale and
then in gradually increa-
sing one/has been the same.
These data and results have
been compared with prof.

B. Hdla statistics [21.

 The results of the compari-

son have indicated upon the
narrow correlation between
the perception test results
from one side and highly
reliable statistics of
Czechs vowels lenhtg as pre
sented by prof. B, Hdla
from the other side. We
shall first discuss the
temporal parameters of long
vowels.

3.2, There were no responda
which showed that the re-
sults of the listening test
were not in any way in ac-
cordance with existing
knowledge of the Czech long
vowels parameters [2]. This
remark is valuable for all
Czech long vowels. We have
not registered any word
with "long” vowel, which
exceeds the down limit of
duration valuable for long
vowels.

These results are illustra-
ted with figure 1.

107



msec

20¢

I

Fig. 1

. 3 the mean value of
long vowels statistics
W the results of the
perception test
X9 the down limit of
long vowels statistics

As the "short" vowels are
concerned, we have registe-
red no word with vowel,
which 18 longer than the up-
per limit of short vowel
statistics available in 2

- figure 2:

msec
1701

1301

i

Fig, 2.
The figure 2 illustrates
the correlation between the
mean values for long and f
for short Czech vowels on
the one hand and the most
contragstive span of durati-
on /from 30 to 56 % of res~
ponds/ evaluated as a boun-

A

dary during the perception
experiment on the other
hand:

msec
2501
2{0¢
170 ¢
130¢
90

\g

a ] u ] i
Fig. 3

— the mean value of .
long vowels statistics

s the results of the
perception test

zzz the mean value of
- short vowels statisties

3.3. The above discussion
covers the absolute values
of Czech vocal duration.
The relative values have
been estimated on the bases
of the second part of our
listening test, where the
pairs of two words were e~
valuated., We have gained
rather stable results sho-
wing that the span of 100
mnsec is the most important
for phonological quantity
identification -~ figure 4:

%o
100

100 %~

6 idéhtifica;ion

span

20 60 400 12 160 8eC
rig. 4 ’
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4, CONCLUSION

There is no simple correla-
tion between the natural
and synthetic speech signal,
neither isolated words can
simulate the real language
realisation. We have pre-
sented one of the posstble
8 of problem presenta-
:?%n. mhg results may be
of interest both for na-
tural and synthetic speech
investigation.
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ABSTRACT

The aim of this paper is to differentiate
between hardwired or unintended phonetic
Processes and phonological or language
specific processes. Cross-linguistic data on
coarticulatory effects of nasalization across
different speech rates in American English
and Spanish were obtained. The data show
that in American English vowel
nasalization varies (inversely) with speech
rate; whereas in Spanish nasalizations has
. a constant duration across speech rates.
Spanish nasalization is modeled as a
constant additive component (dependent on
vowel height), and American English
nasalization as a multiplicative component.
It is argued that vowel nasalization in
Spanish is an unintended, vocal tract
constraint unaffected by higher-level
speaking rate effects, and that nasalization
in American English is a phonological
cffect, intentionally implemented by the
speaker.

1. INTRODUCTION
The aim of the study is to devise a model
that can quantify and differentiate between
(i) "hardwired" phonetic processes due to
the mechanics of speech, and (ii)
phonological or language-specific
processes intentionally implemented by the
speaker. The model will be formulated on
the basis of original data on coarticulatory
effects of nasalization in Spanish and
American English.

Cross-linguistic studies using a variety of
techngqucs[l], 3], [5), [6] show that
lowcnpg of the velum necessarily overlaps
the articulatory configuration of preceding
vowels and that the period of overlap
varies across languages. In the present
study it is hypothesized that this variation
is due to the different nature of nasalization
in different languages. Thus, in some
languages, such as Swedish or
Spanish,vowel nasalization seems to be an
online or hard-wired phenomenon,

mechanically linked to the presence of a
nasal consonant and by-product of the
temporal organization of motor commands;
whereas in some other languages, such as
American English, vowel nasalization is
not mechanical but intended, part of the
linguistic organization of speech motor
commands.

To differentiate between on-line and
intended nasalization an experiment was
conducted where rate of speech (i.e., time
to achieve articulatory targets) was varied
and its effects on velum movement (i.e.,
duration of vowel nasalization) were
observed for Spanish and American
English. This information will allow to
determine which portion of the vowel (the
oral or the nasalized portion) is affected
when rate of speech is varied, and it will
be possible to establish if the vowel is
articulatorily specified as oral(with
mechanical nasalization)or as nasalized.
Speech rate is an intended, higher level
adjustment. If the vowel is targeted as
nasalized, and consequently nasalization is
higher level, nasalization is expected 1o to
vary (inversely) with speech rate. If the
vowel is targeted as oral, nasalization will
be due to vocal tract constraints, and the
nasalized portion will not vary in different
rates of speech (or it will vary as a function
of the velocity of the articulatory gesture).

2. METHOD

Three speakers of American English and
three speakers of peninsular Spanish read a
randomized word list consisting of all
possible combinations of C1V{V2C3,
where Ci=t, n; Vi=i,0; Va=ie, q,Cy=
t,n. The carrier sentence for English
speakers was “"Guess __soon". The
Spanish carrier sentence was "Dos__son"
("They are two __"). The subjects were
asked to read the 24 test sentences twice at
five different speech rates: 1.
overarticulated, overslow speech ("as if
talking to a deaf person who was lip
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reading"), 2. careful, slow speech ("as if
reading out loud to a formal audience in a
big lecture hall"), 3. normal conversational
speech, 4. fast speech, 5. underarticulated,
overfast speech (“as fast as you possibly
can"). The four most equidistant speech
rates were studied for every speaker.

To track the time-varying positions of the
velum a Nasograph (see [7] for a
description) was inserted into the subjects’
nasal cavity and pharynx and the traces of
velopharyngeal port opening/closing and
acoustic waveform were obtained on a
Siemens Oscillomink chart recording
device in the standard way [3], [7].
Measurements of vowel duration and
timing of soft palate lowering before nasal
consonants were done in [thVVN]
sequences. The measurements of vowel
duration were done 1) for the aspiration
period [h], 2) for V1, and 3) for V2. The
method used in determining onset of velum
lowering was to consider movement to
begin at the time when the velocity
function (slope) crosses a noise band
(defined as 10% of the highest peak
velocities of the velar movement gestures
for each speaker) around zero. For
multistage velar gestures- usually those
involving a low vowel- the first lowering
gesture exceeded the noise band and,
consequently, velum lowering due to
vowel height was included in all cases.
Measurements were done by hand on
Osciloming traces.

3. RESULTS

The results for the measurements for
American English are presented in Figs. 1
and 2, which show the mean duration of
the oral and nasalized portion of the vowel
sequence (including the aspiration period)

- for [iV] and [aV] sequences respectively.

The onset of velic lowering is marked 0 on
the abscissa and segments appearing right
of 0 are the nasalized portions of the vowel
sequence. Varying speech rates appear on
the ordinate. Speech rate was plotted by
determining the average duration for the
vowel sequences. The oral portion of the
[hVV]English sequences in Figs, 1 and 2
corresponds to the aspiration period as
obtained from the acoustic waveform
(mean oral portion for speaker JJ=
59.9ms, AV=52.3ms, MN= 49.7ms;
mean aspiration period for speaker JJ=
38.3ms, AV=61.5ms, MN=49.8ms).
Fun}xermore, in some cases velic lowering
begins during the aspiration period
resulting in a nasalized aspiration,[[]. This

indicates that in American English the
voiced portion of the vowel sequence is
completely nasalized.

Figs. 3 and 4 show the results for
Spanish. It can be observed that the
nasalization period in Spanish shows a
roughly constant duration across different
speech rates. Only in the fastest speech
rates some speakers (MJ [iV]; PR [iV];
JR[iV], [aV]) succeed in reducing the
nasalized portion. This indicates that under
unusually fast speech conditions speakers
might increase the velocity of the velic
lowering movement.

Comparison of Figs. 3 and 4 shows a
longer nasalization period for [aV]
sequences than for [iV] sequences. It
seems reasonable to suggest that
nasalization has a constant duration in both
cases and that differences are due to further
low-level adjustements due to vowel height
[1], [6], [7]). The fact that for [iV]
sequences the constant nasalized period (k)
across speech rates for the different
speakers (MJ, k=91.6ms; PR,
k=124.3ms; JR, k=97.6ms) is longer than
the minimum transitional period (40ms for
[ii] sequences) is due to the fact that the
computed k value is the mean of the values
for different V2. This indicates that the
height of V2 also has an effect on velum
lowering which is presently under study.
This effect is less evident for [aV]
sequences.

To sum up, the results in Figs. 3 and 4
suggest that nasalization is a constant value
across speech rates, and that the oral
portion of the vowel varies inversely as a
function of speech rate. Thus, Spanish
vowels can be said to be targeted as oral
and nasalization is the result of a
physiological time constraint.

4. MODELING NASALIZATION
IN AMERICAN ENGLISH AND
SPANISH.

In American English vowel sequences
followed by a nasal are nasalized
throughout. Thus vowel nasalization can
be modeled as a multiplicative effect
(multiplied by a factor of 1):

a=d

where a equals the nasalized portion, and d
equals the total duration of the vowel
sequence (excluding aspiration).

In peninsular Spanish the nasalized portion
can be modeled as a constant value (k)
which depends on the height of V1 (v)
(and possibly V2). The oral portion can be
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Fig. 1. Mean duration in ms. of the oral and nasalized portions of the vowel sequence [MiV] for American
English on the abscissa. Onset of velic lowering is marked time 0. Average spech rate in ms. appears on
the ondinate.
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Fig. 2 Mean duration in ms. of the oral and nasalized portions of the vowel sequence [haV] for American
ir;ghslg on the abscissa. Onset of velic lowering is marked time 0. Average spech rate in ms. appears on
ordinate,
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Fig. 3. Mean duration in ms. of the oral and nasalized portions of the vowel sequence (hiV] for Spanish
on the abscissa. Onset of velic lowering is marked time 0. Average spech rate in ms. appears on the
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Fig. 4. Mean duration in ms. of the oral and nasalized portions of the vowel sequence [haV] for Spanish

on lhe abscissa. Onset of velic lowering is marked time 0, Average spech rate in ms, appears on the

112

modeled as the vowel's duration minus
k(v):

a=k(v)

b=d-k(v)

where a equals the nasalized portion of the
vowel; k (v) equals a constant value
(incompressible beyond 40 ms) which
depends on the height of V1 (and V2); b
equals the oral portion of the vowel, and d
equals the total duration of the vowel
sequence. Thus, vowel nasalization in
Spanish can be modeled as a constant
which is added to vowel duration after
speaking rate effects have applied.

The working of the model for observed vs
predicted values is currently under study.

5. DISCUSSION

The fact that nasalization in Spanish is an
additive constant number of milliseconds
indicates that it may take k(v)ms to
establish the articulatory configuration for
the nasal consonant. Thus, nasalization in
Spanish can be considered as an
unintended harwired effect which is added
to higher level adjustments such as
speaking rate. If speakers were using
vowel nasalization distinctively one would
expect that the nasalized portion in one rate
of speech would differ from that in another
rate by an amount proportional to the
difference of the duration of the vowels,
rather than by a constant number of
milliseconds across all rates. This is the
case for American English. It seems
reasonable to hypothesize [2] that
multiplicative effects are phonemic and
occur prior to additive ones, which reflect
constraints of speech production. Since no
additive component was observed for
vowel nasalization in American English, it
can be deduced that nasalization does not
occur automatically but that it has achieved
the status of a phonological rule,
Intentionally implemented by the speaker.
The existing models on the timing of
vowel nasalization [4], [8] do not target
velum position for vowels, but just for
preceding and following consonants (thus,
avowel in a [t__N] context is thoroughly
nasalized in the transition between the two
targets). According to our data these
models are adequate for American English,
where vowels are intentionally nasalized,
but do not accurately simulate the behavior
of Spanish vowels in the same context .
This indicates that a timing model must be
language specific.

6. CONCLUSION

The universality of vowel nasalization
before nasal consonants demands an
explanation that refers to some universal
properties of human beings. The transition
time in velic port opening is most likely the
origin of vowel nasalization. However, the
same phonetic effect might be unintended
and low-level in one language (Spanish),
and it might have been phonologized, and
therefore be part of the language specific
timing instructions in another language
(American English). Moreover, the large
number of languages (e.g. French, Hindi,
Protuguese) that lose a nasal consonant
distinction only to replace it with
distinctive vowel nasalization indicates that
phonetic nasalization can be perceived and
then exploited by language users. The
different nature of the same phonetic
phenomenon proves the need to interpret
phonetic data in terms of their phonological
behavior if we are to provide an accurate
account of the hardwired and softwired
components of speech in different
languages and implement them in
automatic speech technology.
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SPIRANTISATION, CHARME ET GOUVERNEMENT :
L'IDENTITE ET LES METAMORPHOSES DE /g/ EN MOORE

Georges Hérault

Université Paris 7

ABSTRACT

/g/ in moore is here analysed as a neutral
consonant contrasting with /k/ on a
privative basis. Some of its surface
realizations are understood as commanded
by governement (geminate and NC
sequences). Its spirantization with At
adjunction is shown to be blocked by
ATR ; and its devoicing induces to set up
a contrast between "sourd/sonore" for non
neutral consonants and another between
voiced/unvoiced for the neutral ones.

1. Le mooré représenté ici est celui de
Ouagadougou tel que prononcé et analysé
par R. Kaboré (2]. La transcription des
voyelles tient compte de la suggestion de
J. Rennison [5] selon laquelle les notations
"e,0" de l'orthographe officielle renvoient
aux voyelles hautes [1,0] et "L,v" A [e,0]
réalisés trés fermés.
2. A l'initiale, [g] s'oppose a [k]:
(1) kéad-st "crier”
géd-si "évider, déblayer"

Il ne s'y oppose plus ailleurs, par exemple
dans les suffixes:
2 -ga "sg” (pl:-sy)

o) "sg” (pl: -do)
Ainsi, /g/ suffixal se transforme-t-il en [k]
pour donner avec un /g/ final de radical
une sourde géminée:
(3) pag+gL->pakki "ouvrir"
Un /g/ non initial reste [g] dans une
séquence ol il impose a une nasale
précédente de lui ére homorganique:
(4)  bin+ga ->bénga "haricots”
Un /g/ interne est spirantisé en [k]:
(5) be +ga->béékd "mar"

Zdmské "le fait d'apprendre”

sauf s'il figure dans l'emprise d'une
harmonie ATR:

(6)  biigk "enfant” sligni “ajuster”
Devant pause, une voyelle a ton bas peut
étre élidée. On trouve alors des
réalisations dévoisées (indiquées par [k
et [g]) de /g/:

7 [péésa, pédy] “champ”
/kdlgo/ -> [kSlko, k315K]
"soumbala"

(8) [nigy, nig] "main"

(9)  [bénga, béng, bény] “haricot”
Ndn-ge/ -> [l3ng@, 13ng, 1317
"coton”

3. Dans une analyse structurale classique,
on reconnaitrait en (1) les phonémes /k/ et
/g/, et de (2) a (9) la neutralisation de leur
opposition au profit d'un archiphonéme
réalisé [k] en (3), [g] en (4) et (6), [k] en
(5), [] en (7), [g] en (8) et [g] ou [g] en
(9).Le probléeme resterait entier de trouver
pour l'archiphonéme une définition qui
permette de comprendre le
conditionnement de ses variantes.

4. L'analyse proposée ici est fondée sur
l'intuition que l'opposition de /k/ a /g/
pourrait étre considérée comme non pas
équipollente, mais privative. Elle repose
sur la théorie des éléments phonologiques
ou les vélaires sont construites sur la
voyelle "froide" v° et ou les segments et
les positions auxquelles ils sont associés
entretiennent des relations de
gouvernement. /k/ sera alors congu
comme pourvu d'un élément laryngé H-
(cordes vocales tendues) dont 1'opposé,
L-, fait défaut a /g/ en mooré:
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[kl= v° lgl= ;/°
|
P P
[
H-

5. Les exemples de type (3) ou l'on
observe une gémination seront représentés
par une configuration dans laquelle un
segment est doublement associ€ et définit
un domaine de gouvernement (cf Kaye (4]
Hérault [3]). Mais [g], est en l'occurrence
insuffisant : en tant que consonne neutre,
il s'avere incapable d'assumer sa fonction
de gouverneur sans requérir I'élément H".
Il se renforce donc en [k], passant du
statut de segment neutre non-gouverneur a
celui de segment marqué et gouverneur:

AN A
[ 1 [
X X X
\ [
\ |
e
(k]

6. Les exemples illustrés en (5)
constituent un cas de figure apparenté,
celui de séquences [ng] ou l'occlusive
marque qu'elle gouverne la nasale en lui

imposant son point d'articulation.
Comment se fait-il que [g] suffise cette
fois comme gouverneur ? C'est qu'il a pu
trouver dans son entourage de quoi lui
permettre de satisfaire a I'obligation qui
lui est faite de gouverner : il s'est renforcé
en s'appropriant I'élément L~ de la nasale:

A N A

[ [ [

X X X

| |
|V°= 1] s la] =\|/°
P P
[ [
| B > s
[
N+

7. L'analyse prédit ainsi que le mooré€ fait
usage de deux sons [g] distincts, I'un
neutre et non-gouverneur, et l'autre
gouverneur car pourvu d'un élément de
voisement L-. La prédiction se confirme si
I'on compare les tracés figl, [biigA], et fig
2, [béngal, ci-dessous: seul le second
témoigne d'une vibration laryngienne
importante caractérisée par le
renforcement notoire des harmoniques et
par le suivi des formants.

figl, [biigA] fig 2, [bénga]
dov ot ¥ 1<
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8. La vélaire reste dans sa réalisation
d'occlusive neutre, cf (5), [biigAl,
lorsqu'elle se trouve sous un pont
d'harmonie ATR, harmonie qui n'est
déclenchée en mooré que par les voyelles
hautes {i, u, i, ). Mais dans tous les
autres cas ol elle n'est ni initiale ni
gouverneur, elle se spirantise en [k},
devenant donc du méme coup uvulaire. Si
elle était restée vélaire, la spirante aurait
été représentée par la seule voyelle froide
en position non-nucléaire. Mais sa
localisation a été abaissée jusqu'a la zone
uvulaire, manifestant ainsi 'adjonction de
I'élément A% en tant qu'opérateur et
fonctionnant en quelque sorte comme un
schwa consonantique:

[k] = v°
A+

Il est particuli¢rement important de relever
que le mooré fonctionne avec une
propagation de A% tout aussi
contraignante que celle de I'élément ATR
et en relation d'exclusion mutuelle avec
elle. L'harmonie en A* n'est déclenchée
que par un segment [a] final de mot (donc
par At téte) et seulement en l'absence
d'harmonie ATR : c'est elle qui, en (4)
transforme /bin + ga/ en [bénga] et ko +
ga/, "liquide”, "aqueux”, en [kwaaxd).
Les contextes o /g/ non-gouverneur se
spirantise en s'adjoignant A+ (méme en
I'absence de cet élément dans son
entourage, cf “le fait d'apprendre"” en (5))
connaissent donc la méme interdiction de
le faire en présence d’harmonie ATR. On
fait ainsi ressortir que, (a) une harmonie
ATR qui s'instaure de noyau 2 noyau
n'est pas sans incidence sur la consonne
qui les sépare puisque /g/ y est ici
sensible; et (b), I'antinomie de A+ et
d'’ATR se confirme, jusque dans la
spirantisation autorisée/exclue de la
consonne.

9. Le probleme, majeur, qui reste en
suspens, a trait au voisement: comment,
s'ils sont des segments neutres (sans L),
[a] et [¥] peuvent-ils se dévoiser en (7) et
(8)? Sa solution passe par la
reconnaissance d'une distinction
fondamentale a laquelle il est souvent fait
référence (de manilre assez trompeuse)

sous les termes de voisement spontané et
de voisement phonologique, ce qui laisse
entendre que le voisement spontané ne
serait pas phonologique. Nous voulons
démontrer que le voisement dit spontané,
s'il n'est peut-étre pas inscrit dans la
structure en éléments des segments
concernés, n'en est pas pour autant non-
phonologique.

10. Appelons "sourd” le segment |k} que
la présence de H- rend gouverneur, et
"sonore” le segment [g] que L~ rend
également gouverneur. Les cas restants
sont ceux ou le segment n'est pas
gouverneur: il apparait sous ses variantes
[g] et [¥] que nous dirons "voisées" et [g]
et [¥] que nous dirons "non-voisées”.
Ces deux paires de variantes sont en
distribution complémentaire : les voisées
apparaissent en position .d'attaques
gouvernées (par un noyau plein, identifié)
et les non-voisées en position d'attaques
non-gouvernées (car leur noyau est vide
et final). Deux interprétations sont alors
envisageables.

La premiere consiste a dire que la
distinction de voisement n'a pas a &tre
inscrite dans la constitution interne des
segments : elle est entierement déductible
du gouvernement ou non de l'attaque par
son noyau.

La seconde consiste a dire que le
voisement du segment d'attaque est un
caractére transmis par le segment
nucléaire, et qu'il n'y a absence de
transmission qu'en 'absence de segment
nucléaire. Il faudrait alors reconnaitre
que, méme dans le cas non-marqué ol les
voyelles ne font jouer aucune distinction
de voisement, elles comportent un
élément de voisement spécifique, et
distinctde H- et de L-.

11. Quelle que soit l'interprétation
choisie, les exemples (9) montrent que la
distinction entre "voisée” et "sonore"
s'impose : bien qu'appartenant a une
attaque non-gouvernée, [g] reste
gouverneur et donc sonore dans [béng]
ou [I5ngl, quand il ne va pas jusqu'a
prendre 2 la nasale, non pas seulement
son L-, mais la totalité de ses éléments

pour donner ou [bégn] ou [I57n].

12. Au total, la répartition des différentes
métamorphoses de /g/ en mooré semble
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indiquer qu'il faille reconnaitre comme
distincts: .
-des segments sourds, construits
avec H- (ici [k]). )
-des segments sonores, construits
avec L- (ici [g] gouverneur d'une nasale).
-des segments neutres, construits
sans aucun des deux éléments laryngés,
et qui selon leur contexte d'apparition, se
réalisent comme voisés, (ici [glou [¥]),
ou comme non-voisés, (ici [g] ou [¥]).

13. Généralisations:

(a) Les cas de neutralisation du
voisement des occlusives finales dans des
langues telles que l'allemand pourraient
étre l'indice du fait que leur série dite
sonore serait en fait, comme en mooré,
une série neutre, non-marquée,
s'opposant 3 une série de sourdes
marquées par I'éiément H-.

(b) La neutralisation du voisement
des obstruentes dans les langues qui,
comme le mahou, n'admettent que des
sonores aprés consonne nasale, (cf ba
kwd, "derriére un cabri,” mais s37
gw, "derriére une gazelle,” Bamba (1])
pourrait étre l'indice du fait que leur série
dite sourde serait en fait, contrairement au
mooré, une série neutre, non-marquée,

s'opposant 2 une série de sonores
marquées par I'élément L".

(c) Dans des langues comme le
coréen, ol les occlusives de la série
neutre prennent 2 l'intervocalique une
variante voisée, (/koki/ -> [kogi],
"viande,” ) il pourrait s'agir d'un
voisement comparable 2 celui de la vélaire
neutre du mooré (mais répondant 2 un
conditionnement différent) sans qu'ait a
intervenir 'élément L~.
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ABOUT THE PHONETICS / PHONEMICS INTERFACE:
THE CASE OF KRIOL STRESS.
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ABSTRACT.

This paper explores the interface between
phonetics and phonology in the domain of
stress. Stress position in Kriyol is not directly
predictable from the physical parameters( {0, i
& duration) affecting the syllable. It is s hown
however that normalizing function can be
devised such that a neuronal network with no
hidden units will learn it after only 5 trials. The
network is then able to predict stress position
70% of the cases.

1. PHONETICS vs. PHONEMICS

1.1. The two approaches to stress.
There are two approaches to stress,
phonetical and phonemical, which are not
always easy to reconcile. Indeed, the
phonemical approach implies that it must be
possible to uncover regular or nearly regular
stress patterns, which consist in the
recurrence of stress on the same location for
at least a lexical class. The phonemical
standpoint is thus intrinsically discontinuous,
as it should be. According to the phonetical
approach, on the other hand, stress is a
prominence that is achieved through one
syllable being maximally intense, and/or
maximally high, and/or maximally long,
depending on the language under
consideration. Phonetic stress is thus the
result of the continuous variation of three,
now parallel, now divergent, scales. Hence,
there does not have to be, and actually there
rarely is an immediate correspondence
between both analyses.

The traditional phonological practice has
been to deal with, or to eschew, this difficulty
in either one of two ways: either to start with
the phonemical pattern - after all one knows
or may know by asking native speakers
"where stress is” - and try 10 see which
physical parameters most contribute to it; or
to start with an instrumental study of the
physical parameters, and try to abstract stress
from them. This exclusive reliance on one or
the other strategy can only be fruitful,
however, in those languages which exhibit a

regular correspondence between the
continuous variation of at least one of the
physical parameters, and the position of
stress.

Asserting that this situation ought to be the
normal state of affairs is an unwarranted
preconception. We will show that the
evidence of one language, Kriyol, at least
demonstrates that it is not an obligatory state
of affairs.

If this is so, the possibility of matching the
models and the reality is at stake. One may
renounce it and remain content with the by
and large dominant separation of phonemic
theory (phonology) and phonetic studies.
But one may also consider that the match
should exist, which then implies a serious
exploration of the phonemics-phonetics
interface. That there is such an interface
proceeds from the necessary, we think,
assumption that phonemics and phonetics
ultimately address the same object, viz. the
sound face of language, at different levels of
abstraction.

1.2. Presenting the language

Kriyol is a Portuguese based creole language
spoken in Guiné-Bissau and Casamance. A
number of studies have been devoted to its
syntax (see in particular Wilson 1962; Kihm
1980). Kriyol phonology, in constrast, is
poorly studied yet (see Wilson 1962; Mboj
1979; Kihm 1986). The suprasegmentals, in
particular, have only been cursorily
considered. Kihm and Laks (1989a) is a first
attempt, where we established that Kriyol is to
be analysed as a stress language, like its
lexifier Portuguese and like, or so it seems,
the Atlantic languages (Manjaku, Balanta,
Diola, possibly Wolof) that constitute both its
substratum and its adstratum.

1.3. The experimental setting.

The study was conducted using a sizeable
data base of nearly 400 forms, lexical items
and phrases. The forms were chosen so they
would constitute a representative sample of
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the lexicon in terms of (a) stress patterns; (b)
number of syllables; (c) syntactic category
and type of construction; (d) origin (Creole,
Portuguese, or African). Each form was
repeated twice consecutively by a native
speaker (25, male), recorded, and run
through a computerized melody analyser
(Philippe Martin's analyser available at the
UFRLinguistique in Paris7 University). We
thus obtained the value of the relevant
parameters intensity (db), pitch (hz), and
duration (cs) for each syilable.

1.4. The problem.

The gross result of this work was that it is
sometimes possible, but very often
impossible to observe a regular

' correspondence between the relative values

of the parameters and the location of the
stressed syllable which is always intuitively
clear. Consider the following examples (the
stressed vowel is capitalized ):

(1)kansera 'tatigue’ kan sE ra
(2nd occ.) db 29 35 24
hz 104 119 85

cs 17 30 19

(2)kansera 'fatigue’ kan sE ra

(1stocc.) db 34 40 30
hz 138 121 132

cs 23 35 24

3)nobresa 'youth' no brfE  sa
db 33 38 30
hz 107 118 134
cs 17 18 21

In (1), all three parameters converge at their
maximal value on the location of the stressed
syliable, we designate this schema as [111].
This is by no means the most frequent
schema, though. The remainder of cases is
distributed among the other schemata, [101]
(fit of db and cs, but not hz with the stressed
syllable) as in (2), or [100] (fit of db only) as in
(3). One even finds cases where the
stressed syllable is neither more intense, nor
higher, nor longer (schema [000]). Moreover,
(1) vs. (2) shows that the same, identically
stressed form may be assigned to different
schemata when repeated at a few seconds
interval by the same speaker. This confirms
the fact that the variation is truly inherent, and
cannot be explained away by the phonetic
environment, or at least by any regularly
recurring component of this environment.

How shall we reconcile such an extreme
phonetic variation with the regular phonemic
stress patterns that are part of the native
speaker's knowledge of his/her language?
(By this, we mean the native speaker's
perceptive ability to reconstruct discrete

patterns out of a continuous, relatively
chaotic sound input, as well as his/her
productive ability to embody these patterns
into an equally continuous, relatively chaotic
phonic output.) What interface may be
shared by two so widely divergent objects?
Before we try and answer this question, a
more detailed presentation of the phonemics
and phonetics of Kriyol is in order.

2. A PHONEMIC VIEW OF KRIYOL
STRESS.

Although we tested both lexical items and
phrases (NPs and sentences), only the
former are considered in this study. Stress
patterns in Kriyol are distributed according to
the lexical category of the item. The following
set of rules covers almost all cases:

(4)(a) Nouns and adjectives are
stressed on the ultimate syllable it it is heavy
(e.9. kacur 'dog'/ka‘cur/), on the penultimate
syllable otherwise (e.g.tabanka ‘village'
AMa’banka/, bonitu 'nice’ /bo'nitu/).

(b) Verbs are stressed on the final syllable
(e.g.rispundi 'to answer /rispundi'/, mistura
‘to mix'/mistura’/).

3. A PHONETIC VIEW.
As already indicated, three physical
parameters contribute to stress, viz. intensity
(db), pitch (hz), and duration (cs). None of
them in isolation is sufficient to account for
the location of stress in a given item. We
therefore decided to consider all three of
them simultaneously, which led us to the
mentioned observation that it is only in a
minority of cases that the maximal values on
each line fall down in a neat column
supporting the stressed syliable as in (1).
What we have in mind is a quasi-
autosegmental framework such as parameter
values supported by three autosegmental
tiers are anchored to a skeletal line made of
slots. Time synchronization of the different
tiers will ensure that asociation lines do not
cross. Actually, all the logically possible
mismatches are attested, resulting in 8
categories or schemata, {111], [110], [101],
[011], [100], [010], [001), and [000]. All
possibilities are thus realized, from maximal
contribution of all three parameters ({111]) to
apparently no contribution at ail ({000]).The
figure below gives the distribution of all
schemata.
(a) [111] 23.60% (b) [1XX] 66.29%

[110] 6.37% (c) [X1X] 42.70%

[101] 20.22% (d) [XX1] 59.93%

[o11} 7.12%

{100] 16.10%

[010] 5.62%

[001] 8.99%

[000] 11.99%
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4. PHONEMICS AND PHONETICS
COMPARED.

There is therefore no overail one-to-one
correlation between the phonetic facts and
the phonemic stress pattems. (Recall that our
schemata are tokens, whereas stress
patterns are types.) Actually, such a mismatch
is expected. Indeed, stress is a clear-cut
phenomenon that may be expressed as
discrete values, e.g. (for one-stress
languages) 1 and 0. Phonetic parameters, on
the other hand, are continuous scales that
vary in an unpredictable (if not
unaccountabie) fashion each time a particular
utterance occurs. It is standard practice to
dismiss this variation as non- linguistic by
considering it in the same way as pure
individual variation in loudness, highness,
and duration. We contend that, by so doing,
one denies oneself the opportunity of
showing that phonemics (what the speaker-
hearer knows) and phonetics (what s/he
eftectively produces or perceives) have
anything in common, as it seems obvious that
they should.

We assume, then, that both the phonemic
patterns and the phonetic facts are faithful
images of the phonological reality of the
lexical items, which means that one can start
from either one or from both, following a top-
bottom or bottom-top procedure, and
converge onto an interface. Note in passing
that such a procedure is the only one that is
really safe and fruitful with unknown or poorty
known languages, Kriyol being an instance of
the latter category. The problem is therefore
to find an integration principle for the
phonetic parameters allowing this interface of
a discrete and a continuous domain to stand.
Let us state our general hypothesis first. We
assume that stress as it patterns
phonemically represents the best possible
compromise of the actual values of the three
phonetic parameters. By ‘best possible
compromise’, we mean to say that those
actual values are computed each time they
are realized, resulting in a phonetic figure (in
the Gestalt sense of the term) that can be
matched against the stress pattern. This is
the integration mentioned above. The
matching is always approximate, sometimes
quite good, sometimes very bad, but it is an
integral part of stress as a phenomenon
which associates two types of prominence,
one cognitive and absolute, the other
physical and relative.

5. A PRACTICAL SOLUTION

The first step consists in normalizing the
parameter values, so that the difference
between the lower and the higher values is
maximized. Our procedure was to map the

indeterminate scale of real variation onto a
[0...1] scale, using the following formula:

(5) Normalization formula for the phonetic
parameters: Let P be a phonetic parameter, x
a real value of this parameter, and y a

normalized vaiue. x <epsilon> {a,...b}, where.

{a....b} is the set of the possible values of the
parameter, y <epsilon> {a’,...b’} where
{a',...0'} is the set of the normalized values of
the parameter. The general formula is then:
y=f(x)=a"+{x-b){(b™-a’)/(b-a)})

For each particular occurence of a lexical
itern, there is a maximal value of P x max and a
minimal value of P x min . As we chose {0,...1}
as the set of values for y, y max and y min
equal respectively 1 and 0. Given this, the
general formula rewrites as: y=f(x)=0+(x-
xmin){(1)/(xmax-xmin))

Data are not modified by the normalization,
which is no more than a quasi-optical means
of focussing on the regularity that is
embedded in the data. Let us apply this
formula to the examples in (1-3). The result is
given below (normalized values are on the
right):

(6) kansera (2nd occurence)

kan  sE ra
db 29 35 24 04510
hz 104 119 85 05510
cs 17 30 19 0 10.
(7) kansera (1st occurence)

kan  sE a
db 34 40 30 04010
hz 138 121 132 1006
cs 23 35 24 0100

(8) nobresa

no brE  sa
db 33 38 30 0371 0
hz 107 118 134 0 040 1
cs 17 18 21 0 0251

The problem is now to integrate the
normalized values in a way that gives us a
number series that is parallel to the stress
pattern. Two functions come to mind
immediately, the Product function and the
Sum function. Let us apply both to our
examples (the sum is renormalized by
dividing each number by the highest value in
order to obtain a [0...1} scale again):

(9) kan sE ra (2nd occurence)
P o 1 0

S 0.33 1 0.05

(10) kan sE ra (1st occurence)
P 0 0 0
S 07 1 0.36
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(11) no brE sa
P 0 0.1 1
S 0.18 082 1t

Both functions yield the right result in (9) with
a [111] item; only the sum function yields the
right result in (10), a [101] item; finally, no
function works in (11), a [100] item. The first
result is unsurprising and could not be
different. It is not so, however, with the two
other results, as shown by the following
tokens:

(12) lagartu ‘crocodile’
gAr tu

P 0 0.5 0.3

S 035 1 0.52

(13) bajudas ‘young girls'
ba das

P 0 06 0

S 0.7 1 0.38

In (12) and (13), both functions yield the
correct configuration. The only serious
departure is in (12) where a potential
secondary stress is assigned to the last
syllable, contrary to fact.

Actually, the difficulty lies in the significance
of the functions Product and Sum. Product
implies that a syliable that is lowest (i.e. = 0)
for at least one parameter cannot be stressed
(since n x 0 = 0). This is not true, as is
apparent in (10) where the second syllable of
kansera is stressed although it is lowest on
the hz line. Sum, on the other hand, implies
that stress results from the cumulation of the
parameter values. This again is not aiways the
case.

6. PROSPECTIVE SOLUTION.
Central in the present approach are the
notions of interface and of best compromise.
By interface, we mean some kind of device
for matching continuous phonetic reality with
discontinuous phonemic representations.
Here, we only tested two instances, viz.
Product and Sum. In fact, every possible
combinatory function ought to be tested, in
accordance with the idea that, given a set of
parameters A, B, C..., and values of these
parameters a, b, c...: Best compromise =
f(a*bc...).

From our data, it is also obvious that all
parameters do not contribute equally to the
tma] matching. Actually, we think that only by
assigning each parameter a specific weight,
sha}l we come closer to a modelization of the
notion of best compromise. Let X, Y, 2... be
the weights assigned to parameters A, B,
C..., our study has now to deal with two
different sets of unknowns: function and

relative weight, so that:" Best
compromise=f(ax, by, cz...). Given this, two
secondary assumptions can be sustained:
(a) Relative parameter weights and
combinatory function are fixed, i.e. language-
specific. This roughly corresponds to the
standard typological hypothesis that stress is
mainly linked to intensity, or pitch, or duration
depending on the language. '

{b) As our data seem to show, relative
parameter weight and combinatory function
have to be computed for each occurence.
This leads us to an interesting question:
What cognitive device(s) have to be assumed
in order to achieve such a computation?
Recent research has emphasized the idea
that cognitive problems are a special subset
of computational problems. It is therefore
appealing to use neuronal networks as a
modelizing tool for our problem. We will be
interested in seeing how such a network
auto-organizes to match the phonetic cues
with the stress position, and on what kind of
function it will settle. As a first step, we
designed a network including 24 input units
(i.e. 8 db, hz, and cs triplets, as 8 syllables is
the maximum length of our lexical items; with
shorter words, exceeding triplets are
clamped to 0). The output consists of 8 units.
For learning, we used the standard back-
propagation algorithm. It is worth noting that
the threshold function associated with units
can mirror the weight parameter mentioned
before. With only feed-forward connexions
and no hidden units, learning is completed
after only five exampies, and the network
outputs the correct answer in more than 70%
of unlearnt cases. Obviously, such a design
is too poor to efficiently cover the problem at
hand. We are currently running simulations
with constraint competition, thereby
considering triplets as non independent
figures, and having them interact to produce
the correct output. Two formal solutions are
conceivable. One is to set a row of fully
connected hidden units each of them
summing up a triplet. The other is to let the
inputs compete with each other by setting
lateral connexions. The latter solution is time
consuming. More complex connecting
patterns have to be tested before we can
claim a neuronal network is able to find the
kind of function we are looking for. The
results obtained so far, however, show that
this is indeed a promising line of research,
leading to a cognitive bridging of the
phonetic-phonemic gap.
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PROBLEMES DE SYLLABATION AUTOMATIQUE DU FRANCAIS

M. Klein et B. Laks
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ABSTRACT

In this paper we present the first step of a
research programm. Our purpose is to
evaluate and compare production systems
with connexionist machines. The research
focuses on phonic syllabation in relation
with the graphic parsing of isolated
French words. A first implementation of
phonic/graphic hyphenation is presented.

1. PROBLEMATIQUE DE LA
SYLLABE

On sait qu'il n'existe pas un indice
phonétique clair et parfaitement
individualisé de la discontinuité
syllabique. Alors que la plupart des
modeles phonologiques récents font, a
différent niveaux d'analyse, centralement
appel & une notion de découpe syllabique,
la phonétique propose quant 2 elle une
liste de parametres partiellement
redondants et partiellement
contradictoires, dont aucun pris isolément
ne livre cette discontinuité (degré
d'aperture, tension, courbe de sonorité,
chest pulse, implosion/explosion, etc.). 11
reste que si les locuteurs peuvent faire
montre d'une intuition de découpe
syllabique d'une part, et que si les
modeles d'explication phonologique
démontrent la pertinence de la syllabe
d'autre part, on peut se fixer pour objectif
d'expliciter, tant en production qu'en
réception, les liens entre indices
phonétiques de la syllabation et structures
phonologiques postulées. Les difficuliés
évoquées étant pour partie lies au
caractére continu du signal et 3 la
multiplicité d'indices contradictoires, les
modeles connexionnistes constituent, 2
priori, de bons candidats pour expliciter le
lien phonétique/phonologie s'agissant de
1a syllabe.

La mise en oeuvre de réseaux de neurones
formels pour supporter cette analyse ne
préjuge pas d'une modélisation de la
syllabation en termes de courbes
complexes ou en termes de frontiéres entre
constituants. En phonologie, ces deux
approches ont été proposées. On peut
ainsi contraster, par exemple, le modele a
segmentation de Selkirk (1982, 1984) et le
modele A courbes de Goldsmith (1990).
Les implémentations neuromimétiques
quant 2 elles peuvent produire aussi bien
une segmentation du signal (Elman 1990)
qu'une intégration du signal sous forme
de courbe (Goldsmith 1990). Le choix
d'une implémentation connexionniste ne
contraint donc pas le modele
phonologique, sous ce rapport au moins.
La question de la segmentation a
également un statut empirique. En effet, il
est non seulement nécessaire de rendre
compte de l'individualisation syllabique (2
l'aide de frontiéres ou de de zones
d'inflection dans des courbes) mais aussi
des phénomenes depuis longtemps relevés
d'ambisyllabicité et de multiplicité
d'analyse pour un mame mot. Soit, par
exemple, les syllabations différentes du
mot catastrophe :

(1) [ka-tas-tRof]
(2) [ka-ta-stRof] .
(3) [ka-tas-stRof] (ambisyllabicité du [s])

Les systémes 2 analyse unique et A coupe
sont confrontés ici 2 des difficultés de
traitement qui imposent un affaiblissement
de la notion de coupe et/ou de
discontinuité. Le concept de régle, central
dans toutes les analyses de type parsing,
doit étre reformulé en termes de régularités
incluant la possible existence de solutions
multiples et contradictoires.
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La reconnaissance de la notion syllabique
ne suffit pas a définir son statut. En effet,
aux analyses qui proposent une dérivabi-
lité intégrale de I'architecture syllabique et
qui postulent des algorithmes de syllaba-
tion (Anderson et Ewen 1987), on peut
opposer les analyses qui font de
I'architecture syllabique une partie. de
I'information lexicale et contestent ainsi
l'existence de tels algorithmes (Encrevé
1988, Kaye, Lowenstamm et Vergnaud
1988). Les réseaux connexionnistes peu-
vent sans doute apporter une réponse a ces
questions dans la mesure ou la notion de
dérivabilité y a un statut trés différent.
L'intégration dynamique de contraintes
contradictoires et la capacité des réseaux &
prendre en compte des phénoménes conti-
nus peut permettre de produire une ana-
lyse syllabique de la chaine en termes de
courbe ou de frontieres sans pour autant
postuler des algorithmes explicites de syl-
labation (Goldsmith 1990). Dans cette
perspective, il reste a expliciter la nature
de l'information sur laquelle les réseaux
travaillent : information strictement seg-
mentale et absence d'information sylla-
bique vs. information segmentale et in-
formation syllabique minimale. Le codage
initial sur la couche d'entrée incorpore né-
cessairement cette hypothese. Ces deux
conceptions du lexique sont toutes deux
compatibles avec une approche con-
nexionniste (approche tabula rasa de type
Elman 1990 vs. approche phylogénétique
de type Bienenstock 1990). Notre pro-
gramme de recherche vise en particulier &
tester ces deux hypothéses sur la syllaba-
tion des mots isolés en frangais.

2. METHODOLOGIE.

Avant méme de s'interroger sur la richesse
de I'information lexicale et du codage sub-
séquent, une premiere difficulté doit étre
levée : sur quel matériel doit s'effectuer la
modélisation : transcription orthogra-
phique ou phonémique, transcription pho-
nétique, signal? A 1'étape actuelle, une
modélisation connexionniste prenant
directement en entrée le signal digitalisé
pose des problémes pratiques et
théoriques importants (constitution et taille
des corpus, taille des fichiers de données,
algorithmes de traitement du signal et de
codage, etc.). Nous avons donc choisi,
dans un premier temps de partir d'une
transcription du signal.

Les transcriptions graphiques et phoné-
tiques présentent pour notre projet les in-
convénients de linéariser et de discrétiser
le signal, et de filtrer les indices phoné-
tiques dont on peut penser qu'ils consti-
tuent les bases de la syllabation. De plus,
la transcription phonétique incorpore des
décisions implicites de syllabation préju-
diciables a l'analyse. Soit, par exemple,
les transcriptions alternatives de lier :

@) [lje]
(5) llije]

La transcription graphique est un peu plus
neutre sous ce rapport. Elle offre d'autre
part l'avantage d'étre constituée sous
forme de corpus accessibles. Nous avons
donc choisi comme point de départ
d'appuyer nos modélisations sur un dic-
tionnaire orthographique informatisé
d'environ 90.000 formes. Deux lignes de
recherche sont poursuivies en paralléle. La
premiére, de type algorithmique, vise &
expliciter des regles et A les organiser sous
la forme d'un programme en C, la se-
conde vise 2 faire apprendre 2 un réseau
de neurones formels des régularités par
présentation des entrées et des sorties cor-
respondantes.

Deux niveaux d'analyse peuvent &tre dis-
tingués.

a. Formalisation, sur la graphie, de régles
de coupe phonique. Le sous-ensemble des
régles de coupe phonique inclus dans les
prescriptions de coupe graphique constitue
le point de départ. Ce module est pro-
gressivement enrichi par I'adjonction de
regles de coupe phonique.

b. Affaiblissement de la notion de régle et
introduction des analyses multiples pour
un mame mot. Traitement de
l'ambisyllabicité. Introduction des régu-
larités et des sous régularités.

La modélisation appuyée sur la graphie
n'est, on l'a dit, qu'un choix provisoire.
én effet, d&s qu'on se propose de traiter
des phénomeénes phonologiques com-
plexes mettant en jeu la continuité articula-
toire et/ou acoustique, les transcriptions
discontinues de type orthographique voire
phonétique/phonémique sont notoirement
insuffisantes. Dans une phase ultérieure, il
sera donc nécessaire de prendre en compte
directement le signal dans sa phase pro-
ductive et réceptive. Ceci impliquera, en
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retour des modifications considérables des
architectures connexionnistes utilisées.
L'architecture simple de réseaux a couches
'feed forward' de type PDP devra ainsi
atre abandonnée au profit d'architectures
plus complexes incorporant en particulier
des hypothéses cognitives sur l'intégration
et la production du signal, 2 la manigre de
ce qui a été proposé pour la vision (cf.
Bienenstock 1987). A ce niveau, la supé-
riorité de modeles aptes 2 traiter le continu
comme les neurones formels s'impose. 11
en est ainsi, par exemple, du traitement de
la syllabation dans des contextes de dié-
rése/synérese précédemment évoqués (cf.
(4) et (5)).

3. PRINCIPES DE
SYLLABATION

Comme nous I'avons dit, la modélisation
d'un systéme expert de coupe syllabique
et la comparaison avec les performances
d'un réseau de neurones formels, travail-
lant tout deux sur une transcription gra-
phique ne constitue que la premire étape
de notre projet de recherches. Ce sont les
résultats de cette premiére étape que nous
présentons 2 présent.

Au premier niveau, la syllabation est donc
assurée par un systéme expert qui incor-
pore les principes suivants.

a. Les digraphes sont insécables (exemple
: ph, th, rh, etc.). Les groupes graphiques
occlusive-liquide et fr/vr/fl/v] sont insé-
cables. Les géminées graphiques sont
donc considérées comme sécables mais
une régle tardive d'épellation assure leur
unicité et leur syllabation 2 I'attaque.

b. Au niveau graphique, toute coupe syl-
}atb;;que laisse apparaitre un noyau de syl-
abe.

¢. Les groupes CV ne sont jamais hétéro-
syllabiques. Ceci implémente ce qui a été
nommé "priorité 2 l'attaque”. La syllaba-
tion d'une ou plusieurs consonnes 2 la
coda est une conséquence de
l'impossibilité de les syllaber  Iattaque.
d. Les groupes CI1C2 sont hétérosylla-
biques ssi. ils ne forment pas un groupe
insécable (priorité A l'attaque minimale).

¢. Les groupes V1C2 sont hétérosylla-
biques sauf si C2 ne peut étre en position
d'attaque (cf. b).

f. Les groupes V1V2 sont hétérosylla-
biques si V1 et/ou V2 sont graphiquement
accentués, A l'exception des quelques
mots contenant certains groupes comme

€0, eil, o€, du groupe productif ai, et des
finales de mot Vle, Vles.

g. Sauf exceptions traitées au deuxiéme
niveau, notamment les trés productives
synéréses sur les groupes graphiques iV2,
ainsi que les groupes eau qui ne coupent
pas, les groupes V1V2 graphiquement
inaccentués sont homosyllabiques ssi. V2
est un i ou un u graphiques, autrement ils
sont hétérosyllabiques.

Au second niveau, les coupes prédites par
le systéme expert sont testées manuelle-
ment et, en particulier, les ambisyllabicités
et analyses multiples sont notées. On ob-
tient ainsi la base minimale des entrées
sorties fournies au réseau.

4. IMPLEMENTATIONS DES
RESEAUX

La premiere implémentation est réalisée a
l'aide d'un réseau a couches avec appren-
tissage par rétropropagation de type PDP
(limplémentation a été mise en oeuvre A
I'ENST par C. Huynh dans le cadre de
son mémoire de fin d'études). Sur la
couche d'entrée on code des caractéres. La
fenatre contextuelle étant une fenétre glis-
sante de 8 caractéres avec test de coupe en
position 3/4, et le nombre de caractéres
différents A prendre en compte étant de 43
(42 plus un symbole de fin de chaine), la
couche d'entrée comporte 344 unités. La
couche de sortie sur laquelle est codée la
possibilité d’'une coupe en position 3/4
comprend une seule cellule dont le niveau
d'activité est dans l'espace 0..1. Les ni-
veaux de sorties supérieurs ou égaux 2 0.5
sont considérés comme des réponses po-
sitives. L'optimum de résultat a ét€ atteint
avec une couche de 6 cellules cachées. La
connectivité est strictement 'feed forward'
sans inhibition bi-latérale.

L'apprentissage est réalisé sur un corpus
de 1000 mots tirés au hasard, et les tests
sont réalisés sur le dictionnaire complet de
90000 mots. Le corpus d'apprentissage
est présenté 30 fois, et au total la conver-
gence du réseau est atteinte aprés 45 mn
de calcul sur une station SUN 3. Avec un
corpus d'apprentissage au hasard, le
pourcentage d'erreurs est de I'ordre de
2%. Une analyse du clustering sur la
couche cachée fait apparadtre que ses 6
cellules se divisent en 3 cellules eAcita-
trices et 3 inhibitrices. Une des gellules
d

excitatrices se comporte comme un détec-
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teur typique de voyelles. On notera au
passage que y graphique est, selon les
cas, analysé comme voyelle et détecté par
cette cellule ou bien analysé comme con-
sonne. Le groupe des liquides est égale-
ment détecté par une cellule spécialisée,
mais il est de plus détecté, 2 un niveau
faible d'activité, par la cellule spécialisée
dans la détection des obstruantes. Enfin, il
apparait que les nasales et le h graphique
sont détectés par une combinaison parti-
culi2re des activités excitatrices et inhibi-
trices des cellules prenant en charge les
voyelles, les liquides et les vrais con-
sonnes. Une des cellules parait spécialisée
dans le traitement des groupes de voyelles
graphiques, spécialement lorsqu'une de
ces voyelles est accentuée.

L'analyse des erreurs et le caractére sys-
tématique et régulier d'un certain nombre
d'entre elles nous ont conduit A modifier le
protocole d'apprentissage. Le corpus
d'apprentissage de 1000 mots a ainsi été
divisé en 2 parties, les 500 premiers €étant
tirés au hasard, les 500 autres constituant
une représentation statistique approchée
des erreurs réalisées par le réseau dans un
apprentissage strictement au hasard. On
observe alors un comportement plus sys-
tématique et plus discret des cellules de la
couche cachée. Le pourcentage d'erreurs
est inférieur 2 1%, soit de l'ordre de 600
mots, dont 1/4 environ est constitué de
mots étrangers et 1/6 est constitué de
mots A combinaison de caractéres particu-
li¢rement rares (par exemple rhy, cz). Le
reste des erreurs est constitué par quelques
erreurs trés systématiques portant sur des
groupes lexicalement productifs de type
préfixe dés + racine 2 h inital.

Bien que l'architecture de ce réseau
n'incorpore aucune hypothése cognitive
ou phonologique sur la syllabation, on
remarque qu'il couvre remarquablement le
corpus des données avec un apprentissage
faible. Ceci laisse supposer d'une part
qu'une modification plus substantielle du
protocole d'apprentissage incorporant des
hypoth¢ses sur la morphologie et la
structure du lexique, d'autre part qu'une
modification de l'architecture interne du
réseau implémentant des hypothéses pho-
nologiquesdevraient accroitre encore les
performances.

Ces performances pourront étre compa-
rées a celles d'un réseau traitant directe-
ment le signal en production et/ou en ré-
ception et assurant son apprentissage non
seulement par une présentation simultanée
des entrées et des sorties mais également
par une réorganisation interne de type
phylogénétique. L'architecture interne
d'un tel type de réseau devra étre riche et
cognitivement pertinente. C'est dans cette
orientation que se poursuit le travail pré-
senté ici.
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A PROPOS DE “h” FINAL EN COREEN

J.-W.. Lee

U.F.R. Linguistique, Université Paris 7, France
.& Pusan.U.F.S. , Corée .

ABSTRACT ‘

In this paper | would like to argue for the
non-existence of an underlying /h/, in
final position in verbal roots which are
traditionaly represented, for example, as
“noh-"{to put) or “tah-" (to reach).
Instead, | will propose a different
syllable structure for these root forms,
justified by an analysis based on the
*“transsyllabic government” proposed by
Kaye, Lowenstamm and
Vergnaud([2],1985).

1. INTRODUCTION

Est-ce qu'il existe vraiment un "h" en
finale de morphéme en coréen? Parmi
les huit catégories grammaticales du
coréen, on ne trouve de morphémes
considérés comme se terminant par "h",
soit dans la graphie (&), soit dans des
explications phonologiques, que dans les
catégories “verbe" et “adjectif
predicatif". |l faut remarquer que les
études phonologiques sur le "h” final en
coréen se sont fondées en fait sur la
graphie. Dans les études [1,3,4,5,), on
fait une opposition entre, par exemple,
/noh-/ ‘poser' et /po-/ ‘voir' en
postulant un /h/ sous-jacent en finale du
morphéme ‘poser’. Pourquoi postule-t-
on un /h/ abstrait qui n'apparait jamais
seul phonétiquement sinon sous forme de
I' aspiration d'une géminée? Il y a une
différence entre ces deux racines car on
obtient [nottha] et [poda]
respectivement, si on ajoute le suffixe
infinitif /-ta/ au radical qui ont la méme
terminaison phonétique [o-]. Je vais
montrer que cette différence ne vient pas
de la présence d'un /l/ abstrait mais du
résuitat d'un processus phonologique
différent d0 a la structure syllabique
différente des deux racines.

2. STRUCTURE SYLLABIQUE

Je propose une structure bisyllabique
pour /no-/ et une monosyliabique pour
/po-/, qui sont deux morphémes
phonétiquement monosyllabiques, et cette
différence doit &tre marquée
lexicalement: .

(l}a. /no-/ racine de ‘'poser' aura une
forme A N A N

[ I I I
X X X X

b. /po-/ racine de 'voir' aura une forme
A N.

| !
X X

Traditionnellement, dans les formes
derivées '/radical/l + /-ta/, on obtenait
[th] par une métathése de ‘h+t', mais
dans mon analyse, [th] résuite d'une
insertion de I'¢lément ¢° - qui a comme
trait [+continu], en fusion dans le
deuxiéme segment d'une suite de
-C°Ce-' qui est le résultat d'une
propagation dans un domaine de
gouvernement transsyllabique.

(2)a. Gouvernement transsyllabique
entre deux positions d'attaque[2]:
-directionalite de droite & gauche
-téte & droite: AN+AN

I

X <-X
b. Insertion de ¢° en fusion:si A1 + A2,
-
X X
®
~
Co

insérer ¢° au segment qui
est A2 : “C1C1" -> '-CiCh1-,
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Ceci dit, cette insertion est die ala
nécessité d'avoir le deuxieme segment
d'une suite '-C°+C°-', aspiré. ou ‘tendu,
ayant donc une représentation interne
plus complexe selon les régles de
distribution phonétique du coréen. A titre
de référence, je rappelle ci-dessous, la
représentation interne des §egments
consonantiques obstruents qui spnt en
opposition par leur complexité interne
en éléments et par leur charme.

(3) les obstruentes:(il faut y ajouter les
sonantes pour completer toute la
representation interne des consonnes)

a. neutres: X X X )(| )l( )(|
' Pl
?oRoRo Rovo ¢O
e
U°¢°?° ?o?o
|
IO

poso to c°k0h°

b.aspirées X X )(I )|(
I

?° RORV
(T
Ue o
| (I
o° 9710 ¢°

[

(]
ph thchkh

c.tendues XX XXX
P
?7°R°R°R° v°
L
Uo¢°?°?°?°
bLbnd
H*H"H 1P W°
|
H-
ps tc Kk

Nous allons maintenant passer & l'analyse

. phonologigue en examinant des formes

infinitives obtenues, en ajoutant le

suffixe /-ta/ au radical verbal.

(4)a. /no-/ + /-ta/ ->[nottha}
b/po-/ + /-ta/ ->[poda]

a./no-/ + /-ta/ vs. b./po-/ + /-ta/

ANAN + AN AN + AN
RN || N i1
XXXX XX XX XX
PSS el
no Rea po ta

1

T

o
[ nottha ]

(poda]

En a, il y a d'abord propagation de /V au
point squelettique de l'attaque vide en
créant un domaine de gouvernement qui
va ensuite déclencher linsertion de . En
b, il 'y a pas de processus phonologique
de ce type (autre que le voisement de la
consonne neutre expliqué par ailleurs).

3. DEMONSTRATIONS ET ANALYSES

On peut assurer que la deuxiéme

consonne doit étre plus complexe dans

une suite de deux obstruentes neutres

.C*4+C°2-', si on se souvient gu'en

coréen, il y a un phénomene phonologique

dit de ‘tensification’ qui transforme C°2

en tendue.

3.1. Aspirée vs. tendue

Comparons l'analyse des deux exemples ,

suivants:

(5) a/no-/ + I-ta/ -> [nottha)
b./cap-/ + /-tal -> [capt'a].

En b, a la différence de a, & la place

dlinsertion de ¢°, il y a insertion de H

qui est die, également a la nécessité du

gouvernement transsyllabique:

a /no-/ +/-taivs.b. /cap-/ + [-ta/

ANAN+A N ANAN + AN
Pril il BARE
XXXX XX XXXX X X
11 Il ||
no Rea ca? R°a
| | |
?o Uo ?o
4 0
$° H”
[nottha] {capt'a]

Mais cette fois-ci, /t/ du suffixe a .déja
un segment concret & sa gauche, et il est
obligé de prendre le degré le plus fqn
(les tendues, par leur charme néga}nf)
pour pouvoir gouverner /p/ de la racine
verbale 'prendre’[6,7].
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(6) Insertion de I'élément H-:
si AN+ AN, C2->C

! I
X X

I I
C1 Ce2

3.2, /no-/, 'bisyllabe' ?

Maintenant, indépendamment de [tth],
nous allons voir s'il y a une bonne raison
pour postuler une structure bisyllabique
pour la racine /no-/ qui était
traditionnellement représentée avec un
/M sous-jacent en fin de morphéme. En
effet il y en a une, le phénoméne de
gémination nasale: quand on associe le
suffixe de participe présent /-nin/ aux
racines /no-/ et /po-/, le résultat
phonétique nous montre bien que la
premiere doit étre considérée comme
ayant deux syllabes sous-jacentes.
Comparons les deux exemples suivants:

(7} a/no-/ + /-nin/ -> [nonnin]
b./po-/ + /-nin/ -> [ponin]
ANAN+A NAN AN + ANAN
R RN
X XXX X X XX XX  XXXX
N P [ 11
no nin po nin
[nonnin] [ponin}

En a, il y a propagation du segment /r/
la position vide ce qui provoque une
geémination de /n/, mais en b, il ne se
passe rien. Si on postule un /h/ sous-
jacent dans le radical de /no-/, on est
oblige d'introduire une regle d'élision
dans ce contexte. Comparons encore pour
Constater que nous n‘aurons plus besoin
de cette régle méme si on associe un
suffixe qui commence par une voyelle:

(8) +/-ara/(suffixe imperatif).
a. /no-/ + /-ara/ -> [noara]
b. /po-/ + /-ara/ -> [poara]

a./no-/ + /-aral vs. b. /po-/ + [-ara/

ANAN+ANAN AN  +ANAN

AR RNEN | | AN

XXXX XXXX XX XXXX

| e 1 Il

no ara po ara
[ noara ) [ poara}

Dans ce cas, nous avons une différence
phonologique des deux formes abstraites
mais la représentation phonétique est la
méme.

3. 3. Cas des suffixes commengant par
/ht.

3.3.1. Pour un “suffixe” commencant
par /h/ (seule position d'occurrence du
segment) tel que /-ha-ta/(‘faire’), si le
dernier segment du morphéme précédent
est une voyelle, /h/ se maintient et se
comporte donc, comme une consonne
ordinaire, mais si le dernier segment est
une consonne, il y a gémination de la
consonne et fusion de 'h', provoquant
I'apparition d'une géminee aspirée.

(9) + /hata/(verbe auxiliaire'faire’)
a. /kocu/(’domicile':nom) + /hata/ ->
[kocuhada] ('vivre')
b./henpok/(‘bonheur:nom) + /hata/->
[henpokkhada)('étre heureux').

a./kacu/+/hata/ | b./hegpok/+/hata/
ANAN+ANANANANANAN+ANAN
PEE b rrerrerr v
XXXX X XXHAXXXXXXXX XXXX
PR Tt %111
kocu hatahep pove ¢°% ta
L J
[kocuhada] [henbokkhada]
En a, /h/, qui a une existence
phonologique, se maintient phoné-
tiquement, mais en b, /l/ se trouve dans
un domaine de gouvernement
transsyllabique et comme il ne peut
gouverner un segment plus complexe, il
céde la position de gouverneur a /k/ ce
qui produit une géminée aspirée.

3.3.2. Dans le cas du suffixe causatif ou
passif, la distribution complémentaire
observée dans les études classiques
montre que I'on n'a besoin que d'une seule
forme sous-jacente A lattaque vide /-V,
et que les formes allomorphiques {-hi, -
ri, -ki, -i] relevées dépendent du
contexte et mon explication par le

gouvernement transsyllabique les
justifie bien.
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4 . CONCLUSION

En coréen, les consonnes ne se
manifestent vraiment qu'en positipn
initiale, ou plus exactement, en posil[on
d'attaque (on y trouve les trois séries
d'obstruentes, les sonantes et ‘h’). Un
phénomene phonologique capital du
coréen est de constamment réorganiser la
structure syllabique pour avoir des

. séquences réinterprétées en suites de

syllabes ouvertes: A&N + A&N + A&N,
etc., ce qui m'ammane & poser l'existence
de syllabes sous-jacentes vides. Mon
interprétation de 'h' va dans ce sens et un
/h/ non-initial n'existe pas: l'aspiration
transsyllabique est le résultat d'un type
de processus phonologiques que la théorie
de KLV[2] appelle: "gouvernement
transsyllabique”.
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UNDERSPECIFICATION AND PHONOLOGICAL ASSIGNMENT OF PHONETIC
STRINGS: THE CASE OF CLASSICAL MANDAIC [qen:a:] !NEST!'
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Malone

Barnard College and Columbia University

ABSTRACT
The Classical Mandaic(CM)
coinage of the verb [q¥na:]
*to build a nest' on the
basis of the phonologically
isolated noun {qen:a:]
‘nest' poses a puzzle for
linear phonology by
implying that the underly-
ing representation of the
noun was taken to be mark~
ed /qen”aa/ rather than un-
marked /qennaa/. However
when the situation is re-
analyrzed in terms of non-
linear underspecificational
phonology the puzzle vanish~
es,the nonlinear counter-
part of /qenZaa/ tuirning
out to be unmarked after all.

In [{7] Sanford Schane pro-
rosed that a phonetic form
which is indeterminate with
respect to its phonological
structure be automatically
provided with whatever pho=-
nological structure might
be determined by universal
theory to be least marked
for the phonetic string in
question.In [4] I adduced

a prima facle counterexam-
ple from CM, which I will
briefly review here.

The CM noun [qenta:]'nest!?
had become lexically isola-
ted and hence phonologically
opaque.Though its original
phonology bhad been :
‘/qennaa/,synchronically it
might just as legitimately
derive from etther/qen’aa/

or /qe’naa/ by assimilation
of /?/ to /n/.In accordance
with Schane's hypothesis,

[cen:a:] should certainly re-
affiliate with its original
phonological representation
as [fqennaa/, /nn/ being pat-
ently a less marked origin of
}n:} universally than either
n?/ or /7?n/.But in fact the
Mandeans' subsequent coinage
of a verb tto build a nest!
on the basis of [qen:a:]
clearly revealed that /n?/
was the underlying solution;
see (4] for justification.

QED~=0or so I thought in
1¢70.However, the advent of
autosegmental,syllabic,and
underspecificational phono-
logy(cf.specifically for this
study [1,2,3,5,6])has led to
a complete revaluation,as I
shall now show.

Teking off from the observe-
ation that /?/ was merely an
SPE-vintage abstrect segment
(though historically the re-
flex of a true phonetic lar-
yngeal(*[?])or pharyngeal
(*{€1)),and should rather be
replaced synchbronically by a
featurally unspecified melo-
dic unit (/p/),let us start
with the derivation in (1).

First,melodies associate
to whatever skeletal posi-
tions are syllabically mark-
ed.Archangeli's approach[1]
allows marking of syllable
heads,indicated in Elaj by
a vertical line over an X;
and also of positions in the
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domain of a syllable head,in-
dicated by a slant line over
an X.Hence the melody e as-
sociates to the simple nucle~
us X while a associates to
the complex nucleus XX. These
assoclations are given in the
step (1a) to (1b),making for
the short & of the stem and
the long a of the suffix.
Next,remaining melodic seg-
ments are associated with
syllabically unspecified po-

sitions in the step(lb)to(lec).

Then remaining syllabic
specifications are provided
in moving from(lc)to(1d).

This is guided in pert by uni-

versal regularities,and in
part by language-specific
petterns. Thus for CM,assign-
ment o4 Onset (0) to the X
associated with is not ham=
pered by the featural vacuity
of the latter,since Mandaic-
impossible syllables would
result from any other assign-
ment,The ¥ in question cannot
be associated leftward,since
Coda (C) adjuncts are admit-
ted only under quite restric-
ted circumstances.Neither can
the X associate rightward,
since three-mora Nuclei (N)
are strictly disallowed.

Finally,an anchoring conven-
tion dictates that an unspe-~
cified melody reassociate
from its skeletal position to
wvhatever adjacent melody the
syllabic assignments will to-
lerate:to the lefthand melody
in this case,only n but not
also (righthand) a comprising
a possible Unset. !

The derivation in (2),cor-
responding to the historical
/qennaa/ analysis,falls out
even more simply,since there
are no unspecified melodies.
Beyond that,the only notable
difference from (1) is in
step (b) to (c),where the
melody h spreads to two
tandem X's.

However ,when we attempt to
apply this treatment to a

form with a second-rndical f,
in(3),en apparent difficulty
emerges ,since the phonotactics
of the language will allow the
b to assume either Codal va-
lue,in(3d) ,or Nucleic value,
in(3d'),with the consequence
of predicting alongside cor-
rect [qen:a:],in(3e),also
incorrect $[qi:na:]in(3e?)--
[t:]instead of([e:]following
by & rule of raising.

But this is not a difficulty
per se.Though not considered
in [4),this is a potentially
correct result,one brought
out virtually automatically
under the joint autosegmental-
underspecificational assump-
tions adopted here.Though
lexical "freezing"forestalls
pervasive free variation,the
overall reflexes of nouns of
this stem shape with original
2/ %2 or *S are pretty much
split between resolutions
1ike [qen:a:], and those like
the unattested alternant
${ai:na:].

We are now ready to consider
bhow .the paradigmatically
isolated noun [qen:a:]'nest!
might "choose"among the likes
of (1,2,3)upon the occasion
of the Mandeans' fielding 2
new paradigm to the tune of
a denominal verb 'to build a
nest!.Which of these,(la)or
(2a)or(3a) ,might provide the
best suited underlying re-
presentation,all else being
equal?

It seems to me that (la)
does, for three reasons:
{1)})Both (1a)and(3a)should be
favored over (2a)because
each of the former contain
three-radical roots,which
all hands down represent the
unmarked state of affairs in
CM and 211 other Semitic
languages.Thus the root in
(1a) is Jqnp and that in (3a)
is fhﬁn. So~-called geminate
roots,on the other hand, are
normally analyzed as
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biradical autosegmentally

see e.g.[5,6]). Thus the
root in (2a) would be the
two-radical fqn.

Two factors give the edge
to (1a) over (3a):

{11} rirst of all, (3a),as
we have seen, allows
vacillation in phonetic
stem-shape, between a
long-consonant resolution
like [gen:a:] and a
long-vowel resolution like
$loi:na:]. (12), on the
other hand, provides
unambiguous stem-stability,

in terms of just long-
" consonantal [qen:a:],
{III} Finally, the verb
actually coined on the basis
of (la) turns out to be
appreciably closer to the
unmarked (strong verb) canon
[c3cac]. Thus [a%na:], the
actual verb 'to build a
nest', is phonetically
closer to a strong verb
like [15Ya§] 'to take!
than would either ![qan],
corresponding to (2), or
Q[qa:n], corresponding to

(3).

Thus there need be nothing
at all maverick about the
restructuring of [qen:a:]
as phonological /qenbaa/.
On the contrary, if the
analysis just pronosed is
approximestely correct, it
instantiates one of the
most mundane of all
analogical change types:
assimilation to the least
marked -available modele-
wmuch like Schane [7]
Proposed way back in 1968
after all,
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LOW LEVEL PHONETIC IMPLEMENTATION RULES:
EVIDENCE FROM SINDHI

Paroo Nihalani

National University of Singapore

Abstract. The traditional notions of
segmental phonetic representation and
rule systems formulated in terms of
discrete operations have paid little
attention to the processes of “phonetic
implementation” as opposed to
“physiological implementaion”. This
paper argues that some details of speech,
such as timing and cordination of
articulatory gestures, have language-
specific conditioning, and therefore
should fall within the sope of phonology.
Evidence will be provided from
implosives in Sindhi and other languages
in support of the premise, and the status
of low level phonetic implementational
phenomena in phonological theory will be
discussed.

1. INTRODUCTION

Chomsky & Halle (1968) and
Goldsmith (1980) characterize sound
contrasts on the phonological level in
terms of binary feature values. They
consider each feature to be both a
component at the phonological level and a
single physical scale. Recently,
Ladefoged (1981) and Lindau and
Lad;foged (1983) have shown that
relating a feature to a single physical scale
often constitutes an oversimplified view
of featugc correlates.

ounds of one language ma
differ from those of anothergbefause o);
the phonetic value of the segments along
the same continuum. To take an
example, the linguistic specification that
dlstlr}guishcs between [p] and [b] in
Engl}sh is that they are [-voice] and
[+voxcq] respectively. The articulatory
instruction that accompanies the feature
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[+voice] is “vibrate the vocal folds”. In
order to implement this instruction, a
number of articulatory instructions have
to be performed, such as keeping the
vocal folds sufficiently lax, reducing the
distance between the vocal folds, keeping
the airflow through the glottis powerful
enough to cause vibration, and
maintaining the difference between the
subglottal and supraglottal air pressure by
lowering the larynx, allowing air to
escape through a small velic opening,
and/or expanding the walls of the
phyarnx. “Vibrate the vocal folds”,
however, is the primary instruction that is
associated with the linguistic feature
[+voice], and the rest of the articulatory
gestures are ways of implementing this
instruction. Speakers of different
language backgrounds choose different
combinations of parameters for the
implementation of voicing in stops. The
phonetic implementation of these
differences is as much important as those
in the sound patterns. In order to illustrate
thls point, I will discuss some phonetic
differences between implosives in Sindhi
and few other languages.

Implosives have been traditionally
characterized as glottalic ingressive
sounds produced by lowering the
vibrating glottis (Catford, 1939; Pike,
1943). Lindau (1984, p. 152) notes that
Hausa implosives are produced with
aperiodic, inefficiently closing vocal cord
vibrations and that there is considerable
speaker to speaker variation between
implosives in languages, and that
languages may differ in the way that they
maintain distinction between implosives
and the corresponding plosives.
Ladcc_)fged (1964, p.6) noted that his
Igbo implosives only produced negative

pressures 8% of the time. Ladefoged
(1971, pp. 25-26) therefore observes:
Although these sounds may be called
implosives, in ordinary conversational
utterances air seldom flows into the
mouth when the stop closure is released.”

In this connection, Painter (1978,
p. 254) observes: ! Despite Ladefoged’s
caveat (1964, p.6) that his Igbo
implosives only produced negative
pressures 8% of the time... my
physiological data for Ga, Sindhi and
Yoruba show negative pressures most of
the time.” More recently, Nihalani
(1986) has shown that there exist natural
languages like Sindhi (spoken in India
and Pakistan) and Kalabari (spoken in
Nigeria) in which implosives do involve
an ingressive air flow in addition to the
downward displacement of the vibrating
glottis. The quantitative measurements of
the air flow dynamics run counter to
Ladefoged’s assumption that there are no
real implosives.

Ladefoged (p. ¢.) has commented
that Nihalani’s findings are based on his
own speech (one single speaker), and that
the aerodynamic data are collected from
citation forms. Ladefoged has valid
criticism in that we should always use
large enough sample to base our
generalizations. It is obviously crucial to
any study of this sort to have as many
speakers as practicable, in order to
increase the possibility of making
meaningful language-specific
generalisations.

The purpose of this study was to
expand the data on pressure-flow
dynamics from much larger number of
informants in order to explore
aerodynamic characteristics of implosives
in Sindhi and also to determine whether
these articulatory strategies are consistent
within a language or vary only according
to speaker-specific idiosyncracies.

2. TEST MATERIALS

Data on the intraoral pressure and
oral air flow were collected from 3
speakers (1 male and 2 females, based in
Los Angeles). A minimal pair
representing the bilabial implosive sound
positioned syllable-initially was selected.
The language informants were requested

to utter words in a carrier phrase: “hi:
Al

3. INSTRUMENTATION

The language informant speaks
into a specially constructed mouthpiece
pressed against the face, which takes the
oral air flow through calibrated resistance
so that a pressure transducer provides a
signal that is directly proportional to the
rate of air flow. If one can find a
language informant who is willing to
tolerate a nasal catheter, then it is possible
to record the pressure build up behind
stop closures anywhere in the vocal tract.
Alternatively, a simple way of obtaining
supraglottal air pressure and air flow data
on just bilabial sounds was used by
inserting a small tube between the lips.

All these parameters were
digitized along with the audio signal from
a microphone at the rate of 11000
samples/sec. Figure 1 is an example of
the aerodynamic data recorded in the
Phonetics Lab, UCLA. The top channel
records the audio-signal, the middle
channel represents oral air flow and the
bottom channel represents intraoral air
pressure.

4. RESULTS

Figure 1 gives the aerodynamic
record of the word [Baru] ‘child’.  The
closure phase in the articulation of the
implosive sound is characterized by a
straight line Q-C (channel 2) indicating
absence of air flow in either direction
through the mouth. The large periodic
fluctuations in the delimited segment R-S
on the the pressure tracing (channel 3)
reflect the vibrations of the vocal cords.
A mid-line was drawn through these
ripples by hand. The maximum pressure
was measured on the mid-line. The
measurements of the Psupra were made at
the point of release of closure. Table 1
presents the Peak Psupra values of the
syllable-initial implosives/explosives.

Table 1. Peak Measurements of
Supraglottal air pressure in cm H20.
b 6  Difference

HW 75 -2 5
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S§S 635 -5 1.5

In the production of the implosive
[B], the vocal folds are brought together
before the larynx is lowered. Vocal folds
remain fairly tightly together throughout
the articulation so that air will not pass
through the glottis in such large volume
as to destroy the negative pressure
necessary for an implosive. Lowering of
the larynx obviously enlarges the
supraglottal cavity behind the oral closure
which results in generating negative
pressure inside the mouth. Since the
larynx lowers only after the vocal folds
are constricted, the lips brought together
and velopharyngeal port closed, the
rarefaction process in the expanding
supraglottal cavities is not affected so
much so that the air is sucked in when the
outer closure is released. These results
are typical of other female speaker as
well.

Another interesting feature was
noted consistently in the speech of both
speakers. Implosives are produced with a
relatively short closure duration. Table 2
presents the duration of voicing in both
‘implosives’ and ‘explosives.

Table 2. Duration of voicing in ms.

b B Difference
HwW 14 10 4
SS 12.5 9 35

Note that the voicing of implosives
ranges between 70% to 72% of the
corresponding explosives.

The third speaker, however,
produced implosives with a voiceless
beginning of the closure. The closure
displays highly aperiodic vibration,
whereas the voiced plosive [b] in the
speech of the third speaker has periodic
voicing vibrations during the closure
phase.  So the voicelessness or
aperiodicity in the case of third speaker
may serve to keep the implosives apart
from the voiced plosive. However, the
spectrograms made from the independent
recording of the same speaker clearly
indicate presence of vocal fold activity
throughout the period of closure in the
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articulation of implosives. I don’t know
how to resolve this anomaly.

5. DISCUSSION

The aerodynamic records show in
the case of 2 out of 3 speakers that the
movement of the larynx occurs while the
vocal cords are vibrating. This
downward movement of the vibrating
glottis enlarges the supraglottal cavity
behind the closure. These vibrations are
maintained by a small amount of lung air
which is not of sufficient volume to
destroy the partial vacuum caused by the
downward laryngeal movement and thus
prevent the occurrence of suctio-
pressure. The negative pressure rangii 2
between -2 cmH20 to -5 ¢cmH20 was
generated in the mouth. On separation of
the articulators, the airflow was found to
be ingressive. Thus the quantitative
measurements, on the whole, confirm the
results reported earlier by Nihalani
(1986).

6. THEORETICAL ISSUES

The preceding discussion makes it
clear that Sindhi implosives show
negative pressure most of the time in
contrast to the implosives observed by
Ladefoged in which negative pressure
was produced only 8% of the time. The
first question that comes up is: Should
the linguistic characterization of
implosives be based on negative
pressure/suction, with the greater degree
of downward displacement of the larynx
being a physiological consequence of the
need to maintain the pressure difference
for suction, OR should the linguistic
characterization specify (as Ladefoged
implies) the greater displacement of the
larynx?

Suppose we took the position that
the linguistic instruction that is assoicated
with the production of implosives is
“lower the larynx”. Voiced explosives
and the implosives would then be
linguistically distinguished from each
other in that the instruction to lower the
larynx is implementational in the former
(the larynx is lowered in order to keep the
vocal folds vibrating), while it is
phonological in the latter. This
distinction in the phonological function of

the articulatory gesture of ’larynx
lowering’ is parallel to that of ‘velum
lowering’. In the production of nasal
sounds, the instruction to lower the
velum is phonological in that it is
assoicated with the feature [+nasal],
while in the production of voiced plosives
in Sindhi the lowering of the velum is
only a means of implementing the
vibration of the vocal folds (Nihalani
1975).

The distinction between the
implosives in Hausa, on the one hand,
and Sindhi, on the other, in “not having”
and “having” ingressive airflow would
then be a difference in the implementation
of the instruction to lower the larynx. In
Hausa, the oral closure is released only
when the supraglottal air pressure is
neutralized with the ambient pressure,
while in Sindhi the oral closure is
released when the supraglottal air
pressure is less than that of the
atmospheric pressure. As a result, there
is an ingressive airflow in Sindhi but not
in Hausa.

An alternative would be to hold
that the relevant phonological feature of
implosives is [+suction], which is
associated with the instruction “create an
ingressive air flow”. The lowering of the
larynx would then be a procedure for the
implementation of this instruction. That
this instruction is not actually realized in
languages like Hausa would then be
analogous to the fact that the phonological
instruction to vibrate the vocal folds fails
to apply prepausally and postpausally
during the closure period of voiced stops
in languages like English.

An interesting theoretical issue
that arises from the study of implosives in
Sindhi is the status of implementation
phenomena in phonological theory.
There has been a growing body of
literature in phonetics and phonology
during recent years arguing that some
details of speech, such as timing and
coordination of articulatory gestures,
have language-specific conditioning, and
theorefore they fall within the scope of
phonology (Ladefoged, 1980,1985;
Liberman,1983; Port, Al-Ani and Maeda,
1980; Port and Mitleb, 1983; Mohanan,
1986; Cohn, 1990; Huffman, 1990).

These processes of “phonetic
implementation” as opposed to
“physiological implementation” pose a
challenge to the traditional notions of
segmental phonetic representation and
rule systems formulated in terms of
discrete operations, and are therefore or
profound interest.

Until recently, a widely accepted
view, following Chomsky & Halle was
that phonetic implementation was
universal and this was discussed
explicitly in terms of coarticulation.
Phonetic implementation or the physical
realization of the abstract patterns
represented by the phonology was
assumed to be mechanical. As a
consequence, a phonological output was
assumed to have a unique physical
realization. It was also assumed that
phonetic differences occurred cross-
linguistically. Within this framework, the
distinction between phonetics and
phonology appeared clear-cut. Phonology
involved language-specific rules, whereas
phonetics was the universal mechanical
realization of the phonology. Since the
mapping was thought to be universal,
little attention was paid to the phonetic
implementation of phonological
representation from a linguistic point of
view. However, the more phoneticians
looked for cross-language phonetic
generalisations, the more exceptions they
found to possible universal phonetic
generalisations. Many phonetic
processess that were assumed to be
mechanical and to follow automatically
from physiological factors, on clearer
examination, turned out to demonstrate
significant differences between
languages. Differences of each language
therefore will have to be described in
terms of language-specific low level rules
of “phonetic implementation”, and these
must form part of the phonological
description of natural languages. Thus an
understanding of the mapping processes
from discrete, categorial and timelesss
phonological units to continuous
articulatory and acoustic quantitative
physical manifestations is a real central
issue in the general understanding of
phonology, and is the important goal of
linguistic phonetics.
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EVIDENCE FOR FINAL DEVOICING INGERMAN?
ANEXPERIMENTAL INVESTIGATION

H.G.Piroth,L.Schiefer,P.M.Janker and B. Johne

Institut fiir Phonetik uad Sprachliche Kommunikation
der Universitit Miinchen, Gormany

ABSTRACT

This investigation deals with the question
of whether morpheme- and word-final
devoicing in German is a case of com-
plete or partial neutralization. Dura-
tional parameters measured from system-
atically varied utterances of two South
German speakers lead to the suggestion
that concerning vowel, occlusion and re-
lease durations, final devoicing is incom-
plete in some morphosyntactic positions.

1. INTRODUCTION

Final devoicing ("Auslautverhirtung”) is
one of the standard cases for the neutra-
lization of a phonological contrast [7].
During the last ten years investigations
were undertaken to show that neutraliza-
tion of voicing in German final obstruents
is incomplete [3]. In subsequent experi-
ments O'Dell&Port (4] and Port&0O'Dell
[6) reported that in words with under-
lying voiced stops the duration of the
preceeding vowel is significantly longer,
that ‘voicing into closure’ is also longer
on average, whereas occlusion and aspira~
tion are shorter in this case. Since their
results were gained in a reading task
Fourakis&lIverson {2] claimed that the
incompleteness of neutralization mea-
sured might be due to hypercorrection in
reading. Therefore they performed an
oral word conjugation test instead that
gave no hint in favour of an incomplete
final devoicing. Charles-Luce [1] draw
attention to the question of whether
neutralization might depend on the posi-
tion and context of the affectable word-
final obstruent in the sentence frame.
Although his results were not systematic,
in some cases of significant differences
between underlying voiced and voiceless
alveolars, position and context effects
could be detected. Port&Crawford (5]

discuss the effect of speaking styles and
task conditions to approach the question
of whether incomplete neutralization is
artificial (e.g. orthographically induced)
or not. In their production experiment
they presented three words affectable
by neutralization and their counterparts
under different conditions (the words dis-
guised in sentences, the words directly
contrasted in sentences, and the words in
isolation randomly presented). Their re-
sults suggest a voiced/voiceless contrast
in the neutralization position when the
crucial word pairs were directly con-
trasted in single sentences. The contrast
they found for the isolated words in our
opinion seems to be due to the fact that
the word list was so small that Ss could
gain evidence of the experimental pur-
pose.

Considering as important the point
brought into the discussion by Charles-
Luce [1] we looked for a test design that
is (i) suitable to vary German stops sup-
foued to be affected by final devoicing
FD) systematically over the relevant
contexts and {ii) complex enough to hin-
der the Ss from recognizing the experi-
ment’s objective.

2, TEST MATERIAL AND DESIGN

To meet both requirements in the exami-
nation of the range of neutralization in
German stops words were chosen that
allow the influence of final devoicing to
be tested in five different positions: The
final position representing the standard
case for final devoicing (FD), subdivided
into (1) the utterance- final and (2) the
word but not utterance- final position,
the morpheme- final but not word- final
position in compounds, subdivided into (3)
morpheme~ final position with voiced and
(4) with voiceless continuation. The inter-

138

vocalic position (5) was added as control
context which should not be affected by
neuiralization.
Therefore, words were selected which
can be arranged in pairs fullfilling the
FD condition in their rhymes and can
easily be used to build compounds with
voiced and voiceless continuation as well
as word forms with the FD- affectable
consonant in the intervocalic control
ition. Each place of articulation
labial, alveolar, velar) is represented by
three word pairs with at least two dif-
ferent nuclei, one containing vowel+/1/
before the stop. All word forms are
shown in Tab. 1.

Table 1: Word Material

Words are arranged according to place

of articulation and position of the stop:
1,2) utterance- or word-final,

3; morpheme-final in voiced context,

4) morpheme-final in voiceless context,

5) intervocalic position

(1.2) () () (s)
labial

Bub Biiblein  Biilbchen Buben
Hup Huplaut Hupverbot hupen

Hieb Hiebwaffe hiebfest hieben
Piep Piepmatz piepsen  piepen

Kalb Kilblein Kilbchen kalben
Alp Alpweide Alphorn Alpen

alveolar
Rad Radlager Radfahrer Rider
Rat  ratlos Ratschiag Rates

Ried Riedweg Riedkanal Riedes

miet Mietwagen Miet- Miete
vertrag
Wald Wald- Waldvogel Waldes
lichtung
alt Altmetall Altfldte alte

velar

Betrug Truglicht TrugschluB betriigen

Spuk Spuk- SpukschloB spuken
maérchen

Berg Bergluft Bergsteiger Berge
Werk Werk- Werks- Werke
meister fahrer

Balg Bilglein Balgtreter balgen
Kalk Kalklager Kalkfuhre kalken

In preparation of the test stimuli these
word forms were embedded in a sentence
frame "Ich sage ... nochmal®. For the
utterance~ final condition the word
*nochmal® was omitted (“Ich sage...”)
resulting in 90 test sentences (18 words
x 5 conditions).

To ensure that the subjects have no
evidence of the experimental purpose
also words with fricatives, nasals or
liquids instead of the stop were used to
construct derivatives of a similar shape
and presented in the same frames. These
sentences were read from cards contain-
ing the orthographic form of one sentence
each by two South German native spea-
kers (1f/1m) three times in randomized
order.

Subjects were seated comfortably in a
chair within a soundproofed room in front
of a Neumann 11304-8 cardioid micro—
phone. The sessions were recorded on
audiotape (Telefunken M 15). The test
words were analyzed for durational para-
meters by means of a Kay DSP Sona-
graph 5500 (wide band 8kHz). The para-
meters are the duration of the vowel, the
occlusion, the release and the word stem.
By definition, vowel duration is measured
from F2-onset after the preceeding con-
sonant or consonant cluster to F2-offset
(including the liquid if present) before
the occlusion. Occlusion starts from that
point and ends at the beginning of the
release consisting of the burst and the
following aspiration (if present). If a
fricative followed the stop, then the re-
lease ends at the point with a clearly
visible change in the spectral structure
of the frication. Otherwise it ends when
no energy was visually detectable in the
sonagraph (at an input sensitivity of
45dB). Word duration is counted from
the beginning of the consonant or con-—
sonant cluster which preceeds the vowel
to the end of the release, thus covering
the word stem only.

Additionally it was registered whether
the stop was realized as voiced or voice-
less, whether the consonant following
the release was voiced or voiceless and
whether it occurred within 40 ms or
more.

3.RESULTS

Since the registration of voiced and voice-
less bursts showed that only 51.9X of the
phonologically voiced stops in the inter-
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vocalic control position were phonetical-
ly voiced and since only one case of a
phonetically voiced burst was found in
the remaining material, only durational
parameters were statistically analyzed.
A 5x2-factorial ANOVA (5 positions and
2 phonation types) was calculated for the
durations of the word, vowel, occlusion
and release pooled over subjects, words
and places of articulation.

For the analysis morpheme- and word-
(but not utterance-) final cases were
omitted if the pause between the stop and
the following consonant was 40 ms or
more. Main effects and interactions are
shown in Tab. 2, as well as a posteriori
pair comparison results (Scheffe) for
significant main effects and simple
effects for significant interactions (x =
0.01). Position and phonation type are
always of significant influence, the inter~
action between both only for the vari-
ables occlusion and release. For word
duration the rank order of positions as
shown by the Scheffe procedure reflects
the fact that within a compound the tar-
get word stems are shorter than in the

Table 2: Analysis of variance results
PHON(1,2): Category of underlying stop
{voiceles/voiced)

POS(1,5): Stop position (utterance-final,
word-final, morpheme-final in voiced
context, morpheme-final in voiceless
context, intervocalic)

Main effocts and interactions

d.f. F P
Vowel
POS 4,464 16.638 p<0.001

PHON 1,464 11.757 p=0.001
POSxPHON 4,464 1.478 p=0.208

Occlusion

POS - 4,464 78.292 p<0.001
PHON 1,464 55.766 p<0.001
POSxPHON 4,464 10.025 p<0.001

Releaso

POS 4,464 74.286 p<0.001
PHON 1,464 36.017 p<0.001
POSxPHON 4,464 3.556 p=0.007

Word

POS 4,464 77.268 p<0.001
PHON 1,464 27.783 p<0.001
POSxPHON 4,464 0926 p=0.449

Simple offocts within significant inter-
actions

Ooclusion
PHON within
POS(1) 1,422 11,348 p=0.001

POS(2 1,422 3.683 p=0.056
POS(3 1,422 2.853 p=0.092
POS(4 1,422 3.851 p=0.050

POS(5) 1,422 136.771 p<0.001

Release

PHON within

POS(1) 1,422 13.473 p<0.001
POS(2 1,422 6943 p=0.009
POS(3 1,422 1.493 p=0.222
POS(4) 1,422 0.085 p=0.770
POS(5) 1,422 33.990 p<0.001

Scheffe a posteriori pair comperisons
(p<0.01) for significant main offects
Vowel 4 <3<2<5«<1
x x
x x
Occlusion 4 <5 <3<2<1
X=X xX—X
X=X

Rolease 4 <5<3<2«¢<1

X~—X X—X
X—X

Word 4 <3<5<2¢<1

X x X x

intervocalic control position while they
are longer in word- and utterance- final
position. The fact that word duration in
utterance- final position (1) is significant~
ly longer than in any other position might
at least partly be due to final lengthening
Yhich should not occur in the other posi-
tions. On the other hand, in position (4)
bemg. tl.ne only position in voiceless con-
text it is significantly shorter than in all
positions with voiced context which are
statistically not different from one am-
other.

S.cheffe pair comparisons for vowel dura-
tion separate the morpheme- final posi-
tion on the one hand from the utterance—
final and the control position on the other
hand. For occlusion and release pair
comparisons show the same structure.
Dur.ation in word- and utterance- fimal
positions are significantly larger than the
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others. The morpheme- final positions
differ from one another with the control
position in between, which can be ex-
plained with respect to the significant
interactions that were encountered con-
cerning occlusion and release. In both
cases the interaction is based on the pho-
nation effect which occurs as expected
for the control position and the fact that
as expected as well there is no effect of
phonation within the morpheme- final
positions. Interestingly, there is a clear
effect of phonation in the utterance- final
position and additionally in the word-
final position for release only (occlusion
and release are longer in the voiceless
case). The varying influence of phonation
on the occlusion and release durations in
different positions can be seen in Fig.1.
Especially, in the control position (5) the
durational differences between voiced
and voiceless stops are evident.

4. DISCUSSION

Taking the results overall, it emerges
that neutralization in final stops in
German is not simply final devoicing.
Even for the control word forms with
intervocalic non- neutralized stops
phonetic voicing plays no important role,
since only half of the realizations have
voiced releases, while the durational
differences are distributed according to
phonation types under several conditions.
For morpheme- final positions in com-
pounds no effect of phonation type could
be found in terms of vowel, occlusion and
release durations. On the other hand,
there is a clear effect for release in
word- final and for release and occlusion
in the utterance- final position from
which the standard examples for final
devoicing in German stops are taken, 80
that in these cases definitely no neutrali-
zation occurs.

As these results are taken from dura-
tional data in future work we will mea-
sure the distribution of spectral para-
meters over phonation types. Since the
data are taken from only two South
German speakers we plan to include Mid
and North German speakers as well.
Furthermore we intend to expand the
material to contain fricative pairs as
well,

OCC REL

0 100 200 300 ms

Fig. 1: Durations of vowel, occlusion and
release for positions 1 to 5
(lower bar: voiceless; upper bar: voiced)
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: ABSTRACT
Since each languasge system
is e unique segmentation of
universal substance shaped
into 1ts elements, ultimate
phonological units are not
items inuniversal inventor-
ies of so-called 'distinct-
ive features' to be incor-
porated into language sys-
tems. Each: phonological sys-
tem segments the universal
human arsenal of sound-dig-
tinctive capacity in its
own way, forming a specific
set of neuromuscular impul-"
ges, of which each activat-
es a fully automized aggre-
gate of articulations.

Phonolegical theory experi-
ences today tremendous dif-
ficulties on account of its
growing isolation from the
needs of modern phonetic
technology, which, finding
little response to its re-
quirements, hes to rely on
its own groping solutions
of phonological problems.
his gap between theory and
practice is the inevitable
result of the failure to
work out an adequate answer
tg :ﬁe f¥?gam:ntal question
o € ultimate phonologi-
cal unit. phonologl
It is widely believed that
phonology as a linguistic
sclence started by assign-
ing that status to the pho-

neme - hence its other nas-
me 'phonemics'. However, as
early as in 1936 Josef Va-
chek showed that the phon-
eme was not the smallest
indivisible phonological
unit, because it could con-
tain smaller non-successive
simulteneous units, e.g.
sonority, palatality etc.
[13). The idea was develop~
ed by Bohumil Trnka at the
3rd International Congress
of Phonetic Seiences in
Ghent [I2]., Then Roman Ja-
kobson ‘devoted four decades
of pioneering work to the
search for the phonological
quantum - the ultimate lan-
guage unit named 'distinc-
tive feature' [7; 8; 9].
The best-known result of
the quest is the universal
inventory of a dozen items,
of which phonological sys-
tems are built for all lan-
guages. The inventory was
later revised theoretically
and enlarged threefold by
Noam Chomsky [4].
While fully recognizing the
great scientific end practi-
cal value of R.Jakobson's
achievements, we have to ad-
mit nevertheless that the
entities he discovered and
catalogued are not what he
thought they were, i.e. the
ultimate phonological units.
It stands to reason that no
:::mg fggm & universal set
@ directly employed as
units in g languagg sgstem
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5]. N.Chomsky was there-
ore quite consistent in
stressing the language-in-
dependent nature of his in-
ventory of 'features' [3].
What R.Jakobson and N.Chom-
gky really inventoried is
indeed universal, it is the
coxmon human arsenal of
sound-distinctive capacity.
Naturally, all phonological
systems are based on it as
their substance foundation,
But no part of underlying
substance can be directly -
integrated into any system,
and language systems are
not exceptional in this re-
gpect. The elements of the
universal anthropophonic
distinctive potential 1list-
ed in the above-mentioned
inventories are certainly
not ready-made units to be
selected by and included
into a concrete language
gystem, A language unit is
not a mere piece of sub-
stance, ‘but substance shep~-
ed as an element to fit in-
to the unique structure of
the given language system.
Consequently, elements of
different systems cannot be
identical with elements in
other systems, however clo-
se they might seem in sub-
stance. This has long been
accepted for phonemes, but
not for ‘'distinctive feat-
ures', which, according to
R.Jakobason, coincide with
the same 'feature' in other
languages -[8] . Regrettably
no theoretical explanation
was offered for this devia-
tion from the general prin-
ciple that precludes the
compilation of universal in-
ventories for phonemes,: mor-
phemes,  words grem 811 lan-
guages. -

The phonologieal sysem of
any language is a specific
way of segmenting the uni-
versal potential of phonic

distinction and molding the -

segments obtained into lan-
guage units - ultimate pho-
nological quanta. The seg-
ments are not produced by
seleoting some 'features' as

relevant and discarding the
rest as redundant; they are
rather aggregates of several
articulatory movements toge-
ther with their suditory
correlates., In acquiring the

sound pattern of a language
e child achieves automatic

combination of the uniquely

aggregated movements, and
the whole aggregate is then
activated by a single neuro-

muscular impulse. The impul-

se is in fact the substance
vehicle for the realization
of the corresponding ultim-
ate phonological unit.
In many languages (e.g. Ger-
man, French) vowel labiality
and tongue position are se-
parate units, while in many
others (e.g. Russian) they
are parts of the same aggre-
gated unit; in the latter
case there is no point in
regarding one of them as re-
leveant and the other as re-
dundant - they are jointly
relevant within the same
unit in the given phonologi-
cal system. As for the part
which each of these phonic
actions plays within the ag-
gregate, its automatic regu-
lation is performed at a
lower sublinguistic level.
In French and English the
consonantal subsystems con-
tain ultimate units of post-
centrality combining in their
aggregates the phonic featu-
res of velarity, palatality
and_ealveopalatality [7; 8;
44]. But the features are
differently grouped and rea-
lized in the two languages,
and. despite their similari-
ty together with the unavoi-
dable common designation
each unit is unique in be-~
ing an element of a speci-
fic-languageaystem.
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Full recognition of the sta-
tus of languege units for
the phonological quenta
calls for the creation of a
suitable term, the.customa-
ry designation as 'distinc-
tive features' being vulne-
. rable in its two components.
To begin with, the word
'feature' is incompatible
with the status of a langu-
age unit in its own right,
a8 a feature is a mere at-
tribute of a unit of  high-
.er rank, Indeed, the.term
appeared when the phoneme
was regarded as the basic
phonological unit possess-
ing certain characteristic
features. Now, when that
notion has been replaced by
establishing the ultimate
phonological unit as belon-
ging to an independent tier
in the system, it must be
glven a designation that
would correspond to. the new
status and not be an adjunct
to the phoneme.
Secondly, the new designat-
ion should avoid a refere-
nce to distinction as the
primary function of the
unit in question. Units of
every language level fulfil
that function, and all lan-
guage units are equally
distinctive. At the same
time they are all constitu-
tive within higher units.
Consequently, language .sys-
tems have no need for sepa-
rate distinctive units, for
all distinetion is achieved
by the use of different con-
stitutive elements. The ul-
timate phonological unit is
no exception: phonemes are
distinguished by containing
different units. of this
level. Together with the
customary designation we
must therefore decline the
term 'merism'[2].
The best term £O0r the unit
in question was suggested
by Jan Baudouin de Courte-
ney ai the beginning of the

cent ~ the blend 'kinak-
eme' [4], containing the
Greek roots for 'movement' and

‘hearing’ together with the

suffix -eme.

Like all the other language
units of every level in the
mecrogystem, the kinskemes
are elements in a subsystem
9f their own, which is natu-
rally not a mere inventory

. but a well-structured body.

Its structure displays two
prineciples. One is thorough
binarism - all kinakemes
are paired into oppositions
of positive va. negative.
Positive kinakemes are mate-
rialized as neuromuscular
impulses to perform the re-
spective movement or recog-
nize the respective auditory
signal; their negstive coun-
terparts are realized in the
absence of the impulse.
The other structural princi-
ple provides for a hierarchy
of tiers in, the kinakemic
subsystem:, 1t always con-
tains two. categories (modal
and local) with poasible
subcategories in them and
with a further division into
kinakemic oppositions. The
resulting variety .of. struc-
tural patterns is vast, so
that each language usually
has a very ipdividual orga-
nization of its kinakemic
subsystem [I0; 1ii.
The purely negative step of
discarding the obsolete.no-
tion of universal invento-
ries for ultimate phonolo-
gical units is obviously
insufficient. It must be’
followed by constructive
steps in two directions:
first, the kinakemic sub-
systems are to be described
for as many languages as
possible; second, a typolo-
&Y of kinaskemic subsystens
is to be worked out to find
their common properties as

well as posgsible .diversit
in thenm, Y
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MEDIEVAL AND EARLY MODERN ENGLISH SYSTEMS OF
VOWEL ORDER: FROM ALPHABETIC TO ORGANIC SCHEMES

Horst Weinstock

“Institut fiir Anglistik, Aachen, Germany

The paper traces the evolution of the
vocalic subsystem from its Classical,
Medieval, and Early Modern English
alphabetic but inorganic orderaeio u
to its organic but nonalphabetic
scheme i e a o u. The essentials of the
c%rdinal-vowel system date, back to
1762.

Greek and Latin copied the alphabetic
attern of Hebrew. All Hebrew letters
ormed a macroalphabet or pansystem

of names and meanings. Its purely con-

sonantal acrophones and acrographs
served as a microalphabetic pansystem
of sound- and number-values.” The
practice of syllabography worked
without scripting vowels, Eventually,
sound-evolution vocalized acrophonic
Aleph, He, Waw, Yod, Ayin.

After the vocalization, the Phoenician
alphabet reached Greece. The Greeks
incorporated, complemented, and
regularized the vocalic subsystem.
They specified the new vowels as
epsilon, omicron, ypsilon, omega. The
compounded names signalized psilon
'plain, simple*, i.e. monophthongal *,
micron ‘'small, short', and mega
'large, long'. The quantitative and
qualitative distinctions expanded the
Greek subcatalogue to seven vowel-
letters. Dionysius Thrax (2nd ¢BC)
rendered their linear sequence as
x€entovw, Roman usage up to Varro
(1st cBC) established the Latin scheme
a e i o u, standardizing the 'mega-
phonic' type of vocalic length and
canonizing the graphic norm and optics
of vowel-letters in spelling. In Ireland,
the Roman Christian mnemonic
a e 1o u soon ousted the Gaelic Celtic
orderaoueil

An early breakthrough in anatomic,
organic, or phonetic letter-sounds of
the microalphabet occurred between
the 3rd and the 6th century AD. In the
cabbalistic Sepher Yetsira or *Book o*
Creation', an anonymous Talmud:.
scholar classified letters according .o
the flow of their breathstream from
throat to mouth? He identified the
places of articulation as those stretches
of the oral tract along the comparat-
ively static or immovable speech-
organs which faced the protruding
back, front, blade, or tip of the dy-
namic or movable tongue. Describing a
purely consonantal alphabet, the
Sepher Yetsira quite naturally skigped
the (nonexistent) scripted  Hebrew
vowel-scheme. Yet in spite of its or-
Fanic transposition of dentals after
abials verbalized for consonants, a
merely hypothetical classification of
vowels according to the throat-to-
mouth arrangement would suggest
uoaei.

Although lingua as both 'tongue' and
'language' must remain of prime
significance for anything linguistic, sub-
sequent grammarians and comment-
ators of the Sepher Yetsira could not
fail to adjust the monocausal but poly-
factorial model of vowel articulation.
Dunash Ben Labrat (10th ¢) and Solo-
mon Ibn Gabirol (11th ¢) improved the
anatomical description of speech-or-
gans and correctecf the order of letter-
sounds to gutturals, linguals, tectals (or
tectals, linguals), dentals, and labials.

The ways and habits of Roman
thinking as well as Patristic epistemo-
logy ignored the monocausal but poly-
factorial considerations. Not only from
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Varro (1st ¢BC) via Tertullian
(2nd/3rd cAD) to Donatus (4th cAD)
and Priscian (early 6th cAD) -did
Roman and Latin grammarians hold
on to the mnemonics of the vowel
scheme a e i o u. Taking on trust any
letter’s harmony within nomen-figura-
potestas, the everyday practice of the
Latin Middle Ages managed to per-
etuate alphabetic aspects in both
flomam’a and Germania. Apart from
the identical order of the vowels, the
growing neutralization of vowel-length
in Romania led to the alphabetic sub-
scheme and mnemonic attern
4 €105 i as against the lengths pre-
served @ €7 0 ¥ in Germania. For the
phonemic and paradigmatic triad
nomen-figura-potestas, Boniface (8th
cAD) observed but underemphasized
the phonetic and syntagmatic tran-
sience of contextual vocalization and
coarticulation outside the micro-
alphabet.

Aelfric’s Grammar before 1000 pre-
sented the pansystem of the Latin
alphabet, expressly adding the un-
altered subsystem a e i o w.* Byrht-
ferth’s Manual in 1011 a%pended a
column with a vocalic 4 E I O V?
About 1150, the First Grammatical
Treatise just integrated the Germanic
umlauted tone- %ours of Old Icelandic
into an otherwise stable Latin scheme.
Its alphabetic insertions followed
graphic conventions and largely ety-
mological antecedents.®
a,d;0,d;¢6,¢,¢,¢11;0,0;0,6;u,4;, ).

Aeclfric’s Grammar and Byrhtferth’s
Manual based their vowel schemes
upon the figurae or written shapes of
the letters. Clinging to the alphabetic
order, it must have dawned upon the
First Grammarian that inadvertent
teachers of a harmonious Latin nomen-
figura-potestas  doctrine had been
neglecting nomen and potestas.

An early insular attempt at considering
articulatory and acoustic aspects of vo-
calic order stems from mid-13th-
century Oxford. An Oxford Bodleian, a
London British Library, and a Paris
Bibliothéque Nationale ~manuscript
each hold some pseudo-Grosseteste
treatise.’ Elaborating upon the Aristo-
telian differentiation of a vocalic sonus
in motu from a consonantal sonus in

Ppotentia in the Bodleian Digby version,
the pseudo-Grosseteste defined vowels
as simpliciter and consonants as secun-
dum quid. A vowel's 'substantial®
motion (motus) flows without any ob-
struction, whilst a consonant’s facci-
dental' motion takes shape from an
obstruction at one or more of the
speech-organs. With all its inconsisten-
cles, a further treatise by the Digby
phonetician (in accordance with the
pseudo-Grosseteste) construed the
table of vowels upon the particular
motions along the speech-organs and
points of articulation guttur, lingua,
palatum, os, labia. e phonetic
scheme a u io evw rendered what the
pseudo-Grosseteste held to mirror the
spectrum of apertures within the oral
cavity. Diagrammatically, the types of
articulatory motions and acoustic gen-
erations resembled geometrical figures
and concentric configurations (lines,
curves, circles, triangles, and columns).

Roger Bacon (1214-1292) in Lin-
arum Cognitio closed his mind to
%obert rosseteste’s  (1175-1253)
metaphysics of light, acoustics, or cos-
mology, and to their obvious echoes in
the pseudo-Grosseteste. Bacon prop-
agated the Latin scheme a e i o u and
their Continental pronunciation. His
essentials of Hebrew transliterated
syllabographic b as ba be bi bo bu.
ven his supralinear equivalents for
Aleph and Ayin just as his phono-
graphic guide to Hebrew punctuation
adhered to Latin alphabeticaeio u®

The 14th century yielded no vocalic
schemes in sources such as John
Mandeville or John Trevisa.

In the 15th-century "De Vigilia Pente-
costes”, John Mirk recalled the uni-
versal importance of the vowel letters
and the Varronian and Donatian sub-
system A E I O V. In 1499, the
anonymous Promptorium Parvulorum
provided no entry under vocalis or
vowel. The entry under vocalis in the
anonymous Ortus Vocabulorum of 1500
lacks complete schematic exemplifi-
cation and enumeration.

In the 16th century, the initial phase of
the Great Vowel Shift might have
stimulated the grammarians’ and
phoneticians’ awareness to reconsider
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the hitherto unsuspected conception of
harmony in the roblematic nature,
correlation, coordination, and inter-
dependence of nomen-figura-potestas.
Yet on the whole, insular Renaissance
humanists and Tudor scholars widely
studied written sources from a graphic
and alphabetic angle; they stabilized
the Classical Latin five-vowel subset.
Some 23 Tudor authorities went on ar-
ranging the vowels in alphabetic
order.” Smith differentiated between
still alphabetic semivowel-plus-vowel
clusters and nonalphabetic digraphic
monophthongs  or  peak-and-glide
diphthongs. This practice, however,
failed to convince prompt imitators.

The 17th centu? brought no funda-
mental change. Some 35 publications
went on propagating the alphabetic
schemesaeiouorAEJI O U. Spor-
adically since about 1550, a minor
change started taking firm ground:
17th-century phoneticians used to add
the Greek allograph y for i. As marks
of a major change, pretty regular in-
clusions of syllabophonic ba be bi bo bu
(and ab eb ib ob l.tlb“)b dual schemes of
aeiouversusd €10, and a supple-
ment "a e i o u silent" betray a growing
sensitivity to nonalphabetic aspects.
Realizing shades of timbre or duration
as well as a disharmony between
vowel-names and sound-values, the
corpus attracts attention to contextual
(allographic, phonetic, syntagmatic,
transient) views of the phonic struc-
ture. In principle, the sources did not
break with the graphic tradition of the
pansystemic alphabet.

Prepared to some extent by Robinson’s
(1617) "Scale of Vowels" uyo a e i from
back to front, by Price’s (1665) "Throat
Vowels" u 0 e'i a, and by Wilkins’s
(1668) "Sound Chart" and "Organic
Alphabet", William Holder’s Elements
of Speech (1669) advanced the phon-
etic sciences considerably.!! Conceding
a concurrent share of lips and throat in
the generation of vowels, Holder re-
cognized the free passage of "Breath
Vocalized" through the cavity of the
mouth. The shape and mechanism of
tongue and oral cavity form the main
cause of the number and the main
reason for a natural or organic order of
the various vowels.

"... and then the Series of the Vowels ac-
cording to their degrees of aperture, and
recess towards the Larynx, will be thus,
i ¢ @ aa, o, 00; to which may be added 4
and y."12
Although Holder’s theory did succeed
in beating a path to phonetics, his (like
Price’s and 111;1115’55 practice fell back
upon the old vice of alphabetic order.
e ;raphxc schemes a e i o u (y) or
A E 10 U (Y) continued to survive in
some 24 late-17th-century teachers.

18th-century documents carried on
alphabetic schemes and aspects in
some 42 arts of poetry, dictionaries,
dissertations, elementaries, essays,
grammars, guides, institutes, intro-
ducu’ons, Tepositories,  rudiments,
spelling-books, and treatises. Again,
slightly more than one in four author-
ities thought fit to specify the morphe-
phonemic sound-vafues by means of
syllabographic ba be bi bo bu (by) and
ab eb ib ob ub.

Confronted with notational needs in a
period of no adequate transcription,
18th-century phonologists resorted to
diacritical, numerical, or typological
devices. Some augmented the alpha-
betic order of vowels by supraposing
accents or figures above polyphonic
characters; others implemented an
etymological alphabet of historical
'Tepresentatives” or allographs for
phonemic transcription.

All in all, the tentative solutions in
marking, listing, and ordering the
spectrum of vocalic timbres got phon-
eticians nowhere.

In 1762, Henry Home (1763 Lord
Kaims/Kames) "published his three-
volume Elements of Criticism which,
within seven years, went into four
editions. Referring to Harris’'s Hermes
(1751) and to the then contemporary
anatomists, John Rice in 1765 rejected
Lord Kaims’s suﬁgestion that the five
vowels showed the same extension of
the windpipe but different openings of
the mouth, and that the vowel scheme
formed a regular series of sounds
descending from high to low in the
organic orderieaou.

"Neither a higher nor lower Note can %I;O-
ceed from the Lips of the Mouth, than first
proceeds from the Lips of the Glottis."13

Rice compared the musical notation of
alphabetic a e i 0 u with the rise and
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fall of the syllabophones bat bet bit bot
but. He produced evidence that "

»... they are not all equally grave or acute.”
Sequencing the musical notation in a
steady series from high to low

) |
——— < ¥
T L]
1

bat, bet, bit, bot, but.

-1

O
| o [~ I | 1
1 — e 2]
) SR |

Sit, bet, bat, bot, but. s

the orthoepist concluded from the re-
verse bit bet bat bot but that

» . there must at least be Syllables of five

different Lengths: And this is what I mean

by the natural Length of Syilables."15
Whatever John Rice’s "natural length"
and "glottal tone” may have meant
(duration, fundamental frequency, har-
monics, timbre, wave-length rather
than pitch), none of the celebrated
authorities after him seems to have
recognized the gigantic stride of his
contribution. Rice’s doctrine failed to
gain acceptance with some 33 British
and American authorities before 1800.

Nevertheless, John Rice anticipated

Daniel Jones’s cardinal-vowel system °

as a standard invariable scale. For the
sake of a universal and uniform phon-
etic notation, Rice abandoned the
alphabetic order and graphic orien-
tation of the vowel-scheme. The long
lost harmony of nomen-figura-potestas
had ended up in an uncontrolled
history of partf; etymological or allo-
graphic and partly contextual or sylla-
bophonic inconsistencies. Rice promo-
ted a nonalphabetic method which
keyed one chief cause to several com-

anion factors. He integrated the static
irmament of the more or less im-
movable speech-organs into the
dynamic zeniths of the movable
tongue-positions, fixing the sound-
values of vocalic articulation and
modulation to a scale from "front high"
via "mid low" to "back high". Under the
circumstances of the reverse directions
of thinking and writing, the new order
perfectly agreed with the old of the
Sepher “Yetsira. John Rice’s phonic
model of 1765 as an oral alphabet con-
verted the alphabetic but inorganic and
unnatural order of the graphic sub-

system a e i o u into the nonalphabetic
but organic and natural scheme
i e a o u of the cardinal-vowel system.
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EVALUATION QUANTITATIVE DE L’ALTERNANCE PHONETIQUE DU /o/
IMPORTANCE DE L'ENTOURAGE CONSONANTIQUE

J. VAN EIBERGEN

Institut de la Communication Parlée, URA CNRS n° 368
Grenoble, France

ABSTRACT .

This study attempts to show the statistical
importance of the realisations [1] of the
french voyell /3/. It also brings out the
phonological rules of its obliteration on a
phonetic level. Finally, the influence of
the consonantical context on this voyell is
brought out.

1. INTRODUCTION
La voyelle /of afrpclée couramment
"muette” ou "latente" et plus
siécifiquement "schwa" par les
phonologues, constitue un des
particularismes du frangais. Elle se
caractérise par une variation de
réalisations [1] dans la chaine parlée. A
cause de cette alternance vocalique unique
en frangais, nous qualifierons ce /o/ de
"bifide’ zour donner l'image de deux
unités separées dont chacune d'elles
gppament la méme entité. L'élaboration
s regles d'effacement ou de maintien de
cette voyelle sur un plan phonologique et
phonétique, est d'autant plus complexe
ue les facteurs déterminant son
onctionnement sont nombreux et qui plus
est, se situent & des niveaux différents
(phonétique,phonostylistique,
socxolmguianuc.g

2. EVALUATION QUANTITATIVE
DE L'ALTERNANCE DU /a/

Nous nous proposons de présenter tout
d'abord des résultats statistiques [4]
concernant la double réalisation du /o/ &
partir d'un corpus de francais
vernaculaire, 4 caractére spontané et
implicatif, de 17 000 phones environ [3].
C'est dans ce type de frangais que les
effacements du /o/ sont les plus fréquents
en effet, le nombre d' occurrences de sa
réalisation [-] le classe au deuxiéme rang
apres le [a], par rapport A l'ensemble des
unités vocaliques et consonantiques
recensées. D'autre part, parmi les autres
unités phoniques réalisées (-], le /o/
représente, 2 lui seul, plus de 80% de ces

effacements. Le nombre de /o/ réalisés [-]
ar rapport A ceux réalisés [+] est trois
ois supérieur. Par ailleurs, 65% des
réalisations du /s/ sont en position
interconsonantique dont un quart
seulement se réalise [+]. Son role de liant
ou d'isolant consonantique est bien un
des plus importants et ceci explique que la
majeure partie des travaux de recherche
porte sur la bifidité du /o/ dans cette
position. Le pourcentage des groupes
consonantiques résultant de I’effacement
du /of correspond 4 33% de l'ensemble
des groupes recensés. Le pourcentage de
chaque type de groupes augmente
proportionnellement en fonction du
nombre de consonnes contenues dans ces
groupes: le /o/ est responsable de la
réalisation de 30,4% des groupes de 2
consonnes, de 50,2% des groupes de 3
consonnes, de 90,5% des groupes de 4
consonnes et des quelques rares groupes
de 5 consonnes. Parmi ces groupes, 80%
se situent 2 la frontiere de mot.
Enfin, dans la mesure ol le /o/ peut
toufours passer du zéro phonique 2 sa
réalisation effective, il peut apparaitre
aussi pour jouer le role de processus
d'attente ou d'hésitation et cela représente
statistiquement 37% de ses réalisations
[+]. 11 existe d'autres pauses vocaliques
mais le /o/ représente de loin le
pourcentage le plus élevé, soit 66,8% des
occurrences de ce type de processus
d'attente.

3. APPLICATION DES REGLES
PHONOLOGIQUES
D'EFFACEMENT DU /a/ -
Nous avons ensuite testé la validité des
régles phonologiques d'effacement du /a/
[2], & partir de notre corpus. Ces régles
concernent majoritairement le /5/ en
contexte consonantique et nous nous
limiterons 2 ce type de contexte
Froblématique.ll existe de nombreux
acteurs qui expliquent la bifidité du /o/
€n position interconsonantique, tels que
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sa place par rapport  l'accent, par rapport
A la coupe syllabique. Intervient aussi le
type de frangais réalisé en fonction d'une
situation de communication donnée.
F. DELL a retenu surtout la place du /o/
par rapport 2 la pause, le nombre de
consonnes précédant ou suivant le /o/ et la
nature de ces consonnes. C'est le nombre
de consonnes précédentes qui détermine
principalement les réalisations de la
voyelle bifide. Interviennent ensuite, dans
certains cas seulement, celles qui suivent
le /o/ en fonction du nombre de celles é]ui
le précédent. Enfin, la nature des
consonnes entre en jeu et leur place les
unes par rapport aux autres. .
Nous rappellerons brievement l€s régles
de E DELL en donnant pour chacune,
des exemples cités par lui-méme et les
résultats obtenus tirés de l'application de
ses régles sur notre corpus.
3.1. Précédé d'une consonne.
En début de groupe rythmique et en
syllabe initiale de mot "v(e%nez ici”,
"d(ejvant moi”. La regle d'effacement est
facultative et le /3/ tombe d'autant plus
facilement qu'il est éloigné de l'accent
principal de groupe rythmique. Précisons
que F. DELL considere que les /a/
appartenant & des monosyllabes
fonctionnent de la méme manicre que
ceux en syllabe initiale de mot. Le /e/ ne
s'efface pas, en revanche, dans un
contexte consonantique occlusif “fe casse
pas la téte”, " de quoi tu te plains”. Nous
avons rencontré plusieurs contre-
exemples dans des monosyllabes, "j*
trouve”, mais aussi dans des
polysyllabes, "d*puis”. Dans ces
exemples, les deux consonnes en contact,
apres effacement du /e/ sont sourdes, de
nature ou par assourdissement. Le
caractére sourd du contexte semble
faciliter l'effacement du /o/ et nous
observerons ce phénomene dans bien
d'autres positions. Retenons malgré tout
au‘ll s'efface une fois sur cinq environ
ans ce type de position sauf dans le mot
outil “je" tres fréquent dans le frangais
vemaculaire. En effet, plus de 77% de /o/
dans cette position se sont réalisés [-],
que ce soit dans un contexte assourdi
apres effacement, "j* prends”, ou dans un
contexte sonore, j* vois”.
A lintérieur du groupe rythmique et
toujours en syllabe initiale de mot, le /o/
s'efface facultativement, “la s(e)crétaire”.
Cette régle d'effacement est facultative.
Dans notre corpus, une forte majorité de
/3/ se sont effacés dans cette position. Par
ailleurs, F. DELL parle d'exceptions a
cette régle, des mots tels que "guenon”,
peser”, "vedette". Parmi les dites
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exceptions le /o/ se réalise [+] pour éviter
des groupes consonantiques rares en
frangais,"guenon”,"guenille” et inexis-
tants dans cette position. IL se maintient
aussi dans certains entourages
consonantiques telsque ~b+e+d-=
"bedeau”, — 1, s + ¢ + vr — "levraut”,
“sevrer” dans lesquels interviennent les
consonnes qui suivent. Dans de
nombreux mots dits "littéraires” et
souvent bisyllabiques le /o/ ne s'efface
pas non plus, “semonce”, ledit”, Enfin,
rares sont malheureusement les cas
d'opposition phonologique du type
"belette”, "blette”.
A lintérieur de mot, "ach*teur”,
"massiviment”, le Jo/ s'efface
obligatoirement. F. DELL reléve par
ailleurs des exceptions 2 cette régle,
“champenois”, "attenant”, "dépecer”, e
considere ces mots d'un usage peu
fréquent. Mis 2 part dans le premier
exemple, il y a la présence de préfixe; le
/a/ fonctionnerait alors comme en syllabe
initiale de mot. Dans notre corpus, nous
avons rencontré le méme phénoméne
"enregistré"”, "démesure”. F.DELL
précise aussi que le /o/ se maintient devant
un groupe [1j] méme s'il n'est précédé que
d'une seule consonne “hételier”. Ceci
montre que les consonnes qui suivent
interviennent aussi dans le
fonctionnement du /2/.
En fin de polysyllabe, "une vieill*
courtisane”, 1€ [o/ tombe obligatoirement.
F. DELL exclut évidemment les cas ol les
mots qui suivent commencent par un "h"
aspiré. 11 écarte aussi les contextes ol le
/a/ est suivi du mot "rien”, dans lesquels
sa réalisation est variable, "il mang(e)
rien". Dans notre corpus, la regle
d’effacement s'est appliquée sauf lorsque
le /of était un processus d'attente car il
peut apparaitre parfois, dans le groupe
rEythmi ue, "une paﬁe spéciale”.

n finale de polysy abe 2 la fin du groupe

thmique, "elle est trop petit*”, la régle
‘effacement est obligatoire. F. DE
propose de considérer les mots “lorsque,
puisque etc..” non comme des exceptions
mais comme des mots composés dont le
deuxitme terme est “que”. 1i fonctionnent
alors comme des monosyllabes qui ne
s'effacent jamais en fin de groupe
rythmique devant une pause. Hormis ces
mots outils, nous avons dénombré de
nombreux contextes dans lesquels le /o/a
¢été maintenu. 11 joue alors le rdle de
?rocessus d'attente, A quel niveau doit-on
ormaliser des régles rendant compte de
ce type de réalisation [1] ?



3.2. Précédé de deux consonnes
La chute du /o/ dépend essentiellement de
la nature des consonnes qui le précédent.
En syllabe initiale de mot et A l'initiale ou
A l'intérieur de groupe rythmique, lorsque
les deux consonnes appartiennent au
méme mot le /3/ n'est jamais réalisé [-],
non pas & cause de sa position, mais parce
que les groupes consonantiques dans cette
position, sont des suites — occlusive +
constrictive -, "prenez tows”, sauf dans le
mot "squelette”, dans lequel le /5/ sera
aussi maintenu,
En syllabe initiale de mot, lorsque les
deux consonnes sont séparées par une
frontiére de mot, “j'arriv¥ demain”, le /o/
ne s'efface jamais sauf dans certains mots
qui seraient prononcés avec un débit trés
rapide, "quell* s*main*", Nous avons
trop d'exemples dans notre corpus dans
lesquels le /o/ s'est réalisé rF-] pour
considérer qu'il s'agit d'exceptions,
"pour d*main”, "j'ai pas mal c* matin”.

on effacement dépend, dans ce cas, de la
nature du groupe consonantique le
précédant. En effet, si ce groupe
commence par un [R], il peut se réaliser
{=]. S'il commence par un [1], cette
liquide doit &tre suivie par une
constrictive; si au contraire elle est suivie
par une occlusive le /o/ se maintient,
‘pas mal de copains”,

l'intérieur d'un polysyllabe, "surgelé",
“entretien”. Pour F." DELL, le /3/ ne
s'efface jamais dans cette position.
Comme en sgllabe initiale, tout (Eépend de
la nature des consonnes. Dans nos
exemples, le /o/ s'est effacé aprés un
upe consonantique commengant par un

R]" dans des mots comme
“gouvern*mental”, “charg*ment”,
“"vers*ment” etc. On a des réalisations [+]
du /o/ dans un méme contexte
consonantique mais dans des mots peu

réquents,”p rosternement”,
“regorgement”, "ressourcement”. On peut
en conclure que le /5/ s'effacerait dans ce
contexte A condition que le groupe de
consonnes qui le précédent commence par
un [R] et A condition que le mot soit tras

ré(}gent.

En fin de groupe rythmique, le probléme
est identique 2 celui du /3/ précédé d'une
consonne. La voyelle bifide peut se
réaliser [+] et jouer alors le rdle de
grocessus d'attente.

-3. En syllabes contigués

F. DELL traite 2 Xm les suites de /a/
contenues dans des syllabes qui se
succddent. Il énonce un principe
fondamental qui régit sa réalisation [-?:
les regles d’effacement Pcuvent supprimer
autant de schwas qu'on veut tant que leur

effacement n'engendre pas de groupes de
trois consonnes dont les deux dernidres
éaient isolées par un /o/. Autrement dit,
dans la suite - vcaco - le premier /a/ peut
s'effacer; le deuxi®me est alors & de
deux consonnes et doit étre maintenu; seul
un schwa peut s'effacer dans cette suite.
D'aprés lui, l'énoncé "il veut que ce
travail soit bien fait" n'a que deux
réalisations possi les: “veut qu* ce
travail” ou “‘veut que c* travail”. La
formation de groupes de 3 consonnes dus
a l'effacement de cette voyelle est mal
tout possible si la distribution des
¢léments consonantiques par ra;%port
au(x) /o/ permet l'application des regles
d'effacement. Dans l'exemple de
F. DELL “prenez I* train”, l¢ /3/ du
monosyllabe n'est pas maintenu car il
n'est précédé que d'une seule consonne.
Nous avons rencontré 16 contextes de /of
en syllabes contigugs dans lesquels deux
effacements successifs se sont produits en
contradiction avec lﬂ)finci;ac fondamental
énoncé par E. DELL, “il faut que* j*
rravaill*”. Le caractére sourd par nature
ou par assourdissement des consonnes,
aF s la chute du /o/ semble faciliter son
effacement.

4. CONCLUSION

La fréquence des réalisations (1] du /o/
est extrémement élevée dans la chaine
parlée et cette voyelle pose encore de
nombreux problémes quant A son
fonctionnement Pour expliquer cette
variation de réalisation il faut tenir compte
des différents facteurs déterminant son
fonctionnement et tenter de les
hiérarchiser les uns par Tapport aux autres
de telle sorte que 1’on puisse trouver des
régles conditionnelles contextuelles
d’effacement. Ces regles devraient
expliciter d’une part, les exceptions aux
reégles obligatoires, d’autre art, le
caractere facultatif des régles de F. DELL.
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ABSTRACT

Syllabic languages where
the syllable is always a mi--
nimally meaningful unit and
represents one morpheme pos-
sess phonological features
which are common for these
languages irrespective of
their genetic relationships
(relevant syllable division,
monosyllabism, tones speci-
fic syllable structure with
syilable initials and finals
differing both in number and
quality). The subject of
this paper is to trace pho-
nological changes in Germa-
nic languages which increase
their affinity with syllabic
languages.

1. CHANGES IN CONTACT TYPE
AND SYLLABLE DIVISION

One of the most important
changes in history of Germa-
nic languages is the change
of the correlation between
vowel length and syllable
division within the world.In
old Germanic languages CVCV-
sequances had open syllables
irrespective of vowel quan-
tity and such free length is
preserved in some modern
High Alemannic, South Bava-
rian and Scandinavian dia-
lects. In modern Germanic
languages the syllable is
always closed after a short
vowel (close contact) and
open after a long one (loose
contact). Thus modern Germa-
nic languages show the deve-
lopment from Cv-Ccv language
to CVC~V one. In the over-
whelming number of close

contact words of cvev(ce)
type CVC sequences repre-
sent a root morpheme and the
syllable and morpheme boun-
dary coincide Standard High
German is a typical example
of a language with the con-
tact correlation where the
type of contact reflects
chiefly the preceding oppo-
sition V:C-vVC:.However in
many Germanic languages the
number of close contact
words increases at the ex-
pense of loose contact
words, thereby increasing
the number of words with the
coinciding syllable and mor-
pheme boundaries. The first
change that increases the
number of close contact
words and leads to the mono-
phonemisation of original
VC-sequances is the contact
shift in the combinations V:
+ j, w that occurred in Mig-
dle English (cf. OE growan,
ModE grow), in Frisian,
Dutch and Low German dia-
lects. This trend is quite
obvious if we compare Middle
West Frisian which possessed
6 so called long diphthongs
(i.e. biphonemnic combina-
tions of V+C) with the mo-
dern Frisian dialect of
Schiermonnikoog where 5 of
them were shortened and 3J
and w got incorporated into
the syllable nucleus [1].
Though this change is not
often the case in High Ger-
man dialects it can be ob-
served even there (cf. Low
Alemannic /saua /, /sdeia /
Standard High German sagen,
steigen){2]. The same type
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of change is now taking pla-
ce in Danish (cf. /bre’vad/>
/breu®sd/ brevet, /fla'yen/
>/tlai’osn/ flagen. Not only
{j] and [w] are apt to chan-
ge the contact type and to
become a part of a monopho-
nenic diphthong but also the
resonants /r/, /1/ and /n/
can vocalize merging with
the preceding vowel. Such is
the development of the post-
vocalic /r/ in English, Da-
nish, Low and High German
dialects, the development
of/1/ in Low and High German
dialects, Dutch and English
(cf. modern trend to vocali-
ze /1/ both in filling and
feeling) and the incorpora-
tion of /n/ into the nasali-
2ed vowel in various modern
Germanic vernaculars.

The other type of contact
shift leading to the increa-
sed number of close contact
words affects root morphemes
with voiceless stops and
high vowels, We know that
the vowel duration is depen-
dent on the vowel height and
on the quality of the conso-
nant {(the shortest are nar-
row vowels followed by voi-
celess stops). The degree of
V + C contact seemes to de-
pend on the same factors
[32]. The change of the con-
tact type (loose>close) of
vowels (especially narrow) +
voiceless or tense plosives
can be observed in English,
Frisian, Dutch,Low German
and Danish dialects. In Fri-
sian this change affects
chiefly the combinations
which are most suitable to
be shortened (narrow vowels
+ voiceless stops). In many
words here the contact shift
is already completed (e.g.
dyk, bite, buk) in some

words it is still in pro-
gress (cf. free variations
of contact type in siik

/si:k/ - /sik/ or broek -
/bruzk/ - /bruk/). If Sel-
kirk [4] and Xukolshchikova
[5] are right and the sylla-

bles with postvocolic tense
stops in English are always
closed irrespective of the
quantity and the quality of
the preceding vowel (words
like pity and peaty having
the same type of contact and
the same type of syllable
division), we can suggest
that the close contact ous-
ted the 1loose one in all
words with original long
vowels followed by tense
stops. In Dutch the contact
type changes in the combina-
tions of original /i:/, /y:/
and /u:/ with any consonant
exept /r/. Vowel length and
syllable division in the
words like gieten and  boe-
ken are the same as in the
words pitten and putten In
both cases we have the same
type of closing command af-
ter the short vowel [6].

2. INCREASE IN DIFFERENCE
BETWEEN INITIALS AND FINALS
one of the most apparent
phonological features of the
syllabic 1languages is the
qualitative and the quanti-
tative difference between
initials and finals. This
difference coupled with mor-
phologically determined syl-
labification indicates a
particular manifestation of
the morphological boundaries
in a text. The number of
initials chiefly consisting
of released consonants,
glottal stop, /h/ and conso-
nant clusters exeeds consi-
derably the number of finals
which can vary from 13 1in
Mon Khmer languages to 3 1n
eo (i, u and n). Consonant
clusters are intolerable as
finals. The processes resul-
ting in fcorming the same
type of correlation between
initials and finals are go-
ing on in Germanic langua-
ges. The simplification of
final clusters CC  occurs
here according to two pat-
terns: vocalization and nuc-
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jeation of the first conso-
nant or deletion of the se-
cond ccasconant. In both ca-
ses the pattern CVCC is ous-
ted by the pattern CVC. Vo-
calisation affects at the
first place the resonants
and it is characteristic of
English, Dutch, Aafrikaans,
Frisian, Danish, Low and
High German dialects (cf.
the changes vrC>ve, VI1C>VC,
vnc>Ve). The second pattern
is the deletion of stops. In
Afrikaans two types of stop
final clusters were simpli-
fied chiefly by the deletion
of final stop /t/ after ob-
struents and all stops after
resonants {7]. The deletion
of final stops is a charac-
teristic feature of the Jut-
landic banish [8], some Low
GCerman and English vernacu-
lars.

3. TONES

Every morphosyllable in the
syllabic languages is cha-
racterized by a special to-
ne. Most typologically simi-
lar to the tones of the syl~-
lakic languages are tcnes in
Danish (Jutlandic) and Low
German @ialects where they
occur exclusively in mono-
syllabic words. The tonal
distinctions reflect  here
the original distinctions of
monosyllabic and bisyllabic
words (cf. Jutlandic Danish
/ hu:s/ - / hu:s/ Standard
Danish hus,huse). In Franco-
nian dialects the tonal dis-
tinctions are also 1largely
characteristic of monosylla-
bics and reflect original
opposition of mono- and bi-
syllabic words but due to
the so called spontaneous
and combinatory accentuation
the tcne of the apoccpe can
occur both in original mono-
syllabic and preserved bi=-
syllabic words. Even though
the problem of the origin of
the tonal distinctions in
Germanic languages can not
be considered as finally

solved there is much eviden-
ce that the traditional idea
that the tones in Danish,Low
German and Franconian dia-
lects appeared in the period
of the apocope is valid.
Spontaneous and combinatory
accentuation in words with
original long broad vowels
and voiced consonants in
original monosyllabics and
preserved polisyllabics in
Franconian can be explained
as depending on their longer
duration connected with the
quality of the corresponding
vowels and consonants. The
tonal distinctions  beconme
relevant in the period of
the apocope, one of the pho-
netic features of the apoco-
pated words being length. At
this moment phonetically
longer duration of the broad
vowels and of the vowels
before the voiced consonants
become apocopically accentu-
ated even in words which
were not affected of the
apocope. Thus the Low Fran-
conian dialects where the
longer duration is one of
the features of the apocopa-
ted words and of the words
with spontaneous and combi-
natory accentuation reflect
the older stage of the deve-
lopment whereas the - central
Franconian "Scharfung" in
apocopated and spontaneous/
combinatory accentuated
words is the result of meta-
tony.In English there is a
trend to an abrupt ("ente-
ring") tone to be formed in
the words with unreleased
tense stops. In West Jutlan-
dic dialects we can see two
types of the same kind of
abrupt tones.

All above mentioned changes
in spite of their seeming

differencies are the expres— .

sion of one trend, the trend
of morphosyllabism which is
characteristic of the deve~
lopment of Germanic langua-
ges.
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ABSTRACT
Similar and distinctive
phonetic and phonological
Teatures of a number of
languages of diverse types
ianalytical English, syn-
hetical Russien and Ukrai-
nian, and agglutinative
Caucasian languages with
some touch of polysynthetic
characteristics in north-
western branch and fusion in
north-eastern branch) have
been ascertained,

The main methods used in

the investigation were:
method of analytical compa-
rison snd questionnaire
method,

t. INTRODUCT ION

The choice for analysis
of the languages of diverse
types was conditioned by the
faot that their fundamental
characteristic features:
matter not only to the mor-
phological and word-building
levels, but also to other
ones, including phonetics
and phonology, For example,
the leading feature of the
agglutinative languages is
haplosemy that is the
attachment of one element of
the form to one element of
the content, which provides
& higher degree of stability
of the langumge system than
the availability in the in-
flexional languages of syn-
thetoseny (simultaneous
polysemy) creating asymmetry,
The latter involves fluctu-
ating articulatory norms.

2. RESULTS AND DISCUSSION
If we compare such Indo-
European languages as
English, Russian, Ukrainisn
with the Caucasian langua-
ges, we shall observe more

advanced articulastion of the
former set of languages, The

sound systems of the Cauca-
Sian languages contain ve-
lar, pharyngal and partly

laryngal) phonemes., In both
English and Ukrainian there
is only one pharyngsl pho-

neme (rendered by the letter

“h" in Eaglish end "p ™ in
Ukrainian), Russian has no
pharyngal sounds at all, In
all three languages there

are no laryngal consonants,

Cne may note some tenden~

cy for rapprochement of
Caucasian phonological sys-
tems to those of the
Germanic and Slav languages
under review, We mean the
advance of the articulations
of pharyngal and laryngal
8eries in the Caucasian
languasges. The strong
glottalized affricates
turned into the cQrrespon-
ding aspirate sounds this
way in Tindin,

Separate phonemes of the
Caucasian languages are
articulated differently:for
éxample, lateral consonants
in some Caucasian languages
(Georgian, zan, Rutul, Udi)
are similar to the corres-
ponding Russian and Ukrain-
lan phonemes (dental), in
Some (Lezgian, Lack, Dargi,
Agul, Tabasaran, Tsakhur) to
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1ish ones (alveolsar), in
Egge -_— diftegent from the
corresponding phonemes of
the Indo-European languages
under review ( front palatal
- in Budukh and Hinalug;
noisy — in Kabardian).

Besides the privative
binary opposition according
to a distinctive feature
+resonance/lack of resonan-
ce*, inherent in consonan-
tal systems of all the lan-
gusges under review, in the
Caucasian languages there
ie one more opposition
closely interwoven with the
former;breath consonants
can be aspirate and check-
ed. That equipollent oppo-
pition embrace only obstru-
ent sounds, It does not
apply to spirants,

ppEnglieh is vocalic,while

the Caucasian languages, as
well as Ukrainian and Russ-—
ien, belong to a consonant-
ic type. The consonantal
system is especially devel-
oped in Ubykh (80 conson-
ants), Abaza (66 consone-*
snts), Hinalug (59 congon-
ants), etc. The availabili-
ty of the small number of
vowels (2 - 3 vowels in
some Ceucasian langusges)
predetermines the absence
of restrictions in their
use and vice verss; the
availability of the large
number of vowels creates
prerequisites for such
limitation. For instance,
open syllables csnnot be
concluded with short vowels
in English, where there are
many (21) vowels,

Acoumulation of a grest
number of diverse conso-
nants is a rsare phenomsnon
for sll the languages., This
universal is connected with
the tendency of effort eco-
nomy: it is difficult to
pronounce the great number
of consonants without
vowels, But in a small
quantity of cases such
clusters are found even in
vocalic English, A& to the

possibility of flowing sev-
eral diverse consonants
together, it is on the ave-
rage more characteristic of
Ceaucasian languages than of
English, Russian and Ukrai-
nian because there are
fewer vowels in the former,
The location of adjacent
consonants and their high-
est possible number is in-
dividual for each language.
For example, consonants
clusters in the final posi-
tion are typical for Svan
and Tabasaran whereas ones
in the initial position and
inside the word are typical
for Georgian. Russian can
tolerate a cluster of four
consonants8 in preposition,
while English permits only
three,

Some Caucasian languages
(different sets) have oppo-
sitions: analogous to Eng-
lish — short/long vowels
(Chechen, Ingush, Hun#ib,
Lack), open/close vowels
(Chechen); analogous to
Russian and Ukrsinian —
hard/soft consonants (Adyg,
Abkhagian, Abaza, Ubykh).It
is necessary to mention that
the force of the opposition
ropen/close vowels™ is great
neither in English, nor in
Chechen,

Some Caucasian languages
(different sets) have phono-
logical oppositions absent
in English, Russian and
Ukrainian: a)palatalization/
lack of psalatalization of a
vowel (Svan, Udi); b)orality
{nasslity of a vowel (Bats-

¥y, Botlikh, Godoberin, Ke-
ratin, Hunzib); c)labiali-
zation/leck of labializa-
tion of a consonant (Abaza,
Abkhazian, Adyghe, Kabardi-
an’Fgg%?gzﬁrasegmental units
we shall dwell on accent.
The accent in all the lan-
guages under review, except
the Rutul language and the
Munib subdialect of Andy
characteriged by tonic (mu-
#ioal) accent, ie dynamic.
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It is in Russian where the
accent is expressed most
strikingly, a little bit
less — in English, still
less — in Ukrainian, and
quite slightly —— in many
Caucasian languages.,

Within the Caucasian
lsngusges themselves, even
closely related, the accent
has different intensity.
For example, it is weaker in
Andy then in Avar (both
refer to Avar-Ando-Tsez
subgroup of Daghestan group
of languages); it is weaker
in Georgian and Zan than in
Svan (all three refer to
Kartvel group of Caucasian
languages), Weak stress of
Modern Georgisn literary
language resembles the sea
sfter & storm /5, 14/,

The degree of unstressed
vowels reduction is connec-
ted by direct dependence
with accent intensity. That
is at the bottom of inten-
8ive reduction of unstress-
ed vowels in Russian, That
is the reason of stability
for phonetic changes in
Modern Georgian where there
is wesk stress and, on the
other hand, frequent reduc-
tion of vowels (right up to
their falling out) in the
014 Georgian lsmguage, where
strong stress dominated. The
relatively strong accent of
Modern Svan, Abkhazian, Aba-
ra, Lezgian &lso results in
the reduction of unstressed
vowels,

Bnglish prefers close
8yllables, Russian and
Ukrainian give preference
to open ones, Caucasian
languages are not identical
in this respect, Even with-
in one south-Caucasian
branch the indices, accor-
ding to our calculation,
are quite different: close
8yllables prevail in Svan,
wheress open ones dominate
in Georgien and Zan, share
of open syllables in Zan
exceeding their share in

Georgian, Note should be
taken that a close syllable
was typical for Georgian
historiesally /2, 29/. In
the course of the Georgian
language development the
quantity of open syllables
was being increased. For
instance, the number of
close syllables is greater
in “Hero in tiger's fell®
by Shota Roostavelli than
in the works of literaturs
by modern Georgian writers,
although even there the
quantity of open syllables
prevailed over close ones,

Vowels serve as syllab-
le-building sounds in Lack,
Russian and Ukrainian, while
in English not only vowels
but &lso sonorous consonsnts
"n" and "1" can fulfil that
function: (ka:|tn], [ou]id].

Let us dwell on Iiving
phonetic processes,

In contrast to ®English,
Ukrainian, and Kabardian,
where the neutralization of
the opposition "voiceless-
ness/resonance” in the finsl
consonants does not take
place, in Russian, Budukh,
Lezgian the final voiced
consonants are devocalirzed.

The neutralization of
that opposition occurs in
an ultima in Ingush, but the
direction of the phonetic
brocess is opposite: voice-
less fricative affixal con-
Sonants "c*, "g ", "x" are
sonorized,

. The notions "accomoda-
tion" and "assimilation” are
often mixed being used as
absolute synonyms. We con-
8ider that accomodation
Presupposes the adaptation
within the bounds of one
phoneme, while assimilation
Presupposes the substitution
of one phoneme for another.

In the languages under
review one can meet both
regressive and progressive
@ssimilation. But their
proportion in various lan-
guages is different. In some
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caucesian languages (similar
to0 Russian and Ukralgian)
regressive assimilation
prevails over progressive
(Beghitin, Zan, Adyghe,
rsez), and in some (similar
to English) — quite the
reverse (Chechen, Tabasaran).
Yowel harmony -— non-
contiguous assimilation of
affix vowels to root ones
— functionates in some
Caucasisn languages like in
purkic languages (and often
under their influence). &
final vowel is liable to
likening in Avar, Preverbs
receive vocalism depending
on & vowel in the root of
the verb in Tabasaran. That
phenomenon is not observed
in the Indo-European
languages under review,
Dissimilation i8 pecu-
liar to & number of Cauca-
sian languages (Abkhagian,
Andy, Lack, Svan, Zan). It
is found comparatively
seldom in English, Russian,
and Ukrainian (English
rlaurel" came from "lsurexrmT,
Russian " pepCapr * came
from " penGawn ", Ukrainisn
* nEnap * came from " pp-
>

Ha In)all the Indo-Euro-
pean languages under review
the speech of & male and a
female is less differenti-
ated than, for instance, in
Hushtadin subdizlect of the
Bagvalin langusge. Inter-
vocalice "y * turne into "p*
in women's speech, while in
men's speech "y " 18 not
changed,

3. CORCLUSIONR

The comparstive research
of the given languages 1is
interesting not only from
the point of view of typo~-
logical theory but also
from the standpoint of
practical application for-
the intensification of
education process,

Reference to the iso-
morphous phenomena in a

mother tongue will save
time on explanation, while
attention to the allomorph-
ous phenomensa will help to
avoid interference,
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THE TYPOLOGY OF SPEECH SEGMENT UNITS

R.K. Potapora

Moscow State Linguistic University,USSR

ABSTRACT

The study of speech communk
cation presupposes a preli-
minary segmentation involv-
ing the identification of
cues segments and their cha-
racteristics.The task of the
present investigation consi-
sted in the determination
and comparative description
of different speech segments
correlated in duration in
spoken utterances for Ger-
man, English, Swedish and
Danish.

1. INTRODUCTION

The organization of spoken
connected speech implies the
selective extraction of lin-
guistic objects which is im-
possible without segmentati-
on.There are three principal
difficulties arising in the
process of solving a task of
speech recoznition both in
the context of natural speed
communication and inlthe &p-
Plication of automatic reco-
gnition devices: optimum se-
gmentation of an object whidk
is very difficult for the
units to be recognized have
no clear-cut boundaries;ac-
counting for the variabili-
ty factor of object characte
ristics ( for instance,vari-
abiliti of articulation and
acoustlc characteristics of
a speaker);identification
of 2 set of key characteri-
stics.The orientation to -

wards key segments enables
us to differentiate between
micro-,medi~ and macroseg-
mentation. In microsegmenta-
tion key segment we include
audial and acoustic intra-
sound/intersound transient
processes, occlussions,fri-
ctions, explosions,subsound
and soundsegments, syllabic
segments.The following can
be cited as segmentation u-
niversals at the audial le-
vel: segmentation at the ne-
uron level with the orienta-
tion towards changes on the
domain of F,; reaction onjthe
maximum values of spectrum
energy and changes in timing
of speech signal energy.Cer-
tain acoustical characteris-
tice of the microsegmentati-
on can also be defined as u-
niversals: presence/absence
of Fo; instantaneous change
of Fo, at the transition from
& consonant to a vowel and
from a vowel to a consonant;
presence/absence of spectrum
noise; noise localisation at
the frequency scale; noise
intensity; noise duration;
pbresence of low and/or high
frequency spectrum energy.
The objects of macrosegmen-—
tation are phrases, senten-
ces and fragments of spoken
text. Between the objects

of micro- and macrosegmenta-
tion is the phonetic word
(the accentual group with
proclitic and enclitic syl-
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lables), which makes it po-
ssible to separate mediseg-
nen¥ation,where we are gu-
ided by the following cha-
racteristics: specific re-
alization of prosodic and
spectral characteristics of
Juncture sounds; time cor-
relation between segments
wishin phonetic word; inte-
gral intensity of phonetic
word; qualitative and qu-
antitative characteristics
of stressed/unstressed vo-
wels within phonetic word.
In implementing the macro-
segmentation of speech pro-
sodic characteristics are
the principal ones as well
as an account for syntactic
and semantic information.

29 FROCEDURE

Tio investigation was ba-
sed on the German, English,
Swedish and Danish material.
We have recorded 20 speakex
male and female for each
language.The experimental
corpus contained a set of
interlingual identical words
which were included into a
set of sentences having i-
dentical rhythmic and syn-
sactic structures. All aco-
ustical characteristics we-
re extracted at the first
stage by intonograph and at
the second stage by MICRO
SPEECH LaB-ver.3. One aim
of our investigation is to
systematically describe and
t0 define realizations of
duration of aifferent speech
segmnents in connecved text.
To discover correlation for
duration data of different
speech segments the correls
tion coefficient P was de
termined: i

-

X; ‘—x-

.P_ Gx 63/
The H,-hypothesis of“the
independence of relation of
data was tested by means of
t-criterion with p=5%.1t
was necessary to determine:
a)the nature of the time

correlation between the ad-
Jjoining subsound segments
within syllable of the fol-
lowing types:occlusion ( se-
parately for voised/unvoiced
segments),explosion,frictiog
aspiration,bransition}b)the
nature of the time correla-
tion between adjoining so-
und segments within phone-
tic word;c) the nature offthe-
time correlation between the
syllables within phonetic
word;d)the nature of the co-
rrelation in duration betwe-
en unstressed and stressed
vowels within sentence.

3.DISCUSBICON

In the course of the study
of speech behaviour it was
discovered that the tempo-
ral and structural orzganiza-
tion of speech movements
calls for a complicated spe-
ech programme in the brain.
It should be noted in this
connection that at present
the following problems are
being studied mon the domain
of the temporal organizati-
on of spoken utterance:
~the determination of syn-
thesis algorjthms offhyth-
mic pattern of the uttersans
ce ( the problem which is
often referred to as prepro-
gramming of the temporal or-
ganization of speech signal
being part of a more general
problem of synthesis ( gene-
ration) of prosodic patterms
of an utterance;

-the determination of speech
gignals used in the informa-
tion exchange between lingu-
istic aud physiological le-
vels of speech analysis and
synthegis;

~the determination of the
rules for the conversion of
transformation of the rhyth-
mic patterns of an utterance
into real time intervals be-
tween articulatory positions
and movementsiil.

As a result on the data pro-
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cessing it was demonstrated
that the level of subsound
segments allowed us to es-
tablish a specific tempozal
correlation between such se-
gments as,for instance,a vo-
iceless occlusion and follo-
wing frication. In Swedish
a tendency was observed for
establishing a statistical
relevant correlation between
the duration of a voicdess
occlusion of a tense occlu-
sive consonant and the dura-
tion of the following frica
tion segment.In Danish a re-
gular correlation was traced
between the duration of the
frication segment of a tens.
occlusive consonsnt and the
duration of the following
and the preceding vowels(Z.
It was demonstrated that the
consonant and vowel segments
are characterized by diffe-
rent degrees of a sufficien-
tly reliable temporal corre:.
lation. Thus, for instance,
it was proved that in Ger -
man and English exists a ne-
zative vemporsl correlation
between sound segments in
the VC - sequence.The Eng-
lish language was characte-
rized with the negative tem
poral correlation between
the vowel and the follow-
ing consonant in the sylla-~
ble and phonetic word irres-
pective of its posivion in
sentence.ln German <vhe con
relation of the same type
was revealed for tne seque-
nce " vowel-consonant",but
it was mainly observed in
the tinal position of sen-
tence. 1t shouid be noved
that tnis data were gotten
for two-syllable words with
a8 short stressed vowel. For
the long stressed vowels in
Germen there exists tempo-
ral correlation between a
long vowel and a preceding
consonant.No such correla-
tion was observed between a
long vowel and a following
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consonant. The temporal co-
rrelation established for
the "vowel-consonsnt" sequ-
ence underwent no substan-
tial change dependent on po
sition,which show a rela-
tive stebility of the ten-
poral relations between the
sound segments which form
closed syllables in the lan
guageg. The data obtained
indicate that the pattern
of temporal compensation at
the microsegmentation level
ig not substantially modifi
ed even in those cases,when
the sound - and subsound se
quence becomes part of a
rhythmic structure of a hi
gher linguistic order.This
rule is typical for connec-
ted speech in German and
English.Iu "Swedish the si-
tuation is somewhat diffe-
rent, and the temporal cor-
relation may be registered
for sequences of sound se-
gments "consonant-vowel",
as well as for sound segme-
nts "vowel-consonant".This
type of temporal correlati-
on was observed not only ia
different words but also
within the same word. In Da
nish the temporal correla-~
tion should be noted betwe-
en sound segments oply in
the sequences "vowel-con-
sonant". It follows from
all that was said above

that the temporal relation
at the level of microsegmen
tation within a syllable in
connected speech is looser
in some languages and stron
ger in other languages.This
means, that the involvement
of sound segments into a se
quence of the speech conti-
nuum may substantially mo-
dify the type of the tempo-
ral relation between adjoi-
ning microsegments, or may
have no significant impact
leading to a temporal redi-
stribution.In the former

case, the temporal relation
between the constituents of

;s syllable is sufficiently

mobile, which brings about
new types of temporal corre
lation, while in the latter
case, the temporal relation
between the constituents is
sufficiently strong, which
preserves the relative in-
tegrity of the syllabic st
ructure in the connected
speech.This conclusion ap-
pears rather well-founded,
- which is an evidence of
natural flexibility of the
syllable as a fundamental
material quantum, on which
the whole speech "building"
places. For the medisegmen-
tation positive femporal .
correlation between sylla-
bles of different type wi-
thin a phonetic word is cha
racteristic of some langua-
ges. The temporal correla-
tion was observed between
CVC and CV-segments with-
in phonetic word.No corre-
lation was observed between
other typeas of syllable
combinations: CV ~(C)C..V
within the same phonetic
words in utterances. The
comparison of duration da-
ta for vowel - sequences
in sentences in case of ma
crosegmentatvion revealed a
positive temporal correla-
tion between them.The data
obtained suggest that the
duration or units of micro,
-~ medi-and macrosegmenta -
tion in connected speech
may be realised with diffe-
reny degrees of regularity
and hass;hierarchic charac-
ter. It may be concluded
that the architectonics of
a speech utterance does
not merely amount to a ei-
mple sum of duration data
of a set of micro,-medi,-
macrosegments, but emer -
ges instead as a more com—
Plex structure, comprisi-

ng some relatively sutono -
mous units, the temporal o=
ganization of which is pre-
determined by their own
micro,-medi-and macrosegme-
ntal properties, as well as
by the correponding proso-
dic properties of the who~
le speech structure in ge-
neral [3].

4 ,CONCTUSION

The variability of the pro
sodic organization of a uts
terance is brought about by
the interaction of the fol-
lowing factors:tke physio-
logical one as predetermi-~
ned by the constitution of
human speech organs; the
physiologically~linguistic
one as predetermined by the
laws of’ ¢osrticulation in
accordance with the ‘'featu-
res of the pronunciatiion ba
sis of a given language;the
linguistic one as predetex-
mined by the phonemic,mor-
phemic and syntactic rules
of a language;the psycho -
linguistic one as predeter-
mined by the commynication
act as & whole.The above
mentioned factors ave over-
lapping in the process of
temporal programming and
all types of segmentation
of a spoken utterance.
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PHONOLOGICAL OOMPONENT
IN THE QUANTITATIVE LANGUAGE TYPOLOGY

L.G.Zubkova
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ABSTRACT -

As the language is a system
connecting meaning and sound, the
connection itself must be syste-
mic. Hence, the complete typolo-
gical characteristics of the lan-
guage system should include in-
formation concerning the mode of
correspondence between sound and
meaning.

1, INTRODUCTION

The phonological typology of the
basic language unit - the word -
reflects its constitutive and pa-
radigmatic relations, its fun-
ctional-semantic and grammatical
characteristics and as such cor-
relates with the morphological
typology [1,2]. This makes it
possible in addition to morpholo-
gical and syntactic indices of
the quantitative typology sugges-
ted by J.Greenberg to introduce:
1)indices disclosing constitutive
hierarchical relations of the
units of different levels; 2)in-
dices reflecting the degree of
variability/uncertainty of the
units of different levels (in
their interrelation); 3)indices
characterizing the sound shape of
morphemes and words and not only
their syllabic and suprasegmental
organization (as suggested by
V.Scalitka), but their phonemic
structure depending on functional
and semantic characteristics as
well. As different word groups
may not have similar typological
tendencies, all indices should be
determined both for the word as a
whole and for separate parts of
speech.

2.CONSTITUTIVE RELATIONS® INDICES
In constitutive relations between

language units the frequency of
factual coincidence of the units
of one 1level with the units of
another one is of special typolo-
gical significance. On the one
hand, the frequency of one-word
sentences, one-morpheme words,

one-phoneme {one-syllable) mor-
rhemes essentially characterizes

the plane of expression of each
of the meaningful units. On the

other, the frequency of words se-

parately meking up a sentence,
morphemes making up a word, pho-
nemes (syllables) making up a

morpheme indicates the degree of

autonomy of the lower-level units

towards the higher-level ones.The

higher is the frequency the less

is the degree of autonomy. Taking

into consideration the last index

a phoneme must be regarded as the

universal minimal functional sound
unit. Even in languages with the

high index of grammaticality in

the majority of usages a phoneme

functions as a purely phonologi-

cal entity. In classical aggluti-

native languages the degree of

autonomy of a phoneme increases

and reaches its maximum value in

isolating languages as being most

"lexemic"”. The notion of a sylla-

beme seems irrelevant because of

non-autonomy of a syllable in re-

ference to a morpheme even in

syllabic isolating languages.

3.VARIABILITY/UNCERTAINTY INDICES
3.1.0n the Level of Words

It's been noted that typological
differences in the degree of
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extension of lexical polysemy
correlate with differences in the
degree of synthesis and the
length of a word: simple and
short words tend to have more
lexico-semantic variants
(meanings) than derived and long
words. This tendency is apparent
in the opposition between analy-
tic and synthetic languages and
in synthetic languages in the
opposition between the underlying
members of derivational chains
and high-stage derivatives.

3.2. On the Level of Morphemes
The degree of semantic uncertain-
ty (polysemy) of words and mor-
phemes is inversely proportional
to the degree of - allomorphic
variability. It is extremely
limited in isolating languages
end more or less developed in
synthetic languages.In accordance
with the principle of morphologi-
cal structuring of a word and mo-—
nosemy or polysemy of inflexional
affixes in agglutinative languages
allomorphic variability occurs
mostly in affixes and is normaly
automatic, predictable,whereas in
inflecting languages it occurs in
roots and is mainly unpredictable.
Meanwhile inflecting languages
reveal clear parallelism between
semantic and allomorphic variabi-
lity between words of different
stages in derivational chain.
According to the data of Russian,
polysemy and polymorphism of a
root/stem in inflexional paradigm
(fusion tendency) is more typical
for the basic (non-derived) words.
The higher the derivational stage,
more limited are polysemy and
allomorphic variability. High-
stage derivatives usually possess
one meaning and are characterized
by monomorphism of & root/stem
(agglutinative tendency).

3.3.0n the Level of Phonemes

Due to a greater length in syl-
lables and in phonemes and thus
a greater occurence probability
of phonemes in positions of neu-
tralization, high-stage deriva-
tives differ from non-derived
words by a greater phonematic un-
certainty. It is not accidental

that the Russian scientific text
with the degree of synthesis of a

word equal to 3.21 morphemes and

the average word length equal to

3.4 syllables contains 45% of weak
phonemes, whereas in the colloqui-
al speech with the degree of syn-
thesis equal to 2.47 morphemes and
the length equal to 2.8 syllables
the frequency of weak phonemes
decreases to 36X.

Apart from phonologically condi-

tioned uncertainty of”~ phonemic

identification of sound segments

in the analysis of variability on

the level of phonemes the fre-

quency of phonemes manifesting

themselves as marked {derived)

members of morphonological alter-

nations should also be taken into

account.

This group of indices sides with
indices characterizing the degree

of preferable use of consonants

in a definite position within

morpheme/word and, respectively,

the degree of differentiation

between positions: within the
morpheme, at morpheme juncture

and at word juncture. The

coefficients of rank correlation

of consonants in comparable
positions may serve as the

abovementioned indices. Since the
position of morpheme juncture

(opposite to word juncture)

reveals good positive correlation
with within-the-morpheme position
the degree of positions differen-
tiation in consonantal structure
of a simple word and in the root

enables one to consider the type
of the affixation used and its
functional load. Positional dif-
ferences are weakened in the fol-
lowing order: root-isolating lan-
guages, prefixing languages, suf-
fixing languages, languages with
developed bilateral affixation.

4. MEANINGFUL UNITS SOUND SHAPE
INDICES

The sound shape of morphemes and
words is indispensable to
meaning . Fundamental typologically
significant semantic difference
is the difference between lexical
and grammatical meanings.
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Contrasting of lexical and gram-
matical is reflected in constitu-
tive and distinctive functions of
sound units and in the degree of
phonematic uncertainty. For
example,in the Russian speech the
coincidence of a morph with a
syllable is more frequent in
prefixes and roots as more lexi-
cal units, the coincidence of a
morph with a phoneme -in suffixes
and inflexions as more grammati-
cal ones. The phoneme is quite
autonomous in respect to the
autosemantic morpheme. With les-
sening of lexicality and increase
of grammaticality of morphemes,
phonemes become less autonomous
and may not possess this quality,
if the given type of a morpheme
always or mostly expressed by one
phoneme as, for instance, is the
case with inflexions in Marathi
and Arabic.

Phonemes constitute a morpheme
not as an autonomous element but
as an integral part of the word.
In line with the degree of auto-
semanticity of a word the phoneme
in the Russian language obtains
maximum autonomy in reference to
a substantive root, less autonomy
in reference to a verbal root and
still less autonomy in respect to
a pronoun root. The distinctive
properties of phonemes within a
morpheme go in line with the main

rules of segmental word structure.

Since the middle part of the word
as distinct from marginal posi-
tions is usually irrelevant to
distributive restrictions, the
distinctive possibilities of pho-
nemes in middle—of-the-word mor-
phemes prove to be more effective.
For example,in the Russian speech
the frequency of weak phonemes in
roots and suffixes amounts to
33-34X and in prefixes and
flexions - to 62 and 59X. The
part-of-speech function of a word
is also significant for distinc-
tive function of phonemes. In
notional parts of speech perform-
ing nominative function the fre-
quency of weak phonemes is higher
than in pronouns performing
substitutive and demonstrative

functions.

Morphonological differences
between parts of speech are also
essential for sense discrimina-
tion. For example, in the Indone-
sian language the voiceless
consonants/nasals interchange
frequency in the root-initial
position amounts to 81-85% in
predicatives, and to 51-53%X in
nouns. The opposition between
lexical and grammatical greatly
influences the indices which
characterize the sound shape of
meaningful units.

4.1.Phonemes’ Inventory

In autosemantic morphemes making
up an open list all phonemes and
their combinatory possibilities
are realized on a larger scale.
In syntactic morphemes making up
a closed list the inventory of
prhonemes is restricted: the more
50, the less the number of the
given morphemes and more gramma-
tical their meanings. For
example, in Russian and English
in derivational suffixes the
number of generally used phonemes
emounts to more than 80X, in
flexions it lessens to 33% in
Russian and to 18X in English.The
degree of restriction as to the
phonemic inventory of morphemes
is differerent in different parts
of speech. In particular, the
number of phonemes constituting
Russian derivational suffixes
lessens in the consequence: nouns
(78.5%) , - adjectives - adverbs -
verbs (31%).

4.2 .Phonemes’ Quality

More or less strong tendency to
attach phonemes to certain
meanings first and foremost
manifests itself in preferable
usage of vowels to express
grammatical meanings, and conso-
nants to express lexical
meanings. The degree of lexicali-
zation of consonants and the
degree of grammaticalization of
vowels as well as the degree of
lexicality/greammaticality of mor-
phemes themselves may be indi-
rectly observed in the consonan-
tal coefficient, which reflects
the proportion of consonants and
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vowels in accordance with their
frequency of occurence within
different types of morphemes. In
the Russian speech inflexions
possess the minimum (0.43) and
roots - the maximum (2.13) value
of the given coefficient.The more
lexical is the root the higher is
the coefficient. Consequently, it
ijs higher in noun roots than in
verb roots. In derivational
worphemes, combining lexical and
grammatical meanings, the propor-
tion of consonants and vowels is
more equal (consonantal coeffici-
ent in suffixes equals to 1.44,
in prefixes to 1.17).

4.3.The Meaningful Units' Length

in Phonemes and Syllables
It is already known that concrete
meanings are expressed by longer
than the abstract one elements.
The syllabic or non-syllabic form
of meaningful lower-level units is
determined by their free or bound
position within higher-level
units and finally by degree of
autosemanticity. In tendency
grammatical morphemes and words
are shorter than lexical ones.
For example, in isolating Yoruba
and in inflecting Russian the
syntactic root is shorter than
the autosemantic root(respective-
ly 1.00 and 1.35 syllables in Yo-
ruba, 0.9 and 1.28 - in Russian),
the pronoun root is shorter than
the notional one(1.12 and 1.42 in
Yoruba, 0.7 and 1.4 in Russian),
the verbal root is shorter than
the noun root (1.13 and 1.57 in
Yoruba, 1.1 and 1.5 in Russian).
4.4 Morph Junctures and Syllable
Boundaries Interrelation

Strong coincidence of syllable
and morpheme boundaries in
syllabic (isolating) languages is
determined ° by lexicality of
morphemes and their possibility
to manifest a word. In non-sylla-
bic languages different types of
morpheme junctures in many ways
correspond to syllable boundaries
as the mode of combination and
variability of morphemes depend

on their meaning, position within
a word, and on whether they are
added to the stem or to the word

as a whole. For example, in
Russian in accordance with the
agglutinative character of

prefixes and fusional character
of flexions the coincidence of
morpheme and syllable division is
more probable at the prefix-root
juncture and very rare at
root/suffix-flexion juncture.

4.5 .Morphemes’ Suprasegmental

Characteristics

The frequency of morphemes (auto-
semantic morphemes in particular)
marked by suprasegmental means
seems also to reflect the degree
of lexicality/grammaticality of
the language. It is not by chance
that such prominence can be
observed more often in tone
isolating langueges which are
most “lexemic”.

5. CONCLUSION

The language system integrity and
unity can be clearly seen in good
or average sufficient correlation
of monophonemic morphs' frequency
and the frequency of morpheme
junctures within a syllable with
indices of lexicality/grammatica-
lity ( +0.918 and +0.775 ),
agglutination/fusion (+0.898 and
40.837) and synthesis (+0.716 and
40.536) in 11 langueges of diffe-
rent types. The lower is the
lexicality index and thus the
higher the index of grammaticali-
ty, the higher are the indices of
synthesis and fusion, hence more
oftener occur in the text mono-
phonemic morphs and respectively
more frequent are morph junctures
within the syllable.
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NEUTRALISATION DES VOYELLES NASALES CHEZ DES
ENFANTS D'ILE DE FRANCE

I.Malderez
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ABSTRACT

A tendency towards the neutralization of
oppositions between /4/ and /5/, on the
one hand, and /4/ and /&/ on the other
hand, is observed in the speech of le-de-
France and Parisian youngsters.This
phenomenon is also reflected in
children’s spelling.

1. APERCU DES TRAVAUX
ANTERIEURS.
La neutralisation de l'opposition /&/ vs
/&/ au seul profit de /&/, déja men-
tionné en 1821 par le pére
DESGRANGES [2] et un siécle plus tard
par H. BAUCHE [1], semble au-
jourd'hui en voie d'aboutissement en
francais standard. H. WALTER [10] et
P. LEON [7] signalent la corrélation
positive qui s'établit entre 1'dge du locu-
teur et la distinction des deux voyelles
nasales.L'étude de O. METTAS, menée
aupres de locutrices parisiennes dgées de
18 a 35 ans, montre que le plus souvent
I&/ “se confond avec /&/” [9].
A ce phénomene déja ancien s'ajoutent
deux nouvelles tendances de neutralisa-
tion. En effet depuis 1972 certains
auteurs signalent des déplacements ou
des chevauchements entre les voyelles
/8! et /a/ d'une part et entre /a/ et
/3/ d'autre part. Pour O.METTAS, le
“phone¢me /&/ tend A se rapprocher de
(3] du parler neutre [...] Cette derniere
réalisation est I'un des indices les plus
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fréquents du sociolecte, dans cette géné-
ration”. De méme /&/ est “identifié
comme une réalisation de /A/, oral ou
nasal” dans certains cas. H. WALTER
signale aussi le cas d'un locuteur parisien
pronongant /4/ “avec un arrondissement
qui peut compromettre la distinction de
I'opposition /a/ vs /3/.” 1. FONAGY
étudie le traitement des nasales chez sept
jeunes parisiens [3]. “La tendance géné-
rale du déplacement de in vers an n'a pas
empéché un locuteur et deux locutrices 2
s'opposer & ce courant, et de substituer
dans certains cas /3/ 4 /4/.” Pour un
des locuteurs, le 3 a été pergu “comme
/a/ par 1a moitié ou la plupart des audi-
teurs.”
P.LEON attache a ce chevauchement une
valeur sociolinguistique “de certain parler
chic” [8]. I. FONAGY et G.
BOULAKIA supposent aussi cette valeur
stylistique.“On a l'impression que les
variantes /&/ qui s'approchent de /4/
font ‘plus jeune’, ‘plus branché’, ‘plus
désinvolte’.”[4].
Ce type de glissement est aussi réalisé
dans la parole des enfants d'Ile de
France.
" Tu aurais pu mettre que les chevals, ils
ont tous un nom (A.V., 10 ans).
- Clest pas vrai! Ils ont pas tous un an!
(S.B.,9 ans) "
Nous avons mené une étude systéma-
tique dans deux écoles primaires rurales
du sud de I'Oise ol sont scolarisés des
enfants dgés de 52 12 ans.

2. TEST DE PERCEPTION
2.1. Test
Nous avons enregistré quatre enfants de
8 ou 9 ans lisant un corpus présentant 6
triplets minimaux en position finale. Un
test de perception 2 choix limité a été ef-
fectué aupres de l'ensemble de la classe
ol étaient scolarisés les quatre locuteurs.
Ainsi nous avons calculé lindice
d'audibilité IA 1 de chaque locuteur sur
chaque énoncé, chaque phone¢me et sur
J'ensemble du test.
2.2. Résultats
La locutrice A.T.C. se ditingue par 100%
de IA égal 2 1. Notons que sur
Yenregistrement d'une sayndte (style
moins formel) nous avons constaté que
A.T.C. produit des nasales ambigiies.
Chez les locuteurs C.D. et V.H. les IA
globaux sont respectivement de 093 et
0,94. Chez ces deux enfants, la neutrali-
sation des voyelles est faible dans ce
style formel. De méme la conservation
des oppositions n'est pas non plus effec-
tive A 100%. La moitié des énoncés chez
CD. et 81% chez V.H. ont des IA infé-
rieurs & 1. Les indices tombent 3 0,76
(C.D.) ou 0,80 (V.H.) pour certains
énoncés. De plus, bien que les écarts
restent faibles, ces locuteurs effectuent
des traitements différents pour les trois
phon2mes : les indices varient de 0,91
pour /3/ 2 0,95 pour /&/ chez C.D. et de
0,93 pour /3/ 2 0,96 pour /&/ chez V.H..
La locutrice P.M. obtient & peu pres les
mémes résultats que les deux gargons
pour les phonemes /&/ et /3/. Par contre,
le /a/ dans la parole de P.M. est pergu
{3] 107 fois sur 131 dans le test, soit un
IA de 0,18 pour ce phondme. Trois
énoncés obtiennent un IA égal a 0,05.

1 JA: indice de perception en accord avec
I'énoncé proposé au locuteur dans le
Corpus.

Ainsi chez P.M. le déplacement obéit a
une régle pratiquement catégorique.
Néanmoins, elle pergoit correctement les
trois voyelles nasales lorsquelle participe
aux tests de perception. Un énoncé por-
tant sur le phondme /3/ atteint un IA de
0,65.
2.3. Statuts des oppositions
Ce test permet d'observer que chez ces
enfants les oppositions entre /a/ et /5/
sont les plus fragiles, celles entre /&/et /5/
les plus stables. Par ailleurs les déplace-
ments repérés sur d'autres enregistre-
ments ne concemnent que la paire /a/, /3/.
Ces résultats? sont en partie en accord
avec les travaux antérieurs. En effet, si
des confusions de voyelles nasales sont
réalis€es dans la parole des enfants et des
jeunes parisiens, il n'existe pas de loi gé-
nérale établissant une neutralisation plus
avancée qu'une autre, ni un sens privilé-
gié de déplacement.“Le /&/ s'approche
de /a/ dans certain cas, dans tel mot
plus souvent que dans tels autres, dans la
parole de certains locuteurs plus souvent
que dans celle d'autres locuteurs” [3].
D’autre part il nous semble difficile de
considérer cette perte d’opposition
comme une variante stylistique. Les en-
fants qui se sont prétés a cette éwde ap-
partiennent 2 des classes socio-profes-
sionnelles de type ‘ouvrier’ ou ‘employé’
et habitent 2 1a campagne dans des vil-
lages de moins de 1500 habitants.

3. CE QUE REVELE
L'ORTHOGRAPHE

3.1.Données '

Nous avons été confronté 2 des fautes
d'orthographe assez atypiques. M.R.
écrit jombon pour "jambon”; P.M. écrit
on pour "en” et inversement; P.C. dent
pour "domt"; L.A. yersans pour

2. Tableau 1
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"versons"; G.C. avont pour "avant";
O.B. resomble pour "ressemble” et je
mon nuis pour "je m'ennuie”; A.V. glle
sont les odeurs pour “elle sent..." etc...
A la suite d1.FONAGY, on peut affir-
mer que “les fautes d'orthographe
d'enfants de 6-7 ans refletent souvent
leur conception phonologique.” [3; 5].
Nous pensons pouvoir étendre cette
constatation a tout individu de plus de
sept ans, enfant ou adulte, en difficulté
vis avis de l'écrit.

Les divers manuels de frangais issus des
derniers programmes officiels ne propo-
sent aucun travail quant 3 la discrimina-
tion orthographique des voyelles nasales
pour les enfants de 8-12 ans.Cet état de
fait souligne le caractére récent de la perte
partielle des oppositions entre voyelles
nasales.Les manuels s'attachent par
contre 2 faire acquérir les différentes gra-
phies in.ain.un, Pour les €leves du
CE13, on trouve quelques rares exercices
concernant l'opposition /4/ vs /3/.[6].
3.2. Test

Nous avons proposé la série de trois
exercices® 2 118 éleves (6-12 ans) d'une

3. Cours Elémentaire 13T année.(7 ans).

4.1 Compléte les mots avec an ou
on.

Les hir...delles s...t mainten...t de
retour. Des les premiers ray...s de soleil,
elles arrivent en volet...t, en ras...t le sol

et en cri...t. Qu...d il fait froid, elles v...t
en Afrique.

2 Choisis le mot qui convient.

1. Est-ce que les oiseaux ont une
{langue, longue}?

2.Tl'y a des {rongées, rangées)
d'hirondelles sur les fils.

3. Le faisan a brusquement disparu &
{l'angle, I'ongle} du bois.

3 Compléte les mots avec en ou on.
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école en mai 1989, & 71 éléves du méme
établissement en mai 90, et enfin 2 41 en-
fants (7-12 ans) d'une seconde école en
septembre 90.

Nous avons constaté des confusions or-
thographiques de nasales dans tous les
cours y compris chez les plus vieux.
Notons que P.M. n'a fait aucune erreur
au test; dans son cas l'orthographe est
bien fixée et ne révele pas les déplace-
ments mis en €vidence dans sa parole
lors des tests de perception.

Sur 4208 réponses exprimées apparais-
sent 368 "erreurs"S, soit un taux global
de réussite de 91%. Dans le 38Me exer.
cice, nous avons accepté renger, antrée.et
monten. Selon les mots en référence, ce
score varie de 76 ("angle") 3 98%
("serpent”). Les lexemes les plus usités
n'atteignent pas systématiquement les
meilleurs scores : "sont" 92, "quand" 87,
“"vont" 93. Par contre si on considare les
onze lexémes entrant dans une paire mi-
nimale ("vont" vs "vent"), la moyenne
des scores est de 89% contre 94 pour les
autres.

L'appartenance 2 une paire minimale fa-
vorise donc les confusions orthogra-
phiques de nasales.
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ABSTRACT

In this paper results are presented of an
extensive listening experiment on the
evaluation of male and female voice and
pronunciation characteristics. Thirty male
and thirty female speakers from three
profession  categories were recorded
while reading aloud several texts. Three
main research questions were involved:
1. Are voice and/or pronunciation of
men and women evaluated differently?
2. Do listeners' judgments and subjects’
opinions about these characteristics
reveal similar resuits? 3. Can speakers
from different professions be distin-
guished by voice and pronunciation cues
only?

1 INTRODUCTION

Clear differences in acoustic characteris—
tics exist between male and female
voices. An interesting question in this
connection is which perceptual charac—
teristics would be related more to male
voices and which to female voices. A
study by Kramer [2] revealed that some
perceptual characteristics were more
associated with female speech (e.g.
gentle, melodious), while other charac-
teristics were associated more with male
speech (authoritative, loud). In the
present experiment, it was tested to'
what extent male and female voice and
pronunciation would be evaluated
differently. Judgments based on actual
presentation of voices and  subjects'
opinions were compared. Al evaluation
scores were collected by means of se-
mantic scales [3]. Another question was
whether voices of different professions
would be evaluated differently. If so,
this would imply that listeners are able
to distinguish voices with respect to

profession (see also [4]).

2 METHODS

2.1 Speakers and listeners

Thirty male and thirty female represen
tatives from three profession categorics
(nurses, managers and  information
agents) were selected. These particular
speaker groups have been chosen, be-
cause these groups differ clearly from
one another with respect to the number
of men and women working in these
professions, and because speech is an
important aspect of the work in all three
categories. Twenty male and twenty
female students of the University of
Amsterdam (all native speakers of
Dutch) participated as listeners in the
experiment.

22 Stimuli and Recordings

The speakers were asked to read aloud
text passages taken from actual speech.
Three texts dealt with topics associated
with the three professions. An additional
text was included which dealt with a
neutral topic with respect to the speaker
groups. The sixty speakers were recor-
ded at various places. They were
allowed to prepare the texts in the way
they desired; also, they were free in
choosing their own tempo and
intonation. At the end of the recordings,
the speakers gave their opinion about
their own voice and pronunciation by
means of the already mentioned rating
instrument (results in 3.3). :

2.3 Perceptual evalyation

Voice/ and pronunciation were evaluated
by means of the semantic ‘twin scales'
(seven -pairs  of related notions) as
developed for Dutch by Fagel et al. [1].
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In addition, four new scales were
included that were supposed to
differentiate  between the  profession
catcgorics, if the professions would
differentiate at all. The English trans-
lations of the Dutch scales as used in
the present experiment are shown in
Table 1. The four scales at the bottom
of the table are the additional ones.

2.4 Experimental procedure

The listeners were instructed to evaluate
the voices by means of the eighteen
scales (results in 3.1). The seven texts
as well as the sixty speakers were ran-
domized. The listening sessions were
performed at the Language Centre of the
University of Amsterdam, where
listening facilitics were available that
allowed for selective presentation to
listeners individually and simultaneously.
During the listening sessions, the forty
listeners were also asked to identify the
profession of the speakers presented by
choosing from a list of six possibilities
(results in 3.4).

Apart from evaluating the voices, the
listeners were also asked to give their
opinion about typical voice and pronun—
ciation characteristics of men and wo-
men in six profession categories,
including the three already mentioned
(results in 3.2). This task was also
performed by means of the same rating
instrument.

3 RESULTS

3.1 Evaluation of speakers' voice and
pronunciation

Mean scale scores were derived for all
three speaker groups for men and
women separately E)sce Table 1). It
appeared that the differences between
male and female voice and pronuncia—
tion are not very large, although except
for scales no. 1,9,11,12 and 18, the
scales appeared to be significantly diffe-
rent (t-test; sign. level was set to 0.003,
because of the repetition of t-tests). Not
surprisingly, the largest differences are
found for the scales ‘high-low' and
‘shrill-deep’. Smaller differences are
found for the scale 'dull-clear, with
female voices considered to sound
clearer than male voices. Furthermore,
female nurses and managers were evalu-
ated as more monotonous than male

nurses and managers. Some scales
differentiated the profession categories.
Managers were cvaluated as speaking in
a little more polished and cultured way.
Factor analyses were performed on the
correlations between the scales in order
to look for the underlying patterns of
relationships between the data. Analyses
performed on the male and female data
separately, revealed that four factors
explained about 50% of the total vari~
ance in rather well interpretable di-
mensions that can be characterized as
'‘Appreciation quality of the voice',
'Personality evaluation', 'Pronunciation
quality’ and 'Pitch' respectively, with
some minor differences between the two
sexes. The scales ‘broad-cultured’ and
‘pleasant-unpleasant' attained the highest
communality estimates, which implies
that these scales are responsible for a
considerable part of the variance.

3.2 Opinions about typical voice and
pronunciation characteristics

The mean scale scores obtained by the
non-auditively based judgments reveal
that there a smaller number of assumed
differences between the voices of the
two sexes exist in comparison to the the
voices of the three profession categories.
Only the scales 'high-low' and ‘shrill-
deep' differed significantly for male and
female voices.

Most extreme scores were found for the
scales 'slovenly—polished' and the related
scale 'broad-cultured'. Managers (male
as well as female) were supposed to
possess the highest degree of culture
and polishment in their pronunciation.
Also, rather extreme mean scores are
found for attributes like powerful,
authoritative and business-like with
respect to managers. One more
appealing finding was the high mean
score for male information agents with
respect to melodiousness.

3.3 Evaluation of voice and pronun-
ciation by the speakers themselves

The mean scores as given by each of
the speakers with regard to their own
voice and pronunciation also tended to
the centre of the interval. Nevertheless,
female information agents judged their
pronunciation as more polished and
cultured than the other speaker groups.
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Table 1.

Mean scale scores for female (F) and male (M) nurses (20), managers (20), and
information agents (20) as evaluated by all (40) listeners over all text presentations.
In the last two columns the overall means for female and male speakers are presented.

The 18 scales used were seven-point interval scales.

SCALES NURSES | MANAGERS | INFAGENTS ALL
F M F M F M F M
1. slovenly polished 4.58 4.39 487 4.75 435 4.63 4.60 4.59
2. broad cultured 4.28 442 4.687 4.50 4.08 4.65 434 4.55
3. high low 3.76 4.98 3.90 5.0 3.50 4.65 3.72 4.89
4. shrill deep 3.88 4.80 3.99 4.90 3.47 4.49 3.78 4.73
8. Gw brisk 4.34 3.89 4,36 3.97 4.19 4.65 4.30 417
6. slow quick 4.14 3.56 410 3.70 4.08 4.33 410 3.86
7. husky not husky 4.13 4.37 4.24 4.28 431 4.47 423 437
8. dull dear 459 4.05 4.78 4.08 4.75 4.30 4.71 4.14
9. weak powerful 4.25 4.21 4.56 4.38 4.32 4.48 4.38 4368
10. soft loud 4.14 3.97 431 3.94 4.51 4.18 432 4.08
11, ugly beautiful 4.23 4.02 4.35 419 3.72 4.15 410 412
12. unpleasant pleasant 4.49 4.29 4.63 4.44 3.96 443 4.36 4.39
13. monotonous 4.40 3.95 4.66 4.00 4.34 4.25 4.47 4.10
14, expressionless expressive 437 3.91 4.68 4.08 437 4,22 4.47 4.07
15. severe sweet 4.45 4.14 3.96 3.83 4,07 3.96 4.16 4.01
16. business-like 4.07 3.74 3.50 3.53 3.90 3.57 3.88 3.61
17. wulgar 3.87 4.06 4.31 4.40 3.80 4.16 3.99 4.21
18. timid 3.86 3.97 4.40 417 4.14 423 413 4.12
Female managers and information agents tified correctly more often than male

scored their voices as more expressive
than the other speaker groups. Male
speakers regarded their own voices less
husky than the female speakers did.

34 Identification of profession by
voice cues alone

Most listeners reported that identification
of the profession of a speaker was a
difficult task. The alternative options of
'shop assistent' and 'teacher' (categories
that were actually not present in the
speaker groups) appeared to be options
that were rather frequently chosen. It
appeared that female nurses were iden-

nurses. Moreover, female nurses were
scarcely confused with female managers
in contrast to male nurses with male
managers. Male information agents were
classified most often as teachers,
whereas female information agents re-
ceived most scores on the categories of
nurse and shop  assistent. The
significance of the different scores was
tested in an analysis of variance.

The Anova analysis (mixed model with
repeated measures on the factors -
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Table 2.

Results of the analysis of variance (mixed model; repeated measures) on the correct
profession identification scores. Sl=Sex of listener; Ssp=Sex of speaker; Psp=Profession

of speaker.
FACTOR DF SS F RATIO | SIGN. OF F
Sl 1,38 | 1037 1.48 23
Ssp 1,38 | 2726 5.94 02
Psp 2,76 | 14352 11.49 .00
Ssp * Psp 2,76 | 13641 13.87 .00
Si*Ssp*Psp | 2,76 4.25 43 65

'speaker sex' and 'profession of speaker’)
gave rise to the results as presented in
Table 2. From that table it can be seen
that sex of speaker was one of the
differentiating factors.

Also, speakers with different professions
were identified differently and the
interaction between sex of speaker and
profession of speaker also reached the
level of significance, which implies that
male and female nurses, managers and
information agents received different
scores. From the differences in percen—
tages between the three speaker groups,
it appeared that the manager scores are
higher when manager voices had been
presented. The same holds for the nurse
scores. Although not tested in the
Anova, the influence of text condition
on the profession appointments appeared
to be very clear as well. The scores on
each of the categories were increased
when the text content fitted with that
particular profession.

4 DISCUSSION

Although considerable differences existed
between the individual speakers of each
group as evaluated by the listeners, in
general the differences between male
and female speakers as well as between
managers, nurses and information agents
appeared to be rather small. More diffe-
rences were appointed with respect to
male and female speakers if voice and
pronunciation characteristics were
evaluated without actual presentation of
voices. These supposed characteristics
were also more extreme. The finding
that the differences are considered to be

larger than were actually found, may
point to the existence of prejudices. The
differences between ‘high-low' and
'slow—quick' were enlarged for male and
female managers. Differences in 'high—
low', 'ugly-beautiful' and 'monotonous-
melodious' were enlarged for male and
female information agents. The diffe-
rences between the three professions
were even more enlarged; managers are
supposed to speak e.g. very polished
and with authority in comparison with
the other groups. Evaluation by the
speakers themselves revealed not such
clear group differences.

Identification of profession on the basis
of someone's voice was far from perfect,
but neither a random choice.
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ABSTRACT
This project examines differentiation in
voice quality setting across varieties of
English in urban Vancouver, Canada.
Two different techniques of long-term
average spectral (LTAS) analysis are used
to investigate extended samples of con-
tinuous text across groups collected in a
sociolinguistic survey. The first pro-
cedure uses smoothed spectra and can-
onical discriminant analysis. The second
procedure uses nonsmoothed spectra and
the SDDD dissimilarity measure. Results
thus far suggest that overall SES effects

are greater than aging effects, particularly

for the MMC group.

1. THE VANCOUVER SURVEY
Data are drawn from the Survey of
Vancouver English, conducted in 1979-
80 [4] [5]. Analysis focuses on 192 ran-
domly-selected male and female English
speakers native to the Vancouver region,
in the three age groups of the survey: O
(over 60), M (35-60) and Y (16-34).
Four socioeconomic status (SES) cate-
gories, middle and upper working class
(MWC/UWC) and lower and middle
middle class (LMC/MMC), are com-
pared. - The sample text is drawn from a
reading passage with local content.

2. INITIAL LTAS PROCEDURE
2.1. Method

In the initial LTAS procedure, frames
below voicing threshold (silences and
voicelessness) are discarded, and FFT
power spectra of voiced speech with
smoothing applied are integrated over
successive nonoverlapping 20 ms
windows of the first 60 s of the survey
reading text [2). LTAS distributions are
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compared using principal component and
canonical discriminant analysis to
compute the Mahalanobis distance. Initial
analysis focuses on the older and middle-
aged groups.

The reladonship of SES-group spectra
with the LTAS of articulatorily modelled
settings (by the first author) are expressed
in generalized squared distance.
Categories of the phonetic description of
voice quality settings used to compare
and evaluate LTAS results from the
sample are those defined by Abercrombie
[1] and Laver [10]. Sets of models for
LTAS analysis based on these categories
have been assessed by Nolan [11] and
Harmegnies, Esling & Delplancq [9].

2.2 Results

Results of initial LTAS analyses are
summarized in TABLES 1 and 2. The
generalized squared distance measure of
intragroup variability in LTAS indicates
that SES groups are more homogeneous
for female subjects than for male subjects
in the survey in general. For middle-aged
males, only the LMC and MMC groups
are differentiated by the LTAS analysis of
voiced speech used in this study,
corroborating the significant separation
between LMC-MMC men found using
vowel formant data. :
Classification of each model setting by
group is inconclusive. The association of
the velarized setting with UWC males is
tentative.

Middle-aged MWC and UWC women
contrast in LTAS with middle-aged MMC
women, in conformity with the vowel-
formant distributions separating these
groups. Other LTAS relationships,
however, do not confirm over the long
term the more vowel-specific findings of
formant analyses [3]. LTAS peak

TABLE 1. LTAS relationships between middle-aged and older male groups.
Canonical Discriminant Analysis; Probability > Mahalanobis Distance.
(Figures in bold represent groups which are significantly separated.)

Older Middle-aged
MwC uwC LMC MMC UWC LMC MMC
MWC | 076 059 046 0.38 007 033 045
Middlee UWC | 0.12 039 0.01 031 0.35 0.004
aged LMC 0.15 084 0.02 0.12 0.01
MMC | 042 006 094 023
MWC 031 040 0.65
Older UWC 0.12 0.37
LMC 0.39

TABLE 2. LTAS relationships between middle-aged and older female groups.
Canonical Discriminant Analysis; Probability > Mahalanobis Distance.
(Figures in bold represent groups which are significantly separated.)

Older

MWC UWC LMC MMC

Middle-aged
UwC LMC MMC

MWC | 009 033 0.05 0.002 0.36 052 013
Middle- UWC | 0.01 027 0.04 0.001 046 0.02
aged LMC 020 086 042 0.03 0.43

MMC [ 084 028 031 0.34

MWC 019 025 047
Older UwC 074 0.04

LMC 0.20

\

_ locations suggest a similarity between

older MWC women and middle-aged
MMC women. Middle-aged MWC
women, on the other hand, contrast with
the LTAS pattern of both older MWC and
MMC speakers, as well as with the
middle-aged MMC distribution.

Older MWC women, where the formant
shift suggests tongue retraction as for
uvularization or pharyngalization, are
classified together with the faucalized,
uvularized and velarized models in
descending order of probability.

3. SDDD LTAS PROCEDURE

3.1. Method .

The second LTAS analysis procedure
adopts the SDDD statistical techniques
introduced by Harmegnies & Landercy
[6] [7] [8] to improve the reliability of
interspeaker LTAS comparisons.

The 192 speakers in the survey were split
into categories according to three main
variables: sex (male, female), age
(younger, middle, older) and socio-
economic status (middle working class,
upper working class, lower middle class,
middle middle class). A full factorial
partitioning model was used, and
therefore resulted in 24 subsamples (2
sexes x 3 ages x 4 SES categories) of 8
speakers each.

Interspeaker comparisons of the
speakers' LTAS were performed by
means of the SDDD dissimilarity index.
This was considered the dependent
variable of the study.

Age and SES were, in turn, each
considered as the independent variable of
the study. Both these analyses were
performed separately in the male and in
the female group.
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TABLE 3. Average SDDD values for
intra- and inter-age comparisons (96 male subjects)

AGE
0 M Y
0 5.4 5.7 5.8
AGE M 5.7 58
Y 6.0

TABLE 4., Average SDDD values for
intra- and inter-age comparisons (96 female subjects)

AGE
0 M Y
0 6.3 59 6.4
AGE M 5.4 57
Y 6.0

3.2 Data Analysis - Age Effects
Both inter- and intra-age-class compari-
sons are considered. Each comparison of
one class to another involves 496
interspectral dissimilarity measures. Each
figure in TABLES 3 and 4 is therefore the
average of 496 values.

The intraclass dissimilarity is, on the
average, slightly less than the interclass
on (males: 5.69 < 5.78; females: 5.89 <
6.04), suggesting overall weak aging
effects: the LTAS drawn from a given age
group tend to be more similar to one
another than they are to spectra drawn
from other age groups.

The greater intraclass homogeneity is
nevertheless most sensitive for middle-
aged subjects (both males and females),
and older males: in those cases, the
intraclass value is less than all the
ixllterclass values involving the considered
class.

3.3 Data Analysis - SES Effects
Both inter- and intra-SES-class
comparisons are considered. Each
comparison of one class to another
involves 276 interspectral comparisons,
Each figure in TABLES 5 and 6 is
therefore the average of 276 values.

The intraclass dissimilarity tends, on the
whole, to be less than the interclass one
(males: 5.65 <5.95; females: 5.69 <
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6.14), suggesting overall SES effects
greater than the aging effects.

The relationship is particularly strong in
the MMC both for males and females,
and also for UWC females.

4. DISCUSSION

LTAS distributions are found to contrast
across social varieties of Vancouver
English for some SES groups,
particularly for middle-aged female UWC
and MMC speakers. These results
suggest that long-term voice quality
settings differ systematically between the
respective social groups, at least in
acquired oral-reading style.

These descriptive relationships will be
subject to further examination using
inferential analysis to determine probabil-
ities. The results and methodologies of
both the SDDD dissimilarity measure and
the initial LTAS procedure will also be
compared in relation to group-by-group
vowel formant class analyses [3] for age
and SES classes.
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OBSERVATIONS SUR LA CHUTE DU L DANS LE FRANGAIS
DE NORTH BAY (ONTARIO)

Jeff Tennant
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ABSTRACT

L-deletion in French clitic pronouns
and definite articles is studied here using a
corpus of adolescent speakers from North
Bay, Ontario, a fown with a 17% minority
of Francophones. The variable is found fo
be socially stratified, speakers of working-
class background generally showing higher
rates of L-delefion. Speakers with lower
French language dominance tend in most
cases to delete fewer Ls in object clitics and
arficles. Male and female speakers delete Ls
in equal proportions, except in “elle",
where males delete fewer.
0. INTRODUCTION

On se propose ici d'étudier
I'effacement du /I/ des pronoms clifiques et
des arficles définis dans le frangais parlé
par les adolescents de la  minorité
francophone d'une ville du Nord de
I'Ontario, North Bay. Tout en analysant le
jeu des facteurs sociaux et linguistiques
traditionnellement  considérés  dans  les
enquétes sociophonéfiques, on s'interrogera
sur le role que pourrait jouer le degré de
dominance linguistique, dont la variafion est
considérable entre les individus de cette
communauté franco-ontarienne, qui constitue
17% de la population de North Bay.
1. TRAVAUX ANTERIEURS

Le probléeme de la suppression du
/l/ dans ce contexte morphonologique a at-
tiré I'attention de nombreux chercheurs, dont
Bougaieff & Cardinal [3], Laliberté [4], Léon
& Tennant [5] et Thomas [11]. Les études
empiriques sur la question, nolamment
Poplack & Walker [8], reprenant Sankoff &

Cedergren [9] et Santerre, Noiseux & Osti-
guy [10], pour Montréal, ainsi qu'Ashby
(1], pour Tours, démontrent que I"élision du
/l/ des morphémes grammaticaux est plus
avancée en frangais canadien qu'en
francais européen, et qu'elle semble étre so-
ciclement stratifiée.

On se propose d'introduire dans
J'étude de la chute du /l/ une autre vari-
able sociale, celle de la dominance linguis-
ique, dont limportance a déja été bien
démontrée par Benick & Mougeon (2] en
ce qui concerne la variation morpho-synia-
xique et lexicale chez les Franco- onfariens.
Chez les moins francodominants des
adolescents de cette communauté, étant
donné leur usage frés restreint du frangais
en dehors du milieu normatif que constitve
I'école, on pourrait s'attendre & frouver un
taux moins élevé d'élisions du /I/, un taux
élevé d'dlisions étant -- les études citées i
dessus le prouvent - un frait saillont du
vernaculaire franco-canadien.

2. CORPUS ET METHODE

Le corpus utilisé pour cette enquéte a
été gracieusement fourni par Raymond Mou-
geon. Il s’agit d’entrevues d’en moyenne
trois quarts d’heure conduites en champ
libre avec 36 locuteurs dans une école
secondaire frangaise de North Bay. Les
sujels sont tous des éleves de cet
établissement, Ggés entre 15 et 18 ans. Les
proportions des locuteurs masculins (19) et
feminins (17) sont & peu prés égales. Les
sujets sont groupés dans trois catégories de
classe sociale, selon le métier des parents.
On trouve une description détaillée de ce
corpus dans Mougeon et al. [7]. Un indice
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de dominance linguisique basé sur la fré-
quence d’emploi du frangais a été calevlé
pour chaque locuteur.  Pour plus de
précisions sur cet indice, voir Mougeon &
Bénick [6]. On a analysé environ 20
minvles de parole pour choque sujet, en
giminant le début de linterview et en
choisissant au hasard des intervalles de 4
ou 5 minutes. Toutes les occurrences de la
varicble ont été codées dans une ftran-
scription orthographique saisie sur ordina-
eur, selon la nature du morphéme en ques-
tion el sa rédlisation LO pour effacement du
/\/; L1 pour prononciation du /l/), ainsi
que selon le contexte phonologique. ° Ce
codage a permis la quantification  des
données & Vaide d'un logiciel de con-
cordance textuelle, WordCruncher. les
scores ainsi obtenus pour chaque locuteur

ont été ensuite regroupés selon les cotégo-
ries de sexe, classe sociale (3 groupes: |
Supérieure, Il Moyenne, [l Ouvriére), et
dominance linguistique (3 groupes de 12
suiets selon l'indice: G1 01-.49; G2 .50-
.70; G3 .71-1.00).
3. RESULTATS ET DISCUSSION
3.1. Résultats globaux

le tableau 1 montre les taux
d'effacement du /l/ des pronoms et des
articles dans le francais de North Bay, ainsi
que les résultats obtenus par Poplack &
Walker [8] pour Ottawa-Hull. On constate
d'emblée certaines ressemblances. Le taux
d'effacement du "il" personnel est moins
élevé que celii du “iI" impersonnel, pour
lequel le /l/ tombe de facon presque
catégorique. Cela confirmerait & nouveau
I'hypothése de Sankoff & Cedergren [9]
selon laquelle la quontité d'information
contenve dans le morphéme serait un

facteur dans l'effacement du /I/. Lo
seconde constatation que l'on peut faire,

c'est que le patron observé par Poplack &
Walker [8] concernant V'ordre des mor-
phemes par fréquence de syncope, est
reproduit @ North Bay: pronom sujet >
pronom obijet > article.

Ces résultats semblent au premier
abord indiquer que la suppression du /1/
est moins fréquente @ North Bay qu'd
Otlawa. Cependant, vu la situation de dis-

" Tobleoy 1.

Eﬁocamm.du /1/ dans le francois de North Bay,
ot d'Ottawa-Hull (selon Poplock & Walker (8]}
North Bay Ottowg-Hull

PRO SUJ 0 N % %
il [pers) 378 416 90.9% 100.0%
il {imp) 369 374 987% 100.0%
ils 491 530 92.46% 99.0%
elle 91 136 66.9% 84.0%
elles 0 [+ 33.0%
PRO OBJ

lui 138 15 867% 91.0%
les 17 55 30.9% 50.0%
leur 6 21 28.6% 4.0%
la 2 14 143% 32.0%
le 1117 9.4% 8.0%
I 4 116 34% 5.0%
TOTAL 53 338 157% 28.2%
ART DEF

la 142 560 25.4% 38.0%
les 76 510 149% 17.0%
le 55 558 9.9% 7.0%
I’ 27 373 7.2% 18.0%

TOTAL 300 2001 15.0% 19.0%

cours plus informelle dans laquelle Poplack
& Walker [8] ont recueilli leur corpus, il se
peut quil s’agisse la de divergences stylis-
tiques, au liev d'une véritable différence
entre les réalisations de la variable dans les
deux communautés.
3.2. Facteurs Socigux
3.2.1. Sexe

le grophique 1 monire les toux
d'élision du /l/ des pronoms sujets "il”
{personnel), "ils" {masc. et fém. dans ce
didlecte), et "elle”, selon le sexe des locu-
teurs. On a éliminé le pronom "il" (imper-
sonnel] de I‘anclyse de la  variafion
sociolinguistique, I'élision dv /l/ étant
presque catégorique pour ce morphéme.
On constate que les différences sont trés mi-
nimes pour les pronoms masculins: i
(femmes: 93,3%; hommes: 89,1%), et
“ils" (femmes: 91,3%; hommes: 94,1%).
Quant au pronom féminin “elle”, on
remarque un cerfain conservafisme chez les
hommes (femmes:  70,4%; hommes:
57,9%), ce qui va &l'enconire de la
tendance observée dans d’autres études.

L'élision dans les pronoms objets
(femmes: 15,4%; hommes: 15,9%) et les
articles définis {femmes: 15,4%; hommes:
14,6%), comme on peut le voir dans le
graphique 2, semble n’avoir aucune
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Grophigue 1. Effacement du /I/ des pronoms sujets
selon le sexe des locuteurs.
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corrélation avec le sexe du locuteur dans
notre corpus.
3.2.2. Classe sociale

les données présentées dans les
grophiques 3 et 4 confirment en grande
partie la tendance observée dans d’autres
géolectes du francais en ce qui concerne la
strafification sociale de la variable, la classe
ouvriére faisant plus d'élisions que la classe
supérieure: "il" personnel (I: 69,9%; II:
94,3%; Wl: 96,2%), "elle" (I: 46,7%; II:
55,3%; Il: 78,4%), pronoms obiefs, (I:

§

Pourcentage d'effacement du /I/
o

3

S5 v % i e £
| I W
. Classe sociale
2 PROobjet 53 Aricle

Grophique 3. Effacement du /1/ pronoms suj

lo classe sociale des locuteurs, ool sujets selon
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o
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Closse sociale
a il (pers) ST ils @ elle
Graphique 4. Efacement du /1/ des pronoms obies o
des arficles selon la classe sociale des locuteurs.
4,0%; Il: 12,4%; IlI: 21,1%), et articles (:
8,1%; II: 13,9%; lll: 18,6%). Le pronom
“ils" semble cependant faire exception,
mais les différences entre les groupes sont
peu importantes (I: 92,5%; Il: 94,8%; Iii:
90,4%). A North Bay comme ailleurs, il
semble s’agir d’un marqueur sociolinguis-
tique stable.
3.2.3. Dominance linguistique
Les graphiques 5 et 6 illustrent le
rapport entre la chute du /I/ et I'indice de
dominance linguistique. Pour "il" personnel
(G1: 82,5%; G2: 90,7%; G3: 96,2%) et
"ils"  (G1: 85,2%; G2: 93,8; G3:
99,4%), ainsi que pour les pronoms obijefs
(G1: 12,4%; G2: 11,6%; G3: 21,2%) et
les arficles (G1: 9,0%; G2: 15,0%; G3:
100%

Pourcentage d’effacement du /1/
W
g

3

[i s
G1.01.40  G2.50-70 G3.71-1.00
Indice de dominance linguistique

3 il (pers) = ils elle
Graghique 5. Efacement du /1/ des pronoms e
selon lindice de dominance linguistique.

20,4%), le taux d'élisions est plus élevé
chez les plus francodominants que chez les
plus anglodominants. Cela semble confirmer
I'hypothése que nous avons émise ci-dessus,
asavoir que les locuteurs dont le frangais est
la langue la plus ufilisée se rapprocheraient
davantage de la norme statisfique du ver-
naculaire. Cependant, les scores pour le
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Graphique 6. Effacement du /|/ des pronoms obiets et
des arlicles selon I'indice de dominance linguistique.
pronom "elle” [G1: 76,1%; G2: 73,0%;

G3: 54,7%) contredisent cette observation.
Cefie contradiction serait peut-étre attri-

buable ala grande variation interindividuelle
que l'on a pu observer, les moyennes des
réqlisations @ lintérieur de chaque sous-
groupe étant accompagnées d'écarts types
trés élevés.

3.3. Facteurs phonétiques

Pour le pronom "elle”, le contexte
/ C est trés favorable & la chute du /l/
(84,6% de suppressions) par rapport au
contexte /_V (59,6%).

Quant aux pronoms objets et aux
articles, le /I/ est effacé plus souvent
derriére voyelle (pronoms: 19,6%; articles
21,0%) que derriére consonne (pronoms:
7,0%; articles: 12,7%).

3.4. Facteurs morphosyntoxiquos'

Le /I/ des articles est effacé le plus
souvent dans les groupes préposifionnels,
notamment suivant "dans" (39,7%), "“sur"
(37,9%) et "a" (30,7%).
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ABSTRACT
This paper reports the re-
sults of an experiment in-
vestigating a) native
speaker reactions to common
non-native pronunciations
on the three dimensions of
perceived importance of er-
ror, perceived friendliness
of speaker and perceived
educational level of speak-
er, and b) the effect of
information about speakers’
ethnic origin on the react-
ions of native speakers
from two socially distinct,
but otherwise comparable
groups to non-native pro-
nunciations.

1. INTRODUCTION

It is important to disting-
uish between, on the one
hand, attitudes to ethnic
groups, which can evidently
be elicited using more or
less accented speakers as
stimuli (e.g. the classical
matched-quise work of Lam-
bert et al., [1] and on the
other hand, attitudes to
the non-native accents as-
sociated with these groups.
Here we are concerned with
the relationship between
the way native speakers of
Swedish see different immi-
grant groups and the way
they react to different
phonetic features of immi-
grants’ pronunciation of
Swedish.
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2. EXPERIMENT 1

2.1 Hypotheses

In order to access phoneti-
cally conditioned attitudes
to foreign accent, we can
look at a number of non-na-
tive phonetic features
which crop up in several
different accents of Swed-
ish. Our hypothesis is that
different phonetic features
of a certain non-native
speaker’s pronunciation
cause native listeners to
react in different ways
(HYPOTHESIS 1). This kind
of discrimination is clear-
ly independent of the lis-
tener’s attitude to the
ethnic group he believes
the speaker to represent.

We know a good deal about
the way the Swedish popula-
tion views various immi-
grant groups from investi-
gations such as that re-
ported in [2]. Given this,
we would expect to find
that native speakers will
perceive non-native speech
differently depending on
what they know, or believe
they know about the speak-
ers’ linguistic, and,
therefore, ethnic, origin
(HYPOTHESIS 2).

Westin [2] reports that
blue-collar workers are, on
average, less tolerant of
immigrants than are other
groups. We hypothesize that

native listeners with a
lower educational standard
(for example, those 17-19
year-olds studying to be
blue-collar workers - el-
ectricians, mechanics,
builders etc) will be more
influenced by what they be-
lieve about a speaker’s
linguistic origin than will
similar students on theore-
tical courses (directed at
university admittance to
subjects such as engineer-
ing) (HYPOTHESIS 3).

2.2 Material

From non-native readings of
a short text, we listed a
large number of NNPs, from
which we chose five which
occurred in a number of
different accents. Five
versions of each of these
non-native pronunciations
each taken from one of two
places in the text, produc-
ed by non-native speakers,
were chosen with the small-
est possible total number
of speakers, such that the
maximum number of compari-
sons between native react-
ions to a single speaker’s
deviant pronunciations
could be made. This gave us
a total of 25 tokens from
11 speakers, with up to
three tokens from each
speaker.

In order to let us test hy-
pothesis 3 we used two
groups of native speakers:
(a) 72 native Swedish stud-
ents on three-year theoret-
ical courses at upper se-
condary school (T3), and
(b) 33 native Swedish stud-
ents on two-year practical
courses (P2). The only dif-
ference between groups P2
and T3 is assumed to be
their educational, and
therefore social status (cf
[3]), in relation to the
employment they will be ex-
pected to have at the end
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of their studies. We have
performed extensive preli-
minary experiments on T3-
type listeners (c.f. [4],

(51).

Previous work on linguistic
attitudes (for example,
(6]) has shown the need for
two basic dimensions to de-
scribe speaker characteris-
tics elicited from ling-
uistic stimuli. We have
used three dimensions re-
presenting the perceived
importance of eliminating
each NNP as uttered by a
particular speaker, and the
perceived friendliness and
educational level of each
speaker when he or she uses
particular NNPs.

2.3 Results

Hypothesis 1 predicted that
different phonetic features
of a single non-native
speaker’s pronunciation
cause naive native listen-
ers to react in different
ways. The NNPs spoken by
different speakers were of-
ten found to be judged dif-
ferently from each other as
regards how important it is
to eliminate each NNP. This
is also true of the per-
ceived educational level of
the speakers, but the per-
ceived friendliness of a
speaker is only in one case
influenced by the various
NNPs he or she uses. It is,
however, clearly the case
that non-native pronuncia-
tions from a single speaker
can be judged very differ-
ently. This gives us corro-
boration for hypothesis
one.

Our second hypothesis was
that the same phonetic fea-
ture in different non-nat-
ive accents will elicit
different native responses.
We found that the variation
between judgements of dif-



ferent non-native speakers’
productions of single NNP
categories is usually sign-
ificantly greater than the
variation within speakers.
This means that our hypo-
thesis is supported. There
is no significant tendency
for similar non-native pro-
nunciations to be judged in
the same way.

The third hypothesis pre-
dicts that a speaker’s pro-
nunciation will be judged
differently depending on
what the native informants
know, or believe they know
about the speakers’ ling-
uistic origin. This was
tested by comparing the
judgements of stimuli where
the same NNP from the same
speaker is presented more
than once with conflicting
information about the
speakers’ linguistic back-
grounds). The fact that
the listeners accepted this
information is a reflection
of their limited capabili-
ties of identification of
foreign accents, as men-
tioned above. Hypothesis 3
is not corroborated for
either listener group on
any dimension. There are
very few significant dif-
ferences between the judge-
ments of the speaker
guises. This means that,
while the listeners were
not aware that they were
hearing the same speaker
more than once, they were
uninfluenced by the inform-
ation about the speakers’
backgrounds when making
their judgements.

2.4 Discussion

We have here a clear case
of distinct phonetically
conditioned attitudes to
different non-native pro-
nunciation features. A
single speaker’s NNPs can
be judged differently by
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naive native listeners as
regards the importance of
the NNPs used and, more
surprisingly, how friendly
(in one case) and highly
educated the speaker is
perceived to be. If a non-
native speaker is perceived
as having a lower level of
education when he or she
lets a final velar nasal be
followed by a voiced velar
stop than when he or she
inserts a vowel in a conso-
nant cluster this can have
serious social consequences
for the speaker. This has,
therefore, implications for
the teaching of Swedish as
a second language, and is
an important finding, since
it shows that impressions
of accent strength may
change while hearing a
speaker, and indicates that
these impressions may be
influenced by the systemat-
ic elimination of stigma-
tized non-native features
from the individual’s
speech.

It would clearly be useful
for immigrants to learn to
avoid the stigmatized NNPs.
Our five NNP categories can
only give an indication
that differences exist
here. Obviously we must
have more NNP categories if
we are to investigate this
area in more detail. The
following experiment is an
attempt to establish which
kinds of NNPs elicit the
least favourable reactions
from native listeners.

3. EXPERIMENT 2

NNPs occurring in both the
readings of texts (once a-
gain, "The North Wind and
the Sun") and in spontan-
eous speech (the speaker
was encouraged to tell the
"story of his life") were

- extracted from the data

base, along with as little

accompanying mater;al as
was deemed appropriate. The
NNPs were divided into cat-
egories. All in all, 94
stimulus tokens were se-
lected, falling into 26 NNP
categories. 21 speakers of
13 languages were involved.

Only one listener group was
used for this experiment,
although they were tested
in smaller groups of 20-30.
This group was composed of
91 of the same kinds of up-
per secondary school stu-
dents of technical subjects
in the final year of a
three-year theoretical .
course as the T3 group in
the last experiment, al-
though none of the studgnts
took part in both experi-
ments. The same three
judgement dimensions were
used as in the first expe-
riment: NNP importance,
friendliness and education.

The second experiment show-
ed again that there was
more difference between the
judgements made by a new
listener group (similar to
the T3 group) of the speak-
ers than of the various
NNPs. A list of the speak-
ers and a list of the NNPs
occurring in our material
wvere compiled in the order
of the judgements they eli-
cited from the listeners.
The NNPs associated with
the least favourable over-
all impressions would, na-
turally, be worth avoiding
for non-native speakers.
These results have obvious
pedagogical implications.
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ABSTRACT

A mini-survey of Southern
French pronunciation was
carried out in the Nice area
to determine to what extent
and on what points of the
system the local vernacular
is influenced by standard
French pronunciation.

Interviews with speakers
from three generations,
featuring both spontaneous
and formal speech, provide
useful ipnformation on the
evolution of nasal vowels-~
the subject of the present
paper - and other features
of Nigois pronunciation.

1. INTRODUCTION

L'intérét des dialecto-
logues pour les francals
régionaux &tant relativement
récent, nous sommes encore
mal renseignés sur les dif-
férences phonétiques entre
le frangais standard (FS) et
celui d'un grand nombre de
locuteurs, dont 1le parler
est encore marqué par les
substrats régionaux. Cecl
est particuliérement vrat
pour 1le francais méridional
(FM>, qul nous intéresse
ici, et sa variante nicoise
qui, & notre connaissance,
n‘a fait 1'objet d’aucune
&tude phonétique. De plus,
parmi les travaux existants,
les préoccupations diachro-
niques font dé&faut, malgre
1'intérét &vident que pré&-
sente 1'agpect &volutif des
parlers régionaux.

C'est en partie pour
combler cette lacune que
nous avons constitué un
mini~corpus de frangais
nigois, ol plusieurs gé&néra-
tions sont représentées, de
maniére & pouvoir observer,
en "synchronie dynamique”
[3]1, 1'évolution de certai-
nes caractéristiques phoné-
tiques du FM. Une analyse de
type 1labovien permettra de
déterminer si celles-ci se
perdent en milieu nigois et,
si oui, & quel rythme, et
selon quelles modalités
stylistiques et sociolin-
guistiques. On se bornera
ici & 1l'analyse des nasales.

2. PROTOCOLE D’ ENQUETE

Le manque d'espace nous
limite & une présentation
squelettique. Pour tous
détails complémentaires,
veuillez consulter (4],
2.1. Sujets
- Choisis a partir des
contacts personnels de
1'enquéteur, sans souci des
régles de représentativité.
- 13 sujets, ré&partis entre
trois familles et trois gé-
nérations, tous originaires
des Alpes-Maritimes (surtout
Nice et environs imm&diats).
- Age et condition sociale
relativement homoganes &
1'intérieur de chaque géné-
ration. 3e. génération: tra-
vailleurs manuvels, 62-83
ans; 2Ze: petite bourgeoisie
(surtout enseignants), 35-43
ans; 1laére: lycéens ou étu-

1 9$1ants. 16-22 ans.

2.2. Interview

- Conversations d’'une demi-
heure en moyenne sur des
sujete d'intérét général, au
domicile des sujets, qui ont
&t6 interviewés individuel-
lement (sauf un couple pres-
s8) et par le méme enquéteur
pon-méridional, mais connu
des familles ou présenté par
une personne de confiance.

~ Atmosphére trés détendue,
- Lecture, "aussi naturelle
que possible”, de phrases et
d'un article amusant de
Hice-Matin. Cette &preuve
&tait Jjustifiée par notre
intention d'obtenir deux
niveaux de formalité verbale
et un &noncéd commun & tous
les locuteurs pour faciliter
les comparaisons.

2.3. Choix des variables

- Celles oll le contraste est
normalement le plus marqué
entre FM et FS: voyelles &
double timbre, E muet, /R/
final et voyelles nasales.

- Pour ces derniéres, on a
examiné 1'épenthése d’un
appendice consonantique (1)
en finale absolue ou devant
voyelle (sauf cas de liai-
son), et devant consonne (2)
dentale, (3) 1labiale et (4>
vélaire.

- Variables sociologiques
limitées au sexe et surtout
& 1l'8ge, qui recouvre en
partie des distinctions
sociales (cf. ci-dessus).
2.4. Traitement des données
- Analyse auditive des tex-—
tes lus et d'au moins 10 mn
de parole par sujet: nous
avons attribué wune valeur
phonétique binaire & chacune
des occurrences préalable-
ment repérées sur les trans-
criptions (+ ou - &penthé-
se), les réalisations inter-
médiaires ayant &t& comptées
dans la catégorie dont elles
se rapprochaient le plus.

- Le nombre n de réalisa-
tions "méridionales” a en-
suite &t& rapporté au nombre
total N d’occurrences de la

variable. On a ainsi obtenu
un "degré de méridionalité”,
c'est-3-dire un pourcentage
représentant 1l'é&cart entre
la prononciation du sujet et
la norme du FS (0%), utili-
6ée comme point de référence
connu des Nicois et commode
pour l'analyse.

3. RESULTATS )
3.1. Variation phonétique

Tableau 1. Taux d’é&penthése
en fonction du contexte

Parole sp. Lecture
Contexte )4 % .4 %

V, ## 586 14 169 17
C den.| 1177 19 |1001 18
C lab.| 572 21 338 16
C vel.| 283 23 234 21

Sur 4360 occurrences de
voyelles nasales dans
1'ensemble du corpus,
seulement 18% sont suivies
d’un appendice consonan—
tique, ce qui parait bien
peu en regard des observa-
tions de Detrich [1], qui en
trouve 47% (d'aprés nos
déductions) dans la lecture
des Lettres de mon moulin
par Fernandel. Mais cette
comparaison est douteuse,
puisqu'il s'agit 12 d'un
artiste agé, probablement
peu représentatif du parler
local, limité au style de la
lecture, et 1lisant un texte
& forte connotation méridio-
nale. On ne peut donc rien
en tirer sur d'éventuelles
différences régionales entre
Marseille et Nice.

Quand on considére séparé-
ment les 4 contextes définis
plus haut, on constate que
les pourcentages s'&cartent
peu de la moyenne (14 < n <
23%), surtout en lecture. On
pourrait donc avancer
1'hypothése suivante, en
incorporant les résultats de
Detrich [1]: 1la probabilité
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d’'épenthése serait indé&pen-
dante du lieu d’articulation
de la consonne suivante (nos
données), mals dépendante de
sa nature (dures plutdt que
douces) et de sa position
par rapport au mot considéré
(interne plutdt qu’externe;
Detrich).
3.2. Variation stylistique
Le tableau 1 montre clai-
rement que les locuteurs
interviewés n’'ont aucunement
modifié leur réalisation des
nasales en passant de la
parole spontanée a la
lecture. Il en est de méme,
d’'ailleurs, pour 1les autres

variables méridionales
analysées A& partir de ce
corpus. Cette uniformité

contraste avec 1les travaux
de Le Douaron ([2]1; sujets
des Bouches-du-Rh8ne), qui
suggére que cette variable
Yest conditionn&e par le
degré de formalité de la

situation - de parole”,
contrairement au E muet.
Plusieurs explications

possibles viennent & 1’es-
prit: 1> 1'insuffisance des
données; 2) une distinction
régionale Nice-Marseille; 3)
un degré de formalité simi-
laire en lecture et en
parole spontané&e dans notre
corpus; 4) "1'oro-nasalité
en syllabe atone serait la
composante méridionale que
les locuteurs auraient le
plus de mal & contréler”
[2), ce qui rendrait son
hypercorrection (dans le
sens labovien du terme)

difficile en contexte
formel; 9 1'absence de
besoin d’'hypercorrection,

d'ailleurs confirmé par les
commentaires des sujets eux-
mémes, qui acceptent aussi
bien leur prononciation
régionale que celle du FS.

Le choix entre ces expli-
cations ne pourra se faire
qu’au prix de nouvelles
enquétes, plus vastes et
mieux contrflées.

3.3. Variation sociophong-
tique

Les différences relatives
au degré de formalité et a
1l’environnement phonétique
de la variable &tant faibles
(cf. ci-dessus), on a ras-
semblé les pourcentages
partiels en un seul pourcen-
tage global d’é&penthése pour
chaque sujet.
3.3.1. LE SEXE

Etant donné la petite
taille du corpus et afin d'
éliminer autant de facteurs
que possible autres que le
sexe des locuteurs, on n'a
retenu ici que 1les quatre
couples disponibles, &gale-
ment divisés entre la
génération des parents et
celle des grands-—-parents.

Les résultats (voir
tableau 2, ci-dessous)
indiquent que les hommes
réalisent 1’épenthese au
moins deux fois plus souvent
que les femmes, qui se
situent beaucoup plus prés
de la norme nationale que
leurs maris, illustrant
ainsi une tendance souvent
observée en sociolinguis-
tique labovienne.
3.3.2. L'AGE

L'8cart entre maris et
femmes &tant assez 1impor—-
tant, on a d@ limiter les
comparaisons .diachroniques
aux sujets d'un méme sexe,
ce qui réduit grandement 1la
valeur des résultats. Deux
mesures ont L 34-1 faites
comparant les pourcentages
obtenus par les péres et
leurs f£fils ou les mdres et
leurs filles (8 sujets) et
d'autre part, par les
grands-pares et leurs
petits-fils (4 sujets; 11
n'y a pas de fille parni les
"Jeunes”). Cela a permnis
d’' observer en synchronie
dynamique, sur une puis deux
générations, 1’ &8volution
phonétique dans 1les trois
familles interviewées.
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Tableau 2. Taux d’'épenthése
en fonction du sexe et de
1'8ge des sujets.

Variables % Ecart (%>
Sexe F 18

Sexe M 39 + 21
Enfants 8

Parents 28 + 20
Enfants 3

Gds-parents 48 + 45

Dans les limites de vali-
dité des chiffres proposés,
qui ne reposent dans le der-—
nier cas que sur 4 sujets,
les résultats suggérent une
nette diminution de 1’'é&pen-
thése, qui semble s’'effec-
tuer au rythme minimum de
20% par génération. L'évolu-
tion est particuliérement
frappante quand on compare
les grands-parents, chez qui
1'é&penthése est fré&quente, &
leurs petits-enfants, qui la
connaissent & peine.

Notons au passage que
cette diminution n'est
probablement pas attribuable
aux différences soclales
existant entre nos sujets,
puisqu’on observe des diffé-
rences sensibles entre les
deux premiéres générations,
qui sont pourtant de méne
condition sociale.

4, CONCLUSION

Notre &tude - de 1'é&pen—
thése consonantique nasale a
permis de documenter <(du
moins pour quelques sujets
de la région nicoise et si
1’on accepte que la synchro-
nie dynamique est un substi-
tut acceptable de 1'&tude
proprement diachronique) une
rapide é&volution vers les
formes non-&penthétiques du
FS, particuliérement chez
les sujets fé&minins. Cette
rapidite s'explique peut-
étre par 1le fait que les

facteurs externes (omni-
présence du FS dans les
médias, chez 1les migrants
internes et les touristes,
ajoutée 38 wune régression du
nissart, ol 1’'é&penthdse est
la norme) convergent ici
avec la dynamique interne du
FM, qui suit le méme chemin
que le FS, mais avec quel-
ques siécles de retard
(chute des consonnes fi-
nales, et en particulier des
nasales, depuis le latin
vulgaire).

Ces conclusions - d'ail-
leurs similaires & celles
obtenues pour E muet (cf.
[4)) - sont &videmment su-
Jettes a caution, &tant
donn& le nombre réduit de
sujets et 1les critéres de
sélection appliqués iei.
Nous 1les proposons simple-
ment comme piste & suivre
vers une meilleure connais-
sance du frangals méridio-
nal.
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IDENTIFYING FOREIGN LANGUAGES
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ABSTRACT

This experiment examined
listener abilities to iden-
tify the language in which a
message 1is spoken. Short
samples in five languages
were presented to listeners
for identification. All
groups of listeners iden-
tified the samples at better
than chance levels. The re-
spective native languages
and English received the
highest identification. Con-
fusions among samples varied
according to native 1lang-
uage. :

1. INTRODUCTION

People who work in
environments where they
commonly hear foreign lang-
uages claim that they
develop the ability to
identify 1languages without
understanding any of then.
Surprisingly, whether people
indeed have this ability has
never been investigated in
spite of the fact that
anecdotal accounts are com-
mon- and claim considerable
sophistication.

House and Neuburg [7]
examined the possibility of
identifying languages from a
statistical distribution of
segment types. This work
dealt with feasibility
rather than human perfor-
mance.

The vast literature com-
paring the phonetic struc-
tures of languages has dealt

with similarities and dif-
ferences rather than with
information which identifies
a particular language. The
consonant and vowel inven-
tories have been investi-
gated from the point of view
of interference with lang-
uage learning [5]. Languages
have been compared according
to their phonetic imple-
mentation of a 1linguistic
process [4], the relative
timing of syllables [3] or
their overall use of funda-
mental frequency [1,6]. Con-
siderable effort has been
devoted defining the rhyth-
mic patterns of various
languages, [2]. Although
some of these differences
are undoubtedly responsible,
none of the work directly
addresses the question of
how listeners use phonetic
properties to identify lang-
uages.

The  purpose of this
experiment was to determine
how well listeners of vari-
ous language backgrounds are
able to identify spoken
samples of Jlanguages which
they do not speak.

2. METHOD
2.1.Materials.

_Two native speakers of
Chinese, Japanese, Spanish,
Arabic and English recorded
short paragraphs taken from
newspapers. These are lang-
uages commonly spoken by
students at Ohio University.
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All the listeners would have
had some exposure to them.
To prepare samples for
resentation, the speech was
digitized and four two-
second samples per speaker
vere excerpted. The samples
were fluent without hesi-
tations or 1long pauses.
After normalization to the

same peak amplitudes, two

samples for each speaker
were digitally mixed with
noise at a S/N ratio of 3
dB. The noise condition was
jncluded to examine the
contribution of vowel and
particularly consonant in-
ventories to the identi-
fication of the languages.

The samples were recorded
in random order for a lis-
tening test consisting of 40
test items (5 languages, 2
speakers of each, 2 speech
samples from each speaker, 2
listening conditions).
2.2 Subjects.

Seven groups of listeners

were tested. First, 14
native English speakers,
undergraduate students at

ohio University, limited in
experience with foreign
languages. Second, 13 native
English instructors in the
ohio Intensive English Pro-
gram. These 1listeners are
very familiar with speakers
of other languages and each
had spent at least one Year
in a non-English speaking
environment. Third, ten na-
tive speakers of each of the
other languages used in the
test: Arabic, Chinese, Ja-
panese, and Spanish. Final-
ly, ten native speakers of
languages other than the
sample languages, that is,
Korean (6), Bahasa Malaysia
(3), and Bukusu, a Bantu
language of Kenya (1). For
these 1listeners, all the
sample languages are fo-
reign, though they know
English well.

2.3.Procedure.

The listeners were tested
in a quiet room, in small
groups. They were a asked to
identify the languages in a
forced choice format.

3. RESULTS
3.1. Identification.

The percent correct iden-
tifications of the all four
samples of the language are
given in Fig. 1. The data
are combined for all 1lis-
teners. All listeners iden-
tified English samples at
very nearly 100% in quiet.
Arabic, Chinese, and Spanish
were identified at slightly
lower rates, while Japanese
was identified least accura-
tely. The pattern of correct
identification in noise cor-
responded exactly to the
pattern obtained in quiet,
simply with more errors
present.

3.2. Language background.

The identification scores
of each listener group are
given in Fig. 2. As might be
expected, the teachers
experienced with languages
had the highest scores, in
quiet. The Japanese lis-
teners performed best in
noise while the Spanish
listeners had the lowest
scores. Overall, all lang-
uvage groups identified the
languages at above chance
rates. This was most clearly
true when the samples were
presented in quiet.

Table 1. gives identifi-
cation scores for all five
languages and all listener
groups. Each group identi-
fied its respective native
language and English at very
high rates. In the noise
condition, scores for all
groups and languages were
depressed.

The ranges of scores were
relatively consistent for
listeners from different
backgrounds. In all groups,
some listeners made perfect,
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or nearly perfect, scores in
quiet. In all groups, other
listeners made relatively
low scores. The lowest indi-
vidual score was made by a
Spanish listener, 8 out of
20 items correct in quiet.
The ranges of scores in
noise were depressed for all
groups of listeners.

Table 1. Percent correct
identifications of languages
by listeners from different
backgrounds. The top row
gives identification scores
in quiet, the bottom row
gives scores in noise.

EN AR CH JpP SP

EN(s) | 100 88 91 78 73
| 79 59 34 31 46
|

EN(t) | 100 92 79 69 88
| 73 58 56 33 56
|

AR | 98 98 65 50 093
| 58 90 43 25 53
|

CH | 100 65 100 85 65
| 68 53 93 48 53
i

Jp | 93 73 98 85 73
| 80 50 78 90 &8
|

sP | 88 63 45 45 95
| 50 38 20 10 63
|

OTHR | 95 78 90 80 58
|

68 64 78 63 40

3.3. Confusion patterns.

The most obvious con-
fusion pattern affected
Chinese and Japanese. Lis-
teners who were not Asians
tended to confuse these two
languages, as if they were
operating with a broad cate-
gory Oriental Language. Asi-
an listeners, including
those from Korea and Malay-
sia, seldom confused the
two. The Spanish 1listeners
in particular, had dif-
ficulty identifying these
two languages. The Asian
listeners, in turn, tended

to confuse Spanish g
Arabic. nd

4. DISCUSSION
4.1. Limitations.

There are two limitationg
of the experiment. The first
is a lack of control of the
amount of experience the
different 1listener groups
have had with languages. The
language backgrounds of the
listeners are confounded
with experience hearing
vgrious languages. At this
time, we do not know how
much and what kind of
exposure to languages allows
listeners to identify then.

The second problem con
cerns confounding of tte

language samples with speak-
er characteristics. Each
language was represented by
only two speakers. Although
all the samples used were
different, it is possible
that listeners relied on
speaker characteristics in
making language identifi-
cations. A listener may have
gdopted a strategy of
identifying, for example, a
relatively high pitched
voice as a Chinese speaker
or a fast rate of speech as
Japanese.
4.2. Conclusion.

The conclusion is that
listeners are able to
identify languages which
thgy do not know. Since

noise decreased the identi-
fication scores rather than
altering the patterns, it is
possible to infer that
listeners are relying on
suprasegmental properties of
languages as much as, or
more than, consonant and
vowel inventories.

Listener experience with
various foreign 1languages
was a major factor in their
ability to identify lan-
guages. Asian listeners with
experience with Asian lang-
uages identified Chinese and
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Japanese accurately. Arabs
and Spanish listeners from
Ssouth America have had
1ittle experience with Asian
languages and tended to
confuse them.

Some listeners from each
group were very good at the
task while others made many
misidentifications. Whether
the differences in scores
are a result of individual
talent or experience is, at
this time, unknown.

How do listeners identify
a language? They may proceed
by a process of elimination:
'T don't understand it, so
it's neither English nor my
native language. It must be

.' Alternatively, they
may have developed proto-
typical auditory patterns
which characterize lang-
uages. .
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Fig. 1. Identification of
languages by all listeners.
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ABSTRACT

This is a study of how well naive human
listeners can interpret the vocalizations of
stumptail macaques (Macaca arctoides).
The monkey vocalizations were recorded
in different behavioural situations. The
human listeners were asked to classify 18
vocalizations into one of 7 semantic cate-
gories. The listeners were quite unani-
mous in their judgements, which indicates
that they may have based their interpreta-
tions on some kind of common "feature
analysis" of the vocalizations. The inter-
pretations of the listeners were also mostly
"correct”, i.e., the listeners were able to
infer the situation in which the monkey
had produced the sound. These results
may be taken to suggest a possible com-
mon basis for the vocal behaviour of all
primates.

1. INTRODUCTION

It is well known from everyday life
that people and their pet animals can
understand each other (or that they at least
seem to reach a consensus on certain
issues). The owner of a cat or a dog
should find it easy to make very accurate
interpretations (according to personal
judgement) of the behaviour of the pet,
e.g. of its vocalizations. Similarly, an
animal sometimes reacts to the speech of
its human companion as if it understands
the human language. These cases are not,
however, indications of language
comprehension in the strict sense. The
reactions of an animal are determined
primarily by all kinds of non-verbal cues,
and the most important phonetic aspects
of the human speech are its prosodic
characteristics — rather than the purely
phonological structure of the utterance.

To put it simply, comprehension of a
vocal message is an interpretation or un-
derstanding of the "internal state” of the
sender. The correctness of the interpreta-
tion can be inferred from the reaction of
the receiver. Humans can react verbally,
but in the case of other species we have to
deduce the interpretation of the message
only on the basis of other kinds of overt
(non-verbal) behaviour.

Because of their common evolutionary
history, the basic mechanisms of sound
production are similar in all mammals.
There are similarities in the vocal appara-
tus as well as in the neural control of be-
haviour. Vocalizations of non-human pri-
mates are taken to be mainly reflections of
their emotional-motivational state. In hu-
man speech, indications of such 'internal'
states are often conveyed by prosodic or
paralinguistic features. There may be
enough acoustic similarity in the emo-
tional-motivational vocalizations of human
and non-human primates for comprehen-
sion across species.

In human speech, the various emo-
tional and motivational states are reflected
primarily in the general voice quality and
the prosodic characteristics of speech, i.e.
pitch, thythm, and loudness (e.g. [4, 7]
These auditory characteristics normally
co-occur with different kinds of facial
expressions and body movements, but the
auditory cues are usually sufficient for the
identification of the speaker's emotional
state.

Human beings are used to inferring the
emotional state of a speaker from the
acoustic characteristics of his/her speech.
An interesting question would be how
well these "inference rules" can be applied
to the vocalizations of another species.
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2. AIM N
In this study [3], we explored the abili-
ty of the representatives of one species to
interpret the vocalizations of another
specics. More specifically, we tried to de-
termine how well naive human listeners
can interpret the vocalizations of another
primate species, viz. stumptail macaques
(Macaca arctoides). "Interpreting” is here
defined as identifying the emotional-moti-
vational state of the monkey during the
production of different sounds.

The ultimate aim in studies like this is
to resolve the question of a possible com-
mon control of emotional-motivational vo-
cal behaviour in mammals. In other
words, we are looking for universals in
communicative behaviour.

3. RESEARCH MATERIAL

Sounds. Recordings of the macaque
vocalizations were made in many different
behavioural situations at the Department
of Physiology, University of Helsinki, in
the colony of stumptail macaques (Macaca
arctoides) at present consisting of 12
monkeys (Marantz CP430 tape recorder,
AKG C 568 EB microphone). On the ba-
sis of the situation and the total behaviour
of the monkey, the sounds used in this
study were taken to represent seven dif-
ferent categories of psychological states:
(1) aggression, (2) fear, (3) sexual
arousal, (4) dominance, (5) submission,
(6) contentment, (7) calling / informing
(contacting). The criteria used in this
classification were based on, e.g., the
posture and facial expressions of the
monkeys, as they are generally used in
primate behavioural studies [1, 2].

The vocalization sequences were digi-
tized and tapes for the listening test were
prepared, where the vocalizations oc-
curred in a random order. The vocaliza-
tions in the test material were analyzed
acoustically using sound spectrograms
and computerized FFT spectra (Fig. 1).
The acoustic characteristics of the vocal-
izations are described elsewhere [3].

Listening test, Eighteen sound se-
quences ("whole vocalizations”") were se-
lected from all the recorded material for
the listening test. The 18 sounds re