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ABSTRACT 
This study presents some EMG data 
from the palatoglossus (PG) and levator 
palatini (LP) muscles and examines the. 
“gate-pull“ model of active velar lowering 
for the nasal sound production. 

1. INTRODUCTION 
In January, 1972, Lubker et al [8, 
p.235] proposed the “gate—pull” model 
of nasal sound production. which says 
that '...the ievator may relax its activity 
in an almost gate-like fashion, thus 
allowing a temporal space during which 
palate is easily lowered. At some point 
in time during the "open" phase of the. 
gate - or during the very early opening 
phase of it, a slight "pull" is provided by 
the palatoglossus to facilitate the ease 
and rapidity of palatal lowering. During 
this 'gating' and "puliing" process the 
articulators function for the actual 
production of the nasal phoneme.’ 
However, various EMG studies of the 
PG muscle have produced conflicting 
results. The EMG data from PG 
reported by Lubker et al [7,8] on 
Swedish nasal consonants. by Fritzell 
[5] on English nasal consonants. by 
Benguerel et al [3] on French nasal 
vowels, and by Dixit et al [4] on Hindi 
front nasal vowels provided unequivocal 
support for the “gate-pull“ model of 
nasal sound production. The PG data 
reported by Dixit et al [4] on back 
nasal vowels of Hindi were. however, 
primarily related to the tongue-body 
movement and positioning. On the 

other hand, the PG data on English 
nasal consonants reported by Bell-Berti 
[1], Bell-Berti and Hirose [2]. and on 
French. nasal consonants reported by 
Benguerel et al [3] did not provide any 
support for the above model of nasal 
sounds production. Thus, the purpose 
of the present study was to explore 
whether the PG muscle is actively in- 
volved in lowering the velum for the 
production of nasal consonants of 
Hindi. 

2. METHOD 
Bipolar hooked-wire electrodes were 
used for EMG recordings. They were 
inserted peroraily into the PG and LP 
muscles. (LP muscle data are a must 
for apprOpriate interpretation of PG 
muscle data.) EMG signals from these 
muscles were recorded simultaneously 
with audio signal while a native speaker 
of Hindi produced five repetitions of 
each VCV nonsense utterances 
containing a nasal or an oral 
consonant. In these utterances, C 
represented /t C! n/. and V represented 
/i a u/. The first and second vowels in 
each utterance were the same. and the 
second vowel was stressed. EMG and 
audio signals were rectified, integrated 
and digitized. The offset of the first 
vowel was selected as the line-up point 
for ensemble averaging of the EMG and 
audio signals. Graphic illustrations of 
the ensemble-averaged EMG and audio 
signals were generated under computer 
control. They are presented ln Fig 1, 

3. RESULTS AND DISCUSSION 
Figure 1 shows a high level of activity 
in the LP muscle for the utterances /iti / , 
/ata/, /utu/, /idi/, /ada/ and /udu/ 
containing an oral consonant. Whereas 
its activity is suppressed for the 
utterances /ini/, /ana/ and /unu/ 
which contain a nasal consonant, 
suggesting that the vowels surrounding 
the nasal consonant in these utterances 
are fully nasalized. it is of interest to 
note that suppressed LP continues to 
maintain a certain level (though a low 
level) of activity even in entirely nasal 
utterances, at least in this subject. 
Further, the consonant/vowel, and 
vowel height related differences (e.g., 
higher levels for consonants than 
vowels, and for high vowels than low 
vowels) generally observed in LP activ- 
ity during oral utterances show up in 
nasal utterances also. We will refer to 
these EMG patterns of the LP muscle in 
the description and discussion of PG 
muscle data below. 

The PG muscle generally shows three 
peaks of EMG activity. The only excep- 
tion is the utterance /ini/ where it 
shows only one peak. This lone peak 
in /ini/ and the last peak in all other 
utterances seem to be associated with 
velar lowering to open the nasal 
passage way at the end of the 
utterances, hence are of no concern to 
the topic of this study. Therefore, in 
this study, we will be concerned primar- 
ily with the presence or absence of the 
first two PG peaks. lncidentally, the PG 
muscle shows considerably higher 
peaks of EMG activity for the stressed 
(second) vowels as compared to those 
for the unstressed (first) vowels in Fig- 
ure 1. 

In this figure, the PG muscle shows 
suppression of its activity throughout 
the utterance /ini/ which contains a 
nasal consonant surrounded by fully 
nasalized high front vowels. This 
suggests that PG is not involved in 
lowering the velum for the nasal con- 
sonant or the nasalized vowels in /ini/ 
and that the velum is lowered passively 
- simply by the suppression of LP 

activity for these nasal sounds. This 
finding for the Hindi nasal consonant is 
consistent with those reported by 
Bell-Beni [1], Bell-Berti and Hirose [2] 
on English nasals. and by Benguerel et 
'ai [3] on French nasals, but 
inconsistent with those reported by 

' Fritzell [5] on English nasals. and by 
Lubker et al [7.8] on Swedish nasals. 
The finding on the front nasalized vow- 
els of Hindi is rather unexpected, since 
in a previous study Dixit et al [4] ob- 
served a high level of EMG activity in 
PG for the production of the front nasal 
vowels of Hindi. Similarly, in French a 
front nasal vowel was produced with a 
high level of activity in PG [3]. In these 
previous studies, however, the nasal . 
vowels were contrastive, whereas in the 
present study they are contextually 
nasalized. Perhaps the PG muscle func- 
tions differently for contrastively nasal 
vis-a-vis contextually nasalized vowels. 

On the other hand, in the utterances 
/iti/ and /idi/ which contain an oral 
consonant in the front oral vowel 
context, PG shows two peaks of EMG 
activity. These peaks seem to 
represent its antagonistic or reflexive 
activity related to the tongue-body 
fronting by the genioglossus muscle for 
these high front vowels. Notice that LP 
in Figure 1 is highly active for the oral 
utterances /iti/ and /idi/ and sup— 
pressed for the nasal utterance /ini/. 
Thus the velum is in an elevated posi- 
tion for the former two utterances and 
depressed for the latter utterance. 
When the velum is depressed, the 
tongue— body fronting would not result 
in stretching the PG muscle, but when 
it is elevated, the tongue-body fronting 
would stretch the PG muscle, which 
may cause stretch reflex in this muscle. 
Lubker and May [9] have hypothesized 
such a stretch reflex in PG under similar 
physiological conditions. 

ln Figure 1, two peaks of PG activity 
are also observed for the utterances 
/ata/, /utu/. lada/ and /udu/ 
containing an oral consonant 
surrounded by the back oral vowels. 
Both these peaks appear to be 
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Fig. 1 Superimposed curves of ensemble averages of LP and PG EMG 
signals and audio signals for the experimental utterances. Audio and EMG 
signal amplitudes in arbitrary units and microvolts, respectively. are 
represented along the ordinate. The units along the absicssa represent 100. 

. ms intervals. Zero (0) on the abscissa marks the line—up point used for 
ensemble averaging. 
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associated with the tongue-body 
movement and positioning for these 
back vowels. This is an expected result 
since LP shows a high level of activity 
throughout these utterances to stabilize 
the velum so that PG activity could con- 
tribute to the tongue-body movement 
md positioning (See condition or mode 
1 in Lubker and May [9]). This result is 
In agreement with those reported in the 
other cited studies (particularly in 
[1.2,3,4]). In addition, two peaks of PG 
activity are also observed for the utter- 
ances /ana/ and /unu/ which contain 
a nasal consonant in the context of 
back vowels. Notice that LP activity is 
suppressed throughout these 
utterances as the back vowels 
surrounding /n/ are fully nasalized. 
However, EMG levels in the LP muscle 
for the utterances [ana] and /unu/ 
never reach the zero level, that is the 
activity of LP is suppressed but not 
completely inhibited. As indicated ear- 
lier. LP maintains a certain level 
(though a low level, about 100 W) of 
activity throughout nasal utterances. 
Because of this level of EMG activity in 
LP, it does not seem presumptuous to 
believe that the two peaks of EMG ac: 
tivity observed in PG for /ana/ and 
/unu/ are also relat 
ed to the tongue—body movement and 
positioning for ' the back vowels 
surrounding the nasal consonant in 
these utterances. However, there is no 
PG peak that could be related to the 
nasal consonant in /ana/ and /unu/. 

The above findings suggest that the 
activity of the PG muscle is primarily as- 
sociated with the movement and posi- 
tioning of the tongue-body for the pro— 
duction of oral and contextuelly nasal— ' 
Izod back vowels. and antagonistically 
or reflexively related to the fronting of 
the tongue-body by the genioglossus 
muscle in the production of front oral 
vowels. The PG muscle does not ap- 
peartobelnvolvedlnvelarloweringei- 
ther for the nasal or for the contextually 
nasallzed vowels. Thus. the "gate— pull“ 
model of nasal sound production falls to 
account for the results of the present 

study. 
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ABSTRACT 

Continuous speech of 23 
subjects was recorded with 
and without masking noise. 

: The group was composed of 
Voice. Trained (n=12) and 
Untrained. (hall) Male and 
Female Francophone sub- 
jects. The objec t ive  of the 
investigation was to find 
out how are spectral l eve l s  
and voice quality affected 
under masked c o n d i t i o n s  for 
the -‘ different groups. 
R e s u l t s  show:1.Voice —Trai-  
ned subjects increase vocal 
levels -1ess than Untrained 
subjects under masked con— 
ditions, therefore. showing 
an attenuated Lombard 
effect. 2. 'Some reported 
voice quality measurements 
(l.aAB= > 1 0 0 0 H z  / <1000Hz, 
2.9=F1 ' /  F0) d o  not seem to 
apply to speech of 
Francophones. = 

_1. rureooucrïou_ 

'It is well known that the_ 
presence of noise produces 
an increase in vocal levels 
(i3lLombard, 1911; [ZlLane 
’and Tranel, 1 9 7 1 ) .  Recently 
[4]: Pick Jr. et al. (1989)  
suggested that . through 
training the effect could 
either be enhanced or 
reduced but not completely 
eliminated. 
It is quite possible that 
peOple with voice training 
would be more apt to react 
differently 

to that effect. It has been 
shown, for example,- that 
when singing in noise, 
trained singers‘ 
performance - deter iorates  
less  than that of amateur 
musicians ([61Ward & Burns, 
1978 ) .  That is attributed 
to a process of kinestheti- 
zation, whereby vocal expe- 
rience allows the performer 
to -monitor the voice by 
proprioceptive rather- than 
by auditory cues. Less 
dependent -  on auditory feed- 
back, voice trained sub— 
jects would be less per— 
turbed by noise and would 
therefore have the ability 
to ‘ preserve their voice 
quality. That 'ability 
should also be present. in 
running speech. The objec- 
tive 'of this study is to 
verify how are vocal levels 
of voice trained subjects 
affected when speaking in 
noise and whether voice 
quality is affected. 
The research quastions are 
the following: 1.Are there 
long—term spectral level 
differences, at particular 
frequency intervals,. of 
continuous 'speech, between 
_voice 'trained and untrained 
subjects' when speaking in 
noise? _ … . . 
2.Are there long—term voice 
quality differences, of 
continuous‘ speech, between 
voice “trained and untrained 
subjects when- speaking. in 
noise? ; . - … - "  ; - … 
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2. METHOD 
2.1. Voice 
measurements 
An acoustic measure of 
voice quality was proposed 
by illFrokjaer-Jensen and 
Prytz (1976)  as usintensity 
above lkHz / ‘intensity 
below lkHz. i7lWedin et al. 
(1978)  seemed to confirm 
the utility of this measure 
in speech with a group that 
had undergone voice 
training. [SlSundberg and 
Gauffin (1978 ) ,  seemed to 
suggest that in singing, 
judging the higher spectra 
as a measure of good 
quality is misleading be— 
cause it could be obtained 
with an increased vocal 
effort (”pressed" phone- 
tion) which is not charac— 
teristic- of- trained male 

quality 

'singers. They proposed that 
a measure of good» quality 
is a higher increase of 
energy in the F0 area. 
relative to the F1 area of 
trained subjects (“flow" 
phonation). In order to 
utilize these voice quality 
acoustic measurements, this 
experiment extracted Long 
Term Average Spectra for 
the following intervals: 
FOezLog energy at interval 
80-160Hz for men, 160-25032  

' f o r  women - 
Fle:  Log energy at interval 
315-60032 
31K: Log energy below ikHz 
(80—800Hz) 
Aix: Log energy above lkH 
( l o c o - 5 0 0 0 8 2 )  * 
eFlFO: Fle minus FOe 
«AB: A1K minus BlK 

These intervals also served 
to compare spectral levels. 

2.2. Subjects 

The group of 23 subjects 
was composed of 1. Voice 
T r a i n e d .  (n=12) and Untrai- 
ned subjects (nzll). Sub- 
jects with abnormal hearing 
or with mother tongues o- 
ther than Canadian French 
(Francephones) were exclu— 
ded. The trained subjects 
were either members of a 
well known choir or profes— 
sional actors and radio an— 
nouncers. The subjects do- 
nated their time without 
pay. 

‘ 2 . 3 .  Materials 
The French text, of 
phonetically balanced con- 
tents lasting approximately 
one minute of reading time, 
was edited from existing 
literary materials. 
2.4. Procedure 
The subjects were recorded 
while .reading the same one 
minute text under three 
conditions: 1.Normal 
reading (8); 2.Vith right 
ear masked with a 75dB 
white noise(8RH); 3.With 
left ear masked with a 75dB 
white noise(3LH). 
All the recordings, and the 
audiometric screening, were 
conducted in a soundproof 
cabin (I.A.c.). The micro— 
phone was a Sennheiser 
HDAil—U (filtration switch 
on 'M‘), the -tape recorder 
a full track Revox “773 
(tape speed 15 ips), and 
the tapes Ampex 406. 
The. masking noise was 
produced with the “Haico 
Precision Hearing Test 
Instrument MA-Zi, through 
Maico headphones with one 
earphone removed. In the 
conditions' of masking, the 
subjects‘ had one ear masked 
with noise whereas the 
other 'remained free. This 
procedure _was _adopted for 
future— analysis- of 
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 l a teral i ty  e f f e c t s .  ,The 
recordings were performed 
a t  one f o o t  distance f r o m  
the microphone and ' the 
order of  the three 
condit ions  - was 
systematicaly varied f o r  
succeeding subjects. ‘ 
2 . 5 .  Analyses - 
The recorded samples were 
analyzed with  an Ono S o k k i  
CF300 spectral analyzer f o r  
L o n g .  Term Average 'Spectra 
at  “ 1 / 3  octave intervals, 

16-kHz 
spectra. 

range, f o r  128  
The 

transfered  and 
an IBM 
through a software package‘ 
designed 

Spectral 

f o r  

data ' was 
d i g i t i z e d  i n  

microcomputer  

the project 
- a n d  t h e n  t r a n s f e r e d  t o  the  

main frame  computer where 
l e  v e l s  were 

determined for  each of the 
three recording condi t ions .  

'3 .  RESULTS 

nean energy levels  ( d B )  o f  vo ice  mm» Francophones iN=12> and Ulmxm Francophone: (N=11) subjects f o r  three speech production c o n d i t i o n s  measured over s e l ec t ed  ( 1 / 3  octave) 
' intervals. 

. Inggrval g Eg__ F1g__ BFIFO 
Speech ç o n d i t i g g  ' - gg 

Normal T r . F r a . : - 2 1 . 7 3  —22.14  —0.41  
S p e e c h ( S )  U n t r . F r a . : - 2 0 . 9 6  —20.48  0 . 4 7  

* *  * * *  
Speech with right T:-21.06 -19.as »i.2o ear masked (san) u:—1a.2a -1s.so -2.67 - * 
Speech w i t h  l e f t  T : — 2 1 . 8 1  - 2 0 . 8 4  ' 0 . 9 7  
ear masked (SLMII U : - 1 8 . 5 4  -16.71 2 . 1 4  _ * * 
8 - S R H ' ( R )  ' : — 0 0 6 6  “ 2 - 2 8  — 1 0 6 2  

" . ' .  “ U :  — 2 0 6 8  _ 4 o 8 8  - 2 0 1 9  … . _ ** . * *  - s-snn (L)' - 1: 0.08 —1.3o —1.3a 
u:_—2;11- —3.77 -1.66 

* s i g n i f i c a n t  a t  the 0 . 0 5  l e v e l  
* *  s i g n i f i c a n t  at  the 0.01 l eve l  
*** s i g n i f i c a n t  a t  the 0 . 0 0 1  l e v e l -  
F0e:Energy a t  interval 80—16082 f o r  men, 160-250Hz f o r  women F1e:Energy a t  interval 315—600Hz 
BlK:Energy be low 800Hz«(80—800Hz i n  1 / 3  octaves) .— AlK:Energy above 1000Hz (1000-50008: i n  1 / 3 - o c t a v e s )  

B l K  

- 1 7 . 9 3  
—16.53  

* * *  
“ 1 6 . 6 0  

—12.66 
* *  

+ 1 7 . . s  
“ 1 3 0 6 2  

* *  

— 1 0 3 2  

_ —3.87 
* *  

—0.47 
- 2 . 9 1  

AIR «AB 

“29.51 “ 1 1 . 5 7  
- 2 8 . 0 4  —11 .51  

* *  . 

“ 2 6 . 6 4  “ 1 0 . 0 3  
— 2 1 0 9 0  “ 9 . 2 4  

* 

427.29 --9.83 
-23.60 -9.98 

-2.97 -1.64 
—6.14 —2.26 
42.32' —i.a4 
—4.43 -1.52 

The table above shows the 
f o l l o w i n g  resu l t s :  
1 .  There are  no s i g n i f i c a n t  
d i f f erences  i n  the Normal 
Speech condi t ion  f o r  
spectral l e v e l s  (F0e,F1e, 
B l K , A l K )  and v o i c e  q u a l i t y  
(eFlFO,  uàB) between t r a i —  
ned and untrained subjects. 

2 2 .  Spectral levels  o f  vo ice  
trained subjects are  s i g n i —  
f i c a n t l y  lower i n  both 
masked conditions (For  SRH:~ 
F0e ,p< .01 ;  F l , p < . 0 0 0 6 ;  BlK,  
p < . 0 0 0 5 ;  A l K , p < . 0 0 2 ;  f o r  
SLM: F 0 e , p < . 0 2 ;  F l , p < . 0 0 2 ;  
B l K , p < . 0 0 2 ;  A 1 K , p < . 0 4 ) .  
3 .There  a r e  no s i g n i f i c a n t  
voice q u a l i t y  d i f f e r e n c e s  
(OFIFO, oAB) i n  the masked 
c o n d i t i o n s ”  between tra ined  
and untrained subjects. 

4 .  DISCUSSION 
There a r e  no s i g n i f i c a n t  
voice q u a l i t y  ' d i f f e r e n c e s  
e i ther  i n  the normal nor i n  
the masked speech c o n d i -  
t i o n s  f o r  the  t w o  groups .  
I t  i s  poss ib le  that  the 
voice  _ q u a l i t y ,  measurement 
«AB proposed f o r  speech i s  
linguistically related and 
t h e r e f o r e  not  appropriate  
f o r  French.  Trained Franco- 
phones d o  not have more 
energy i n  the reg ion  above 
1000Hz r e l a t i v e  ; to  the 
lower frequencies. ' 
The other v o i c e  q u a l i t y  
measurement, SFlFO,  was 
proposed f o r  s i n g i n g .  That 
might e x p l a i n  why i t  d i d  
not distinguish the speech 

“ o f  the v o i c e  t r a i n e d .  
When speak ing  i n  n o i s e ,  
lower vocal l e v e l s  c l e a r l y  

_ d i s t i n g u i s h e d  the voice  
t r a i n e d  f r o m  the v o i c e  un— 
t r a i n e d  and c o n f i r m e d  that  
voice t r a i n i n g  
the  Lombard e f f e c t .  
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DYNAMIC VOICE QUALITY VARIATIONS IN 
FEMALE SPEECH 

Inger Karlsson 
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Box 70014, S 100 44 Stockholm, Sweden 

ABSTRACT 
Variations in the voice sorn'ce for female 
speakers due to linguistic structure and 
speaker ' ' have been in- 
vestigated. The study is focused on con- 
sonants and transitional segments. The 
voice source have been analysed by in— 
verse filtering. The consonant source 
spectra contained less energy in the 
higher frequency region compared to 
vowels. For a more 1 voice, transi- 
tional segments contained a large 
amount of noise. noes and ori— 
ginsofzerosinthespecuaofvoiced 
speech segments were studied using in- 
versefiltering.Forsleakyvoiceazero 
due to the lete glottal closure 
often occurred also tn vowels. 

1. INTRODUCTION 

sponds to the quotient between the time 
' from peak flow to excitation and the 

'I‘hissurdyformspartofaprojectaimed ' 
at a complete description of female 
speech. The investigations have so far 
been concentraæd on the female voice 
source. Information has been collected 
about the relationship between emphatic 
stress and voice source parameters [2] 
and about voice source variations with 
place of articulation of vowels [3]. The 
present study is focused on a description 
of consonants and transitions between 
voiced phonemes. Fin-thermore, the 
occurrencef angedoriginlpfzerosinthe 
spectra o voi s se nts have 
been investigated. peec gme 
_Thevoieesourcewasanalysedby 

__ inverse filtering of the speech wave. A 
subsequent fitting of the LF voice source 
model [l] to the- inverse filtered wave 
gave a parameuic description of the 
voice source variations. The voice 
some: parameters used in this study are 
RK.RG,EE,FAandFO.RKcorre— 

time from rem to peak flow. RG is the 
duration of the glottal cycle divided by 
twice the time from zero to peak flow. 
RG and RK influence the amplitudes of 
the lowest harmonies and are expressed 
in percent. EE is the excitation sti'ength 
in dB and FA the frequency above which 
an extra —6dB per octave is added to the 
spectral tilt. In addition, the fundamental 
frequency, F0, is measured. _ 

2. DYNAMIC VOICE SOURCE 
PARAMETER VARIATIONS. 
The present study concentrates on dyna— 
mic variations of the voice source. The 
rate of change of voice source parame- 
ters and how these changes correlate 
with segments and segment boundaries 
were investigated. For transitions be- 
tween segments, especially between 
vowels and occlusive segments, both 
rate of change and the timing of changes 
are of crucial im rtance. In a transition 
between a vowe and an [1] or a nasal, 
the voice source parameter . values 
change from typical vowel to consonant 
values within a few voice pulses. A tran- 
sition between a vowel and [v] or [j] is 
much more gradual. 

Correlations between the different 
' voice source parameters have also been 

investigated. RG showed a fairly good 
_ correlation with F0 in sentences uttered 

'10 

by different speakers. The correlation 
coefficient was found to be in the order 
of 0.75. Deviations occurred for F0 
peaks where RG was raised even more. 
see Figure 1. The remaining parameters 
did not show any substantiel correlation 
with each other, the variations were 
more related to phoneme type and 
prosody. RK showed a large pulse-to- 
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Figure 1. Typical covariation of F0 and 
FG=FO-RG/100 for a short utterance. 

pulse variation. This is due to the uncer- 
tainty in defining the exact time for 
opening. Another source of error is for- 
mant frequency differences in the open 
and the closed interval of the voice 
pulse. ln inverse filtering only one for- 
mant value was used in each period. This 
will result in incomplete cancelling of 
formant ringings in the Open phase and 
some lack of precision in determining 
the point of maximum flow. All RK 
values discussed in this paper are aver- 
age values, which should minimize these 
errors. . 

3. VOICE SOURCE IN 
CONSONANTS - . 
Voiced consonants in sentences have 
been inverse filtered. when possible, to 
achieve a source description. The inves— 
tigated sentences contained the stops 
[b, (1. g], the voiced fricatives [j, v] that 

both contain very little noise between 
voiced phonemes in Swedish, the nasal 
[n], the sonorants [I, r] and voiced [h]. It 
was often impossible to inverse filter the 
stops as they were too weak compared to 
the background noise. Accordingly, only 
one joint value was calculated for the 
Stops. [r] was realized as a vowel-like 
segment in the studied sentences and had 
voice source characteristics similar to an 
unstressed vowel. To get a good fit be- 
tween the LF voice source model and the 
inverse filtered wave-form for the re- 
maining consonants, it was often neces— 
sary to cancel an extra pole/zero pair, 
especially in [n], [1] and [v]. 

Voice source parameters for conson— 
ants and for some unstressed vowels in 
the same sentences are given in Table 1. 
The values are averaged over at least 4 
period. Compared to vowels in the same 
sentence the consonants tend to _have 
higher RK values, i.e. more energy tn the 
lowest harmonics. The excitation amp- 
litude, EE, was slightly lower for [r, j, n, 
h] than for vowels. For [v] and the stops, 
EE was often 10 dB weaker. the stops 
showed a rapid fall in EE through the 
sound. FA showed considerably lower 
values for all consonants with the ex- 
ception of [t], [h] and for one speaker [J]. 
A possible reason for the high Fat rs dts- 
cussed below under "Noise excrtanon". 
FA was only slightly higher than F0 for 
the remaining consonants. This means 
that the voice source contains less high 
frequency energy for these consonants 
than for vowels. 

Table 1. Voice source parameters for voiced consonants and unstressed vowels for two 
female speakers. The last column gives the number of occurrences of _the phoneme rn 

given in Hz and RK _and RG tn percent. EE rs 
given in uncalibrated dB so only comparisons within a Speaker rs possrble. . the investigated sentences. F0 and FA are 

speaker Wl consonants 
F0 EB - RK RG FA n 

[v] 185 50 48 109 215 l 
[1] 191 55 48 116 356 8 
[n] 270 53 51 141 297 1 
[r] 253 57 42 120 657. 1 
[j] 161 56 43 101 849 1 
[h] 216 57 51 107 492 l 
stop 232 49 58 101 354 3 
unstressed vowels 
[a] 212 61 45 124 867 4 
[I] 218 55 38 104 500 2 

11 

epeaker W2 consonants . 
F0 RG FA no 

[v] 237 48 59 119 362 2 
[l] 209 57 48 111 322 8 
[n] 186 56 37 104 208 1 
[r] 222 57 43“ 115 678 3 
[j] 196 57 43 100 =—255 1 
[h] 250 57 72 123 600 1 _ 
stOp 220 51 66 112 343 2 ' 
unstressed vowels 
[a] 213 62 35 96 763 4 
[I] 277 60 28 90 480 l 



4. VOICE SOURCE ZEROS 
Zeros in voiced speech segments can 
have different origins. They are either a 
personal trait, often due to a leaky voice 
source, or a segment related feature, 
especially in consonants, where it is due 
to the configuration of the vocal tract. 
Both these types of zeros have been -- 
investigated. 
4.1 Zeros in consonants. _ 
The investigated sentences contained 
consonants whose transfer functions 
contained zeros: [1] and [n]. For [1] and 
[n] the zero and the connected pole are 
normally due to the geometry of the 
vocal tract. Zero/pole pairs found in [1] 
and [11] for two female speakers are 
given in Table 2. 

The zero sometimes detected in [v] 
as well as a low zero, about 900 Hz, 
sometimes found in [1], is presumably 
due to a more leaky voice source and 
consequently a coupling to the subglottal 
system in these consonants. This could 
be due either to an overall leaky voice or 
to a personal variation for these particu- 
lar sounds. These zero/pole pairs are also 
listed in Table 2. 
4.2 Voice source zeros in vowels 
Normally, while inverse filtering vowels, 
only anti-formant filters cancelling the 
vocal tract resonances were used. For 
more leaky voices an additional 
pole/zero pair often had to be cancelled 
to achieve a good fit to the LF-model. 
The origin of this pole/zero pair is pre— 

sumably a coupling to the subglottal 
system as for some consonants discussed 
above. 'Ihe speakers who showed : 
zero/pole pair had a comparatively large 
amount of constant air flow during 
phonation in recordings with a Rothen- 
berg mask [5]. This implies an incom— 
plete vocal cord closure and a cou lin 
between the sub- and the suprag o 
cavities. The frequency values of the 
pole/zero pair, a zero at about 8“) Hz 
and a pole at about 1500 Hz, compare: 
well with known values for sub lottal 
poles and zeros for women [4]. In igure 
2 an example is shown of a vowel that 
has been inverse filtered using or not 
using an extra zero/pole pair. 

5. NOISE EXCITATION 
In inverse filtering and model fitting the 
model parameters tend to include the 
noise excitation since the inverse film 
time window is one fundamental period. 
Accordingly. in a spectral section, ne 
harmonics are visible and it is impos- 
sible to separate voice and noise excita— 
tion. This means that often : breathy 
segment will give quite high FA values 
contrary to theory. The high l‘A—values 
for [h] and [j] in Table 1 are presumably 
due to this effect. To avoid this type of 
error, spectrograms of the utterances 
were studied. ' When a simultaneous 
voice and noise excitation could be sus— 
pected, partial inverse filtering was app- 
lied: all formants except one were 

Table 2. Zeros and corresponding poles in the voice source and vocal tract transfer funcnon for some consonants. Zeros and poles are measured by inverse filtering. Zn de- notes_a zero frequency and BZn its bandwidth. Pn denotes the corresponding pole and BPn us bandw1dth. All are given in Hz. * denotes presumed voice source zeros and poles. 

' . z1  BZl zz 'Bzz 
WI [l] *940 300' 2050 300 
W2 [1] "'990 450 2200 300 

W1 [1:] 750 450 ' 
W2 [n] 860 150 

W1 [v] ""700 250 
W2 [v] *840 - 3 5 0  

W1 [h] 1850 600' 
W2 [11] 2300 600 

1 2  

. P2 ' s 
2500 200- 
2550 200 

P1 ' BPI *1450 150 .*1600 200 
. 1900 100 

1700 100 

*1650 150 
*1600 200 

3000 500 
2600 450 " 
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damped out. The excitation pattern of 
the remaining formant showed if noise 
was a major excitation source. In Figure 
3 an example of measured FA variations 
for a breathy voice and a more sonorant 
voice are shown. FA is highest during 
the transition from consonant to vowel 
for the breathy voice while FA is higher 
in the vowel for the more sonorant voice. 
The high FA values during the transition 
for the breathy voice turned out to be 
due to high noise content. We are 
presently trying to find a method to 
separate the two kinds of vocal tract ex— 
citations, this will be discussed further at 
the congress. ' 
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Figure 2. Spectra for one fundamental 
period of a vowel before and after rn- 
verse filtering. From top to bottom the 
spectrum of a) au unfiltered voice pulse, 
b) the same pulse with the formants can- 
celled and c) with an extra pole/zero pair 
cancelled as well. The formant anti-fil- 
ters are marked by down-pointing arrows 
in the upper part of the figure and the 
extra pole/zero with arrows in the lower 
part. . 
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TEMPORAL MODELLING OF GESTURES IN 
ARTICULATORY ASSIMILATION 

Martin C. Barry 
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ABSTRACT 

Gestural trajectories for eonsonants in coro- 
nal + velar clusters were derived using EPG 
contact data from ers of English and 
Russian. Evidence m rapid Speech indi— 
cates a variety of articulatory strategies 
available to speakers of the two languages, 
with notably a high-level discrete 
assimilation process found only in the some 
utterances by the English speakers. The re- 
maining data involve partial loss of the coro- 
nal gesture. and are therefore not susceptible 
to description within conventional phonolog— 
lcal formalisms. The weakening of coronal 
gestures in certain contexts appears only as 
an arbitrary stipulation within the theory of 
Articulatory Phonology. It is argued that the 
theory requires further elaboration to allow 
the behaviour of the coronal: to be modelled 
adequately . 

l .  CORONALS IN CC CLUSTERS 

A number of studies have drawn atten- 
_tion to the tendency of alveolar and den— 
tal stops and nasals to assirnilate to the 
place of articulation of a following non- 
coronal obstruent. The process is attested 
as source of phonological change in 
many languages, and gives rise, for ex- 
ample, to the presence only of homor— 
ganic intramorphemic NC clusters in 
English. The process has typically been 
formulated within the apparatus afforded 
by phonological theory in terms resem— 
bling those in figure 1, either, as in (a), in 
the linear formalism of early Generative 
treatments or as in (b), employing an 
autosegmental treatment of those features 
specifying place of articulation. 

_In this paper, however, I shall present ev— 
rdence _and arguments from rapid speech 
rndrcatrng that the formulations of fig. l 

are insufficiently revealing both of the 
phonetic facts obtaining in both English 
and Russian, and o f  the knowledge to 
which a native speaker of either lan- 
guage must have access in order cor- 
rectly to produce sequences such as those 
under discussion. 

2. ALVBOLARS IN ENGLISH 

I have reported [l] an investigation into 
CC clusters in rapid speech in English, 
where C1 is an alveolar stop or nasal and 
C2 a velar stop, with an intervening mor- 

+ ant - ant 
+ cor — COl’ 

/ 

n—fll/ {';} / /  
_ X x 

(a) (b) 
. Figure 1: conventional 

phonological representations 
for alveolar and dental assimilation 

pheme et word boundary. Qualitative ex— 
amination of electropalatographic (EPG) 
contact data for several speakers reveals 
a large number of utterances in which the 
coronal gesture is significantly reduced 
rn magnitude, such that complete closure 
rs not attained during the consonant. 
Speakers appear to differ in their choice 
of articulatory strategy here: the three 
options seemingly available are: (i) to 
execute a full coronal gesture, giving rise 
to full alveolar closure; (ii) to execute a 
weakened coronal gesture, with no com— 
plete closure; and (iii) to execute only the 
following velar gesture. While tokens of 
type (iii) are those which may be mod- 

14 

elled in conventional phono— ration of the coronal and 
logical descriptions as an m dorsal gesture: (DCG, DDG); 
assimilation, as in fig. l ,  it is & (c) the degree of lingua! 
those of type (ii), exemplified mono-o . displacement. corresponding 
in fig. 2, which, insofar as the m to the height of the peak: for 
forms they manifest are un— “°°°—° the two gesture: (CMAX, 
der the Speaker’s deliberate Figure 2: EPG contact mum); and (d)  the interval 
control rather than as the pattern for a weakened between the onsets of the two 
natural consequences of the 
inertial properties of the 
speech apparatus, must pose problems 
for conventional phonological rules and 
representations. This is because in these 
cases the coronal gesture involves a -  
degree of lingua] displacement, and 
perhaps also a duration, rnconsistent with 
the discrete categories of binary feature— 
value and of timing-slot provided by 
theory. 

3. QUANTITATIVE INVESTIGATIONS OF 
ARTICULATORY GESTURES 

Further insight into patterns of articula— 
tory activity may be gained by a consid— 
eration in terms of the trajectories of in— 
dividual articulatory subsystems, recently 
restored to the phonetician's armoury 
through the development of the concept 
of the g e s m  re in the paradigm of 
Articulatory Phonology developed by 
Browman and Goldstein [3]. In the work 
reported in the present paper gestural 
trajectories were approximated from 
time—varying summations of EPG contact 
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Figure 3: Gestural Trajectories for [11 g] 
in ‘hand grenade” (slow utterance) 

data, and a number of measures devised 
by which temporal aspects of the various 
articulatory strategies might be com- 
pared. Figures 3 and 4 show gestural. 
trajectories for the nasal + plus stop se- 
quence [n g] in the phrase hand grenade. 
From the data values were obtained for 
(a) the duration of the alveolar and velar 
closures (DAC, DVC); (b)  the overall du- 

alveolar gesture closures. or, in the case 
where no alveolar closure 

was formed. between the peak in the 
coronal gesture and the onset of velar 
closure (uml. 

ln comparison with the slow utterance. 
for the fast utterance (fig .  4 )  CMAX is 
reduced to 70% of its maximum possible 

Timo un 

r 3'0 du tir rio r'so rio'ïro'rio fra 300 
Figure 4: Gestural Trajectories for [n 9]  

in “hand grenade‘ (fast utterance) 

value, DCG is reduced by 10%. and DAC. 
is zero: that is, the coronal gesture is di— 

…
m

a
i

s
-

.
c

n
)

 

minished in magnitude to such an extent- 
that no closure is  formed. and also 
somewhat in duration. DMAx remains: 
constant at 100%, [JVC increases by 78% ,” 
and DDG increases by 43%: the velar stop 
is fully articulated, and now significantly 
longer. INT is now -11 ms: the velar clo- . 
sure is formed before the coronal gesture 
reaches its peak. Note also that the dorsal 
gesture is initiated before the coronal 
gesture. The data suggest therefore a 
artial implementation of the resuuctur- 

mg implied by the autosegrnental treat- 
ment of fig. lb: the place of articulation 
originally associated only with the velar 
stop has ‘spread' to occupy two conso- 

lNote that for the speakers investigated the final 
[d] in hand was usually elided in fast speech; and 
that the present investigation is confined to .  
lingua! gestures and hence has nothing to say 
about the timing of velic lower-ing and raising. 
The nasalisatiou associated with [n] is retained; 
even when the coronal gesture is lost magma. 
givingrisetoavelarnasalln]. . __ 
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ctianlta'l timilng slots, and the original un— er yrng a veo ar place—autose ment ' partrally delinked. g rs 

4. DENTALS IN RUSSIAN 

A consideration of the behaviour of speakers of Russian in similar contexts reveals some significant differences. The sound system of Russian differs from that of _English in two significant re- spects: rn general the requirement that NC clusters should be homorganic within _the morpheme does not apply; and there rs no surface contrast between dental and velar nasals. A large body of data from two speakers of Russian was subject to the same qualitative and quantitative in— vestigation as. the data from English. To begin again w1th qualitative observations, two pornts are immediately evident: 
(1) in the case of CC clusters where C1 is a stop, no reduction can be observed in the magnitude of the coronal gesture as Speaking rate increases (CMAX remains constant at 100%); 
(11) the range of contexts in which com- plete assimilation (i.e. a velar nasal) is encountered is very narrow, and appar- ently not sensitive to speech-rate. The cases involved are words such as lsanktsra/ and /funktsia/, in which the nasal .and the following stop must be syllabrfied together (since the sequence lkts/ rs rmpemrissible as a syllable—on— set).2 These forms showed [IJ] even in slow, careful speech. 

In the remainder of cases (where the n and the following stop are heterosyllabic) the forms recorded typically reveal a fully artrculated dental nasal in slow speech, and rn fast speech a reduction in the magnitude of the coronal gesture, generally leading to the absence of a complete dental closure. 

Applymg the same quantitative measures as for English to the Russian data reveals further cross-linguistic differences. In the fast—speech examples from the Russian speakers rn the experiment, the reduction rn magnrtude of the coronal gesture is not accompanred by a corresponding length- 

2The principles governing this small class of excepuonal forms are discussed further in [2]. 

enrng in the duration of the dorsal gesture (CMAX decreases but DDG remains con— stant, or even undergoes a slight reduc— tron typical at increased rates of speech), and while INT decreases, the velar clo- _sure rs nonetheless formed after the peak 111 the coronal gesture. Thus while the phonological formulation of fig. l b  was seen to be roughly appropriate to the ar- trculatory patterns found in English, with weakened alveolars and lengthened ve- lars suggestrng a partial implementation of the phonological processes of au- tosegmental delinking and spreading, no such interpretation appears suitable for the patterns found in Russian—speakers. 

It rs_appr0priate instead, I would argue, to vrew the weakening of the Russian dentals as the manifestation of a process more ‘phonetic’ than ‘phonological’: that rs, more representative of the natural constrarnts acting on the articulatory ap— paratus than of the principles of phono— logrcal organisation which may be dis— cerned 1n. the English data. This view ac— cords w1th Ohala’s view [4] that if a phonological pattern (a “sound change” rn a drachronic perspective) has a pho- netrc'motrvation, it is reasonable to ex- pect to find evidence of the relevant pho- netic process in speech production. Thus drachronrc evidence of the instability of coronals rn CC clusters leads us to expect a phonetic process of the sort encoun- tered in the Russian data. 

It_ would be incautious, however, to at— tnbute the variety of weakened coronal gestures to the operation of a freely-ap- plying natural phonetic effect: there is ev1dence that the phonetic form of utter- ances such as these is determined at least rn part under the cognitive control of the speaker at least in so far as that the pro— cess rs seen to apply in some contexts and not others. The fact that the dental stops in Russian are robustly resistant to weakenrng suggests at least that a partic- ular phonetic effect may be blocked as part of the native speaker’s low—level phonetic knowledge. 

5. LEVELS OF PHONOLOGICAL 
KNOWLEDGE 

We are therefore led to a picture of the organisation of the various types of 
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knowledge of pronunciation, in which 
the variety of forms encountered in the 
data in this study are govemed by prin— 
ciples operating on several levels: 

- High—level phonological rules (cf. lexi- 
cal nrles) 
Expressible in conventional phonologi— 
cal formalisms 
e.g. distribution of Russian [a]: intra- 
morphemr'c NC clusters in English 

oLow-level phonological rules (cf. 
postlexical rules) 
Partial applications not expressible 

_ e.g. English alveolar C1 in CC clusters 
across morpheme boundaries 

OPhonetic effects . 
Phonetically motivated articulatory 
processes; may be phonologically 
blocked (e.g. Russian [t,dJ) or may 
apply freely (eg. Russian [u]) 

T woimportant consequences emerge: 
that some. aspects of the speaker’s 
knowledge of how their language is pro— 
nounced involve forms which conven- 
tional phonological theories are not 
equipped to represent; and that language- 
specific knowledge of pronunciation ex- 
tends to the operation or blocking of nat— 
ural low-level processes. 

6. CORONALS IN ARTICULATORY 
PHONOLOGY 

The paradigm of Articulatory Phonology 
[3] appears well—equipped to accommo- 
date the variety of low-level phonetic 
detail which, as I have argued, falls 
within the subject-matter of a compre- 
hensive theory of phonology. Gestural 
scores correspond to high—level phono- 
logical representations, and the operation 
of the task-dynamic model yields a spa- 
tio-temporal representation in terms of 
gestural trajectories in which the non- 
discrete application of phonetic and 
phonological processes may be for— 
malised. In addition, the application of 
general principles governing relation— 
ships of phase between gestures accounts 
for much of the data we have observed, 
in which the velar gesture is responsible 
for the ‘masking’ of the coronal gesture. 

What is still lacking in current formula— 
tions of the theory is a convincing ac- 
count for the facts of coronal-gesture 

weakening. That gestures weaken in ca— 
sual speech is stipulated somewhat ax- 
iomatically, and in no sense can be said 
to emerge from the mathematical proper— 
ties of the model. Moreover, there ap— 
pears be no way, in a model which treats 
all gestures as formally identical objects, 
in which it can be shown that coronal 
gestures specifically are subject to elision 
in CC clusters. At the heart of the matter 
is the modelling of gestures as the criti- 
cally—damped attraction of the active ar— 
ticulator towards its target. Thus for an 
articulator to fall short of its target during 
the execution of a gesture seemingly re- 
quires the target itself to be repro— 
grarnmed. Within existing versions of the 
theory it would seem to be necessary to 
abandon the assumption of critical damp- 
ing (such that an articulator always 
reaches its target) in order to accommo- 
date gestural weakenings, and other un- 
dershoot phenomena. A more drastic re- 
vision of the model would be to abandon 
the modelling of gestures in terms of at- 
traction, in favour of a ‘ballistic’ model: 
in which the articulator is pushed rather 
than pulled towards its target. But this 

. would be to abandon entirely the mathe— 
matical content of the existing theory. 
The issue of gestural weakening clearly 
remains a problem for the development 
of the theory: it seems clear that evidence 
of the kind presented in this paper will be 
of relevance in seeking a solution. 
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ABSTRACT 

The current study examines the influences 
of intonation and syllable structure on 
accentuation and final lengthening in a 
corpus of articulatory data. While 
consistent kinematic patterning across 
speakers was not observed for intonation 
differences, it is apparent that different 
articulatory manoeuvres are employed to 
bring about accent-related duration change 
in open and closed syllables. 

1. INTRODUCTION 

Many studies of the acoustic correlates of 
accentuation in French have examined this 
phenomenon in syllables at the edge of 
major prosodic phrases or sentences (e. g. 
Delattre [l]; O’Shaughnessy [2]). More 
recent investigations ( e.g. Touati [3]) 
separate the two classes of accented 
syllable (accented final and accented non- 
final), and note that accent-related duration 
differences are somewhat reduced in the 
phrase-intemal context. 

In a recent paper (Fletcher and Bateson 
[4]). we propose that accentuation and 
phrase—final lengthenin g are associated with 
different underlying articulatory 
manoeuvres. As suggested by Edwards et 
al. [5] for English, final lengthening in 
French involves a specific lengthening at 
the phrase-edge. Accentuation, by contrast 
rs a change in linguistic prominence and 
not essentially a duration contrast. The two 
linguistic phenomena should not be 
confused in experimental designs. 
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In the current study, we re—examine the 
phrase-internal accented/unaccented 
contrast in a corpus of articulatory data, 
based on natural as opposed to reiterant 
speech. An extra ”level" of accent is also 
examined by comparing pretonic accented 
syllables with tonic accented syllables 
(syllables associated with a melodic peak). 
We also look at the influence of tone and 
syllable structure on the articulatory timing 
of phrase—final syllables. In an early 
acoustic timing study of accent in French, 
Benguerel [6] claims that accentual 
lengthening is greater when intonation is 
falling rather than rising. He also claims 
that the lengthening effect is strongest in 
open as opposed to closed syllables. It is of 
interest to see how these effects manifest 
themselves in the underlying articulation of 
syllables. 

2. METHOD 

Two speakers of French produced ten 
repetitions of the sentences shown in Table 
I at two self—selected tempi, conversational 
normal and fast. The sentences were 
devised in such a way that the test tokens 
(indicated in uppercase) represent different 
prosodic categories. Set A places the 
tokens (chosen to contrast Open and closed 
syllables) in unaccented (PAPA) pretonic, 
accented (PAPE), and tonic accented 
contexts. Set B places the tokens in 
sentence-final declarative and 
sentence-final interrogative contexts. In all 
instances, the token in the sentence B (i) 
was recited with a low, slightly falling 
tone. 

Table !. Carrier sentences containing 
the test tokens (in upper case) 

Set A 
(i) Le PAPE a patté Mine. 

Le PAPA pattait Mine. 
(ii) Le PAPE Aballe pattait Mine. 

Le PAPA Bahl pattait Miné. 
Set B - 
(i) Mine lechait le PAPE. 

Mine lechait le PAPA. 
(ii) Miné lechait le PAPE? 

Miné lechail le PAPA? 

The token in sentence B (ii) was 
recited with a rising tone, commonly 
associated with a yes/no question. 

Vertical movements of the lower lip, upper 
lip and jaw were recorded using the 
modified SELSPOT opto—electronic 
articulator tracking device at Haskins 
Laboratories. The digitized and low- 
pass-filtered position signals were corrected 
for any head movement and were 
numerically differentiated to produce 
instantaneous velocity. Vertical position of 
the lower lip was subtracted from that of 
the upper lip to obtain lip aperture. Peaks 
in the movement trace (Fig. 1) correspond 
to points of maximum closure associated 
with the production of the bilabial 
consonant and valleys correspond to 
maximum opening associated with the 
production of the low back vowcl. 

Va: : 
E VELOCITY 

(mmleecl I 
a 
I 

? OPENING CLOSING? 
CLOSED . ' , _ . POSITION 

“ \ \ / \  (m) 
OPEN : ..= 

! : ' AUDIO 
' 100m ' ' 

Figure l 
Kinematic Measures 
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Measurements of gesture duration, 
displacement, and associated peak velocity 
using automatic peak picking were noted 
for opening gestures in the case of lpa/ 
syllables, and for both opening and closing 
gestures for lpap/ syllables. The time 
course of gesture velocity was also 
examined. We are calling the time period 
from the onset of the gesture (defined as 
the last point of zero velocity before the 
opening or closing gesture) to the time 
were peak velocity is registered in the 
gesture, the acceleration phase, and the 
time period from the peak moment to the 
offset of the gesture, the deceleration 
phase, in accordance with earlier work by 
Nelson [7] among others. 

3. RESULTS 

The results of the kinematic analysis are 
presented in Tables II and III. All results of 
within group comparisons (Kirk [8]) cited 
in the following paragraphs, are significant 
at p<0.01. For subject AS, tonic accented 
lpa/ syllables have significantly longer 
opening gestures and bigger lip apertures 
than unaccented {paf syllables (F’s 61.5, 
15.19), with no significant differences in 
peak velocity. Both acceleration and 
deceleration duration are longer in the 
opening gestures of accented compared to 
unaccented syllables(F’s 48.25, 11.13). By 
contrast, speaker BA, shows no overall 
duration contrast, but unaccented [pal 
Opening gestures are significantly bigger 
and faster than tonic accented gestures (F’s 
8.78, 28.69). 

For the tonic/pretonic contrast in [pap] 
syllables, there are no significant duration 
differences in opening gestures for either 
speaker. Conversely, closing gestures in 
tonic accented syllables are consistently 
longer than pretonic gestures (AS:F, 10.59; 
BA:F, 9.44). This difference is localised to 
the deceleration portion of gestures for 
both speakers (AS:F 6.58; BAzF, 5.44). 
Tonic syllables also have bigger opening 



and closing lip apertures in BA's data (F’s 
l4.44,l6.79) coupled with higher peak 
velocities (F’s 13.71, 7.96). AS shows no 
significant lip apermrc differences, but 
peak velocities are lower in closing 
gestunes of tonic syllables (F 3.63). 

TABLE II - Mean and standard deviation values (in 
parentheses) of opening gesture duration (ms), lip aperture 
(mm), peak velocity (mmls). acceleration and deceleration 
du'ations (ms) in Ipal syllables (token — PAPA). 

Unaec. Tonic Final(LOW) Final(RlS) 

D. AS 101(3) 16901) 168(6) 182(14) 
BA 73(5) 72(2) 131…) 135(12) 

LA. AS 7.62(.69) 9.902) 9.206) 10.05(.7) 
BA 5.41(.sa) 8.31(.83) 9.003) 12.04(1.5) 

Vp. A3 14903) 15206) 125(25) 114(20) 
BA 169(30) 134((24) 119(21) 153(35) 

Acc. AS 6303) 103(8) 84(11) 8004) 
BA 43(6) 42(4) 75(9) 72(7) 

Decal. AS 39(6) smc) 34(15) 103…) 
BA 30(2) 30(4) 55(6) 6400) 

Table Ill - Mean and standard deviation values (in 
parentheses) of opening and dosing gesture durations (ms). 
lip aperture (mm). peak velocities (mm/s). acceleration and 
gîcglerafion durations (ms) in lpap/ syllables (token «- 

E) 

Opening gesture 
Pretonic Tonic Final(LOW) Final(RlS) 

D. AS 121(8) 13603) 127(9) 107(4) 
BA 69(4) 76(5) 93(4) 114(5) 

LA. AS ce(s) 9.9(.s) 9.6(.7) 3.7m 
BA 7.809) 10.3(.9) 100.2) 110.1) 

Vp. AS 155(22) 14803) 161(8) 15103) 
BA 173(26) 22500) 18709) 16607) 

Accel. AS 62(9) 6904) 69(8) 54(4) 
BA 39(3) 43(5) 60(7) 68(3) 

Decal. AS 59(7) 67(5) 58(7) 59(2) 
BA 300.5) 33(4) 32(3) 460.2) 

Closing gesture 
D. AS 136(8) 16301) 15602) 18000) 

BA 63(4) 71(3) 97(4) 108(3) 
L_A_._ AS 11.905) 11(.B) 10.5(.9) 9.8(.6) 

BA 7.5(.8) 10.4(.8) 11.4(1.3) 11.8(12) 
Vp. AS 183(25) 16103) 17206) 13202) 

BA 21107) 267(29) 265(35) 225(35) 
Accel. AS 53(5) 59(3) 54(3) 64(3.5) 

BA 26(3) 29(2) 33(3) 46(4) 
Decal. AS 35(8) 10501) 10303) 11602) 

BA 37(2) 43(3) 64(3) 61(2) 

Only speaker BA shows significant 
kinematic differences according to tone. In 
Ipapl syllables, opening and closing 
gestures are longer when tone is rising (F’s 
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59.36, 17.37) than when tone is low. This 
duration difference is reflected in both the 
acceleration and deceleration portions of 
opening gestures of [pap/ syllables (F’s 
6.28, 35.99) and the acceleration portion of 
Ipap/ closing gestures (F,47.99). There are 
no tone-related lip aperture differences or 
significant peak velocity differences in 
lpap/ opening gestures, although closing 
gestures are slower when tone is rising 
(F3 .99). No significant duration differences 
are observed in lpa/ gestures although lip 
aperture is bigger and peak velocities 
higher in syllables with rising tone (F’s 
8.88, 4.17). 

4. DISCUSSION AND SUMMARY 

Clearly, more data are needed to 
supplement this initial analysis, especially 
in view of the degree of inter-speaker 
variability. Some generalizations can be 
made, however. As in our earlier study, 
these data suggest that more than one type 
of articulatory manoeuvre underlies these 
prosodic contrasts. Conventional accent or 
stress effects —longer, bigger gestures - are 
evident in Ipa/ syllables for speaker AS, 
and /pap/ syllables for BA. It can also be 
argued that the observed bigger apertures 
in word initial [pal syllables for AS are 
also an accent effect, given the increased 
predominance of word initial accent in 
spoken French. Speaker BA consistently 
accented the first syllable of "Papa" in 
sentences A (i) and (ii). 

The localisation of the duration contrast to 
the tailend of closing lpap/ gestures 
suggests that pretonic closing gestures may 
be cut short by the Opening gesture 
associated with the upcoming syllable in 
the sequence. In other words, gestural 
sliding, resulting in truncation of closing 
gestures may explain shorter gesture 
durations in pretonic syllables (Saltzman 
and Munhall[9]). In addition, changes in 
underlying amplitude of both Opening and 
closing gestures may determine observed 

kinematic patterning in BA’s tonic 
accented productions and AS’ Ipa/ data. 

In AS’ /pap/ data, on the other hand, the 
lack of a lip aperture difference, coupled 
with slower peak velocities suggest 
alteration of another underlying control 
variable - i.e. gesture stiffness, or force 
(Saltzman and Munhall [9], Edwards et al. 
[S]) without a change in underlying gesture 
amplitude. This latter pattern does not 
suggest a typical stress or prominence 
contrast for this syllable. It is more like the 
pattern for final lengthening noted by 
Edwards et al. for English. 

While results for the tone contrast are not 
consistent across speakers, they suggest 
that syllables associated with rising tone 
are as long or longer than syllables 
associated with falling tone, contrary to 
Bengucrel’s claims. Duration effects are 
clearest in closed as opposed to open 
syllables. The lack of lip aperture 
differences and slower peak velocities in 
rising tone [pap] syllables again suggest a 
similar articulatory manoeuvre to that noted 
for final lengthening in English by 
Edwards et al. By contrast, the bigger lip 
apertures and higher velocities in rising 
tone Ipa/ syllables without an 
accompanying duration difference suggest 
an articulatory manoeuvre not unlike that 
attributed to a stress contrast. ' 
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ABSTRACT 
In this contribution, we study the articu- 
latory realization of three French vo— 
welsli,e,a] placedattheendandinthe 
middle of rythmical groups. We use X- 
Ray films for one speaker and we 
choose 14 parameters. The results show 
thatitismoredifficulttofindacentral 
image when a parameter is stable. Our 
second intention is to establish a hierar— 
chization of parameters based on the 
part they play to help finding the central 
image. 

LBUT ET METHODE 

Notre étude porte sur la réalisation articu- 
latoire des voyelles [i, e, a ] du français 
sitées en fin dc groupe rythmique ainsi 
qu'en milieu,en position interconsonanti— 
que (1 locuteur, grandeur réelle des me— 
sures ). Notre méthode d'analyse se fonde 
sur l'exploitation de films radiologiques 
avec synchronisation image/son (50 
images par seconde ) mm. Nous rete- 
nons 14 paramètres (fig. 1) : 
l et 2 : projection de la lèvre supérieure 
et inférieure. 
3 : 6cartcmcnt labial. 
4 : angle des maxillaires. 
5,6,7,8,9 : hauteur de la langue. 
10 : racine de la langue. 
11 : hauteur maximale du voile du palais. 
12 : os hyoïde (mouvement vertical et ho- 
rizontal). 
13 : base du larynx. * 
14 : épiglotte (mouvement horizontal ). 
Nous relevons le début et la fin acousrii 
que de chaque voyelle ainsi que la der- 
nière image de la consonne qui la précède 
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et la première de celle qui la suit (posi- 
tion interconsonantique ) 
Dans notre corpus, nous relevons en fin 
de groupe rythmique : 17 ['i] . 6 ['e], 14 
[‘a] - en milieu de groupe rythmique : 7 
[i], l [e], 10 [a]. Les voyelles sont précé- 
dées des consonnes suivantes : [p, b , I, 3. 
s, I:, g]. Il nous faudra tenir compte du 
contexte qui suit. Dans un premier temps 
nous nous sommes intéressée au compor- 
tement général de chacun des paramètres 
et nous avons chaque fois fait référence à 
une période de stabilité qui les caractérise 
[3] [4]. Nous avons relevé les mesures de 
la durée totale de la voyelle. L 'analyse 
du comportement détermine les para- 
mètres qui servent d'indices pour degager 
l'image centrale. 

2. ANALYSE 
Illustrons ceci par un exemple : Phrase 

19 [sibota'pi]. Il s'agit du [il en position 
interconsonantique (fig.2). Nous choisis- 
sons l'image qui subit le moins l'influence 
du contexte, progressive et régressive. 
Etudions chaque paramètre : 
Les lèvres : dans les deux cas, nous rele— 
vons une période de stabilité de trois 
images (14 MG ). Nous savons que pour 
[s] les lèvres demeurent étirées comme 
pour [i]. En revanche, sous l'influence de 
la syllabe suivante [bo], la projection la- 
bialc s' intensifie. ' _ 

Par. 3 : courte période de stabilité où l'é- 
cartement labial est maximal & 11,5 mm 
(images 14 et 15). Sous l'influence de la 
consonne bilabiale suivante, les lèvres 
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Fig. ‘l 

Profil radiologique du 
w h i t  vocal' . 
Paramètres mesurés. 

vont très vite se refermer. 

Par 4 : Nous notons une tres faible varia— 
tion de l’angle des maxillaires. Le mouve- 
ment général correspond à une ouverture 
de l'angle en raison du contexte qui suit. 
Nous retenons la période de stabilité qui 
se situe au centre de la durée de la 

Fi(21.2 (s I boto'pll 
Images 14 15 16 
Param. 

l 67 67 67 
2 66 M 66 
3 11,5 “,5 6 
4 1 2,5 1,5 
5 43 «€ 45 
6 48 68 
7 48 68 48 
8 43 a: 44 
9 35 35 36 
10 30 28 28 
l l  68 68 ° 68 

\
!

 

voyelle à 1,5 mm (images 15 et 16 ). 
Par 5.6.7 : Ces paramètres correspondent 
à la partie antérieure et centrale de la lan- 
gue. Nous constatons que celle-ci s'élève 
dans les trois cas et nous retenons la pé— 
riode de stabilité où la hauteur de langue 
est maximale : Par 5 :45 mm (images 15 

ct 1 6 ) : P a r 6 e t 7  :48 
mm (images 15 a 17 ). 

17 13 Par8et9:Cespara- 
mètres correspondent à 

68 69 la partie postérieure de 
67 68 la langue.Celle —-ci subit 

très tôt 1‘ influence de la 
- 1 0 voyelle postérieure [o]. 

2 En effet la langue va 
39 très r a p i d m n t  s'éle— 

43 ver. Nous optons pour 
43 45 ' la période où sa hau- 
48 47 teur est la plus basse : 
45 46 Par8:43mm;Par9: 

35 mm (images 14 et 
33 41 15 ) Les périodes choi- 
30 31 sies se placent au tout 
68 68 début de la voyelle. 

12 (13;36') (is,—36°) (3:55) (13:34) (1333') Par-10 : Nous savons 
13 9‘ 8’ 8' 
14 35 33 33 

que pour [i] , la racine 
de la langue s'éloigne 
de la paroi pbaryngale.‘ 

8' 9‘ 
33 34 

2 3  



Nous choisissons les mesures qui rendent 
compte de ce comportement à 35 mm 
(images 14 et 15 ). Puis nous relevons 
que la racine de la langue se rapproche 
progressivement de la paroi pharygale 
sous l' influence du contxte de la voyelle 
vélaire [0]. 

Par 11 : Le voile du palais demeure quant 
à lui parfaitement stable pendant la durée 
totale de la voyelle à 68 mm. 
Par 12 : Dans cet exemple, l'os hyoïde est 
uniquement mobile sur le plan vertical. 
Nous choisissons le moment où il se sta— 
bilise sur ce plan. Cette période corres- 
pond aux deux images 14 et 15 à 36 mm. 
Par 13 : Les mesures de la base du la— 
rynx ne varient que d'l nun. Notrc choix 
se porte sur la période de stabilité cen- 
trale à 8 mm (images 15 à 17 ). 
Par 14 : L'épiglotte suit le mouvement de 
la racine de la langue. De ce fait nous sé— 
lectionnons les images dont les mesures 
correspondent au moment où elle se situe 
le plus loin de la paroi pharygale à 33 
mm(images 15 à 17 ). 

3. DISCUSSION 
3.1 Paramètres - indices 

Une image se dégage nettement : l'image 
15. Elle apparaît comme le point com- 
mun de toutes les périodes de stabilité rc- ' 
levées. Par ailleurs, c'est à cette image 
que la voyelle subit le moins les in— 
fluences voisines. Il s'agit notamment de 
la consonne bilabiale [b] en ce qui 
concerne l'écartement et la projection des 
lèvres, ainsi que la voyelle vélaire [o] - 

- pour la langue (principalement la partie 
postérieure ), l'angle des maxillaires et 
l'os hyoïde qui s'élève. 
Parallèlement certains paramètres nous ' 

12 ,13 ,14. Les autres, peu nombreux 
pour cet exemple, ne nous offrent pas 
d’information particulière en raison de 
leur trop grande stabilité : Par 6, 7, 
11.Nous ne pouvons établir de hiérarchi— 
sation type en ce qui concerne les 
voyelles en milieu de groupe rythmique 
par la trop grande influence du contexte. 
En revanche, en fin de groupe rythmique 
nous pouvons en établir une. Le classe— 
ment se présente comme suit : 
- os hyoïde : période de stabilité très 
courte pour le mouvement à la fois hori— 
zontal et vertical. 

- partie antérieure et centrale de la lan- 
gue: Par 5 ,6 ,? (hauteur maximale). 
- racine de la langue : rapprochement où 
éloignement maximal. 
Quant aux autres paramètres ils ne dé— 
tiennent pas autant d'information de par 
leur grande stabilité (partie postérieure de 
la langue : Par 8 ,9 ; voile du palais; épi- 
glotte) ou mobilité : base du larynx. 
3.2 Place de l'image centrale 
3.2.1 Voyelles en milieu de groupe 
rythmique. 

En nous référant à l'exemple ci—dessus, 
nous constatons que l'image centrale se 
situe en début de voyelle. Cet exemple 
constitue une exception comparativement 
aux autres exemples étudiés. En effet, l'i- 
mage centrale correspond au milieu de la 

' durée des voyelles [i, e, a] confondues. 
la durée varie de 10cs à 16cs pour [i] et 
[a] et de 1c pour [e]. En ce qui 

' concerne durée et place de l‘image cen- 
trale, nous ne retenons pas de différence 

. notoire entre [i] et [a]. 

- 3.2.2 Yoyelles en fin de groupe rythmi- 

ont aidée à déterminer l'image centrale. " " 
Ils se caractérisent par une période de sta— . -- 
bilité courte : Par. 1, 2, 3, 4, s ,8, 9, 10, 

' que. 

La durée totale varie de 16cs à 22cs pour 
['i]; 180s a 22cs pour ['e]; 20cs à 26cs 
pour [a]. La durée s'allonge des voyelles 
fermées ['i] et [e] à la voyelle ouverte 

Fig. 3 

'_ ' ' ['i] [33] - ' - ['a] 
, Durée moyenne 9 irnage_3_Q8cs) 10 imagïŒOcs) 11 images (22cs) 

_Ima ecentrale ‘ 6ème -- ' 6ème ou 7ème -' 8ème 
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[‘a]. L'influence de certaines consonnes 
précédant les voyelles joue un rôle im- 
portant quant à leur durée. Par exemple, 
[3] et [ s] réduisent la durée totale de ['i] à 
16cs. 
Comme nous le constatons dans ce ta- 
bleau (fig.3), l'image centrale se situe 
après le milieu de la durée de la voyelle. 
Il est évident que plus la voyelle s'allonge 
plus l'image centrale se décale vers la fin 
de la voyelle. 
Enfin, la comparaison entre voyelles en 
fin et en milieu de groupe rythmique met 
en_évidence une diminution de 33,33 % 
pour [i] par rapport à ['i]; de 40 % de [e] 
par rapport ['e]; de 45 % de [a] par rap- 
Port à [' a] 

4. CONCLUSION 
L'étude des voyelles [i, e, a] nous a per- 
mis de montrer que l'image centrale se si- 
tue un centre du milieu de la durée pour 
les voyelles en position interconsonanti— 
que et après pour les voyelles en fin de 
groupe rythmique. 
Une hiérarchisation des paramètres-in- 
dices est uniquement possible pour les 
voyelles en fin de groupe rythmique. 
Courte stabilité et mobilité constituent les 
deux critères essentiels qui mettent en 
évidence l'image centrale. Nous avons 
souligné l'importance de la partie anté- 
rieure de la langue et de la racine, mais 
surtout celle de l'os hyoïde. Celui-ci ne- 
joue pourtant pas de rôle primordial dans 
la réalisation ar'ticulatoire des voyelles. 
Enfin, notre essai de méthode nous per—- 
met de connaître le moment précis ou le 
contexte exerce son influence. L'analyse 
séparée des paramètres nous indique s'ils 
réagissent de manière identique ou diffé— 
rente; avec rapidité ou retard. La variabi- 
lité intrinsèque de chacun d'eux ne pourra 
que confirmer les tendances. 
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ABSTRACT 
The aim of this work is to evaluate in 
the light of cineradiography, the articu- 
latory behavior of stop consonants used 
in case of French speech production. 
Presented in this study is an examina- 
tion across rate conditions. This paper 
describes particularly the unvoiced stop 
consonants [p, t, k], unstressed. at the 
intervocalic position with identical en— 
vironment. with the single and succes- 

~ sive double consonant at two different 
rates. lt results through these first mea- 
sures of our-study, fast rate implies a 
few reduction of the articulatory ges— 
tures and some compensatory interarti— 
culator gestures. 

LBUT ET METHODE 
1.1 Présentation 
Ce travail fait partie d'une étude plus gé- 
nérale portant sur la réalisation articula- 
toire des consonnes occlusives sourdes et 
sonores, en position inaccentuée et a 
deux vitesses différentes de débit. sur la 
chaine parlée du français. Notre méthode 
d'analyse. la cinéradiographie. est fondée 
au l'utilisation de documents expérimen— 
taux associant les aspects articulatoires et 
acoustiques synchonisés (50 images [ s., 
2 locuteurs français, corpus identique en— 
registré a 2 débits). Ne seront traitées ici 
que les consonnes occlusives sourdes 
[p,tJt] à l'intervocalique (entourage iden- 
tique) avec la consonne simple et double 
successive, pour '1 locuteur. grandeur ré- 
elle des mesures. Nous nous intéressons a 
la notion de débit comme variable articu- 
latoire. Notre but à plus long tenue est 
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d'établir un classement des articulateurs 
en fonction de leur résistance à la varia— 
tion du débit, et d'étudier la direction des 
faits de changement de débits en rapport 
avec les différents paramètres articula— 
toires. Les résultats pourraient contribuer 
à établir une stratégie des articulateurs en 
rapport avec le débit. S'il existe déjà de 
nombreux travaux sur l'articulatoire à un 
seul débit [l,2,lO,12,16], le débit a dans 
la majorité des cas, intéressé des travaux 
à visée non articulatoire. Pour Miller [8], 
par la variation du débit, le nombre et la 
durée des pauses ainsi que la durée d'arti- 
culation sont modifiés. L'oreille com- 
pense certains phénomènes réductifs. 
Avec [9] elle a montré que les variations 
de la durée des pauses sont plus mar- 
quantes que celles de la vitesse d'articula- 
tion. Pour Malécot et coll. [7] il existe 
une corrélation positive entre longueur 

_ d'énoncé et débit Syllabique (plus l'énon- 
cé est long et plus le débit est élevé, et in- 
versement). Pour Vaissière [13] il existe- 
rait une normalisation temporelle percep- 
tive prenant en compte le débit de parole. 
Réduction et assimilation sont deux phé- 
nomènes observés sur le segment affecté 
d'un changement de débit. Mais au ni- 

. veau suprasegmental, cela concerne es— 
sentiellement la représentation acoustique 
des mots. Wood [15] a remarqué une re- 
lative constance dans la durée syllabique 
malgré un changement de débit. Pour 
Shockey [ll] il y aurait un lien causal 

- entre débit et réduction phonologique. 
* Gay et coll. (3,4,5] a montré avec la mé- 

thode B.M.G. qu'une augmentation de dé- 
bit entrai‘nait celle d'une activité muscu— 
laire. Avec la cinéradiographie il a mon— 
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tré un changement de cible sous l'effet 
d'une réduction. Gay [6] a étudié l'effet 
du débit sur la réalisation des cibles 
acoustiques des voyelles et la rapidité de 
mouvement pour les atteindre. 

1.2 Corpus. 
Phrases retenues et W M  : 
1. Il a pas mal. [ilapa'mal] 
2. Les attabler. [lezata'ble] 
3. Très acariâtre. [mamka‘njata] 
4. Il zappe pas mal. [ilzgppa'mal] 
5. La chatte tachetée. [laj'amJ'te] 
6. Trois sacs carrés. [raw asakkaîne] 

1.3 Paramètres. 
Nous avons relevé 14 paramètres (fig. 1) 
l et 2 : projection des lèvres supérieure et 
inférieure. 
3 : écartement labial. 
4 : angle des maxillaires. 
5,6,7,8,9 et 10 : langue. 
11 : voile du palais (hauteur maximale, 
hauteur et écartement de la paroi pharyn- 

. gale du creux dans la partie postérieure et 
inférieure du voile, distance d'occlusion 
avec la paroi pharyngale). 
12 : os hyoïde (mouvement horizontal et 
vertical ). 

' _ fig. 1 :'profil radiologique du conduit vocal. paramètres a.….. ' 
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13 : base du larynx. 
14 : épiglotte (mouvement horizontal et 
vertical ). 
Nous avons également relevé la distance 

d'occlusion de la langue ou les lèvres cor- 
respondant au lieu d'articulation des ce— 
clusives. 

2. DUREES ET DEBITS. 
2.1 Modalités d'enregistrement. 
Il s'agit de phrases courtes chargées de 
sens en parole lue à deux débits diffé- 
rents: le lento et l'allegro. Chaque débit 
présente une régularité rythmique. La vi- 
tesse d'émission est le critère de variation 
d'un débit à l'autre. Nous entendons par 
lento unc parole soutenue dans un style 
soigné, réalisé dans des conditions de loc- 
ture pour nous permettre d'obtenir des ré- 
sultats comparables. L'allegro se différen- 
cie du lento par des caractéristiques ap- 
pliquées souvent a la parole spontanée, 
c'est—à—dire la parole habituellement non 
lue et sans intention spéciale, si ce n'est 
une rapidité d'émission qui n'entrave pas 
pour autant la compréhension du mes— 
sage. Nous nous pemtettons cet abus de 
langage en appelant allegro un rythme de 
parole lue, si abus il y a [14]. - 

ll 

\ 



2.2 Comportement temporel. 
Les pluases du corpus (1.2) voient leur 
durée réduire entre le lento ct l'allegro en 
moyenne de 30%. La durée des conson- 
nes étudiées réduit en moyenne de 27% 
sauf pour l'extrabuccale double succes- 
sive (ph. 4) pour laquelle la réduction 
temporelle est de 52,5%. En général la 
durée des consonnes simples réduit 
moins que celle des doubles successives 
(respectivement 23% et 33%). Cest pour 
[p] aussi bien en simple qu'en double que 
la durée diminue le plus. [t] et [k] ont une 
réduction identique en simple. mais elle 
est plus importante pour [k] en double. 

3. ANALYSE DES MESURES. . 
La perturbation de débit provoque un cer- 
tain nombre de modifications articula- 
toires : . 
Par. 1 et 2 : les lèvres sont moins proje— 
tées en allegro avec une position géné- 
rale plus arrière de 3 mm pour la conson- 
ne double successive en allegro. 
Par. 3 : la durée d'occlusion de l‘extrabuc— 
cale est réduite en allegro (de 20cs àlOcs 
pour [pp]). La distance d'occlusion est su- 
périeure en allegro (de 2mm). L'écarte— 
ment bilabial est plus marqué en lento 
pour la vélaire. 
Par. 4 : L'écartement du maxillaire est in- 
férieur en allegro ([p] de 3mm. [pp] de 
4mm, [k] ct [kk] de 2mm). 
Par. 5 : La distance d'occlusion pour l'al- 
véodentale est supérieure en allegro (de 
2mm). . ' 
Par. 6 : partie de la langue plus élevée en 
lento (2mm). 
Par. 7 : partie de la langue plus élevée en 
lento, surtout pour la vélaire (2mm) et 
l'alvéodentale (4mm). 
Par. 8 : l'occlusion est retardée de 2cs en 
allegro pour la vélaire. Pour [kk] la durée 
d'occlusion est supérieure de 3cs en lento. 
Par. 9 : partie de la langue plus élevée en ' 
allegro (2 à 3m). 
Pour les paramètres 6 a 9, la langue est 
plus élevée pour la consonne double. en 
moyenne de 5mm dans les 2 débits. 
Par. 10 : le mouvement de la racine est ' 
réduit en allegro et décalé vers la paroi 
pharyngale pour [t] et [tt] de 2 et 5mm. - 
Les mesures sont décalées vers l'avant en 
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allegro de lmrn. 
Par. 11 : le sommet du voile est plus éle- 
vé en lento (sauf [t]) de 3… pour [tt, pp] 
La distance d'occlusion est supérieure en 
allegro (sauf [p]) de 4mm pour [t], 7… 
pour [tt], 6… pour [k] et Smut-pour 
[kk]. Nous observons un creux dans la 
partie inférieure et postérieure du voile 
pour [p] et [k]. La hauteur du creux est 
supérieure en allegro de 3 et 4… respec- 
tivement pour [p] et [k]. L'écartement 
pharyngal est supérieur en lento de 7mm 
pour [k]. Nous n‘observons pas de creux 
pour [t] ; cependant nous remarquons un 
rapprochement du voile avec la paroi de 
2… en allegio. 
Par. 12 : l'os hyoïde est plus reculé en al— 
legro pour les consonnes doubles succes- 
sives de 2 à 3mm. Il est en moyenne plus 
bas en allegro de 2… (sauf lol). 
Par. 13:1abasedularynxsubitunabais- 
sement en moyenne de 2mm, sauf pour 
les consonnes doubles en lento de 4mm. 
Ce mouvement est décalé vers le bas 
pour [t] de 5mm en lento et 2… en alle- 
gro. 
Par. 14 : l'épiglotte recule vers la paroi en 
moyenne de 6mm (3mm pour [k]) et se 
rapproche de la racine pour [k]. Nous 
observons un décalage des mesures en al— 
legro vers la paroi pour [t] et vers la ra- 
cine pour [k]. 

. Commentaire : le débit est abordé ici 
comme variable articulatoire. Des difi'é— 
rences de comportement des articulateurs 
peuvent être avancées à partir des varia— 

‘ tions des paramètres. Ainsi nous obser- 
äggs avec la perturbation apportée parle 

l t :  
- Une réduction de l'amplitude du mouve- 
ment des articulateurs : par.l,2 et 3 lèvres 
moins avancées avec un écartrrnent 
moins marqué ; par. 4 écartement du ma- 
xillaire réduit ; par. 6.7.8 et 10 langue 
moins élevée et mouvement de la racine 
réduit ; par. 11 sommet du voile moins 
élevé et distance d'occlusion avec la paroi 
pharyngale supérieure. Quand la partie 
postérieure du voile présente un creux 
son écartement avec la paroi est réduit en 
allegio. - 
- Un décalage du mouvement des articu- 
lateurs dans l'espace : par. 10 et 14 mon-- 
vements de la racine et de l'épiglotte dé- 

_
.

.
_

_
.

_
.

_
 

_
_

_
—

_
_

_
_

.
-

.
.

.
_

_
_

_
_

—
_

—
-

.
—

—
—

_
.

_
.

_
_

_
—

_
_

_
_

—
_

_
_

—
-

—
_

_
.

.
_

_
_

_
.

.
_

.
_

_
.

.
_

_
_

_
.

_
_

_
_

.
_

_
_

_
_

_
.

_
_

_
_

_
_

_
_

_
_

_
_

.
 

—
—

I
-

—
—

_
.

_
.

—
.

—
_

.
.

_
.

_
_

.
—

.
_

p
.

—
 

_
_

.
—

_
.

—
.

_
.

_
_

—
.

—
—

-
‘

—
 

calés vers la paroi ou vers l'avant ; par. 
11 le creux du voile est situé plus haut en 
allegro. sinon le voile se rapproche de la 
paroi ; par. 12 l'os hyoïde a tendance à 
être à la fois plus bas et plus reculé. 

4. CONCLUSION. 

La chaine parlée observée à travers une 
perturbation de débit montre au—delà 
d‘une réduction de la durée. une modifi- 
cation du schéma dynamique des articu- 
lateurs. Notre recherche nous permet de 
déterminer certaines résistances des arti- 
culateurs à la variation de débit, et de 
mettre en évidence une stratégie des arti- 
culateurs en rapport avec le débit. Nous 
avons observé un phénomène de réduc— 
tion articulatoire touchant plus ou moins 
certains articulateurs, et provoquant un 
phénomène de compensation interarticu- 
lateurs. 
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PHONOLOGICAL ORGANIZATION IN.BILINGUALS: 
EVIDENCE FROM SPEECH ERROR DATA 
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ABSTRACT. 
_ Effects of bilingualism on 

phonological organization were 
examined_by comparative analysis 
of over 1,500 e l ic i ted speech 
errors 1n late French/English 
bilinguals, 10 native speakers of 
each language. In comparison with 
(10) monolingual controls in 
French and English, some error 
categories were consistent with 
existing data, while significant 
differences in other’ categories 
previously considered “universal“ 
were observed in  a l l  bilinguals. 

1. INTRODUCTION 
One aspect of bilingual 

speech which . has not been 
.investigated i s  the phonological 

organization of speech production. 
Speech errors - are considered 
evidence of events at this level 
of phonological organization: 
speech error behavior has been 
taken into consideration in most 
current models of speech 
production (Fowler, 1987). Nearly 
a . century of analysis of 
Spontaneous, and more recently, 
el icited, speech errors in  German, 
English, and Dutch have revealed 
r e g u l a r i t i e s  i n  c e r t a i n  
characteristics of speech error 
behavior (reviewed in: Cutler, 
1982). Speech errors of aphasics 
have also demonstrated the same, 
consistent pattern (Blumstein 
1990). 

' Speech 'error behavior. in 
bilinguals has not been investi- 
gated. As significant differences 
between the first and second 
languages of late bilinguals have 

been observed in  many aspects of 
speech behavior, i t  was hypothe— 
sized that speech error analysis 
could reveal differences in the 
phonological organization of 
speech production between the 
first and second languages of late 
bilinguals. The prediction was 
that speech errors of bilinguals 
would not indicate independent 
behavior of segments unique to the 
second language, and that no error 
would violate the phonotactic 
constraints of the f i rst  language. 

In i t ia l  results indicated 
signif icant differences between 
bilinguals in both languages and 
monolingual speakers of their 
first languages, as wel l  as 
differences between the . two 
monolingual groups. These dif- 
ferences were fu l ly  examined, for 
they included “violations“ of 

‘ c h a r a c t e r i s t i c s '  p r e v i o u s l y  
considered universal i n  speech 
error behavior. 
2.  PROCEDURE 

A‘ speech—error ' elicitation 
task, modelled on one created by 
Shattuck-Hufnagel (1987), was 
designed to e l ic i t  speech errors 
from monolingual and bilingual 
speakers of French and English. 
2 .1  Subjects. 

Four subject groups were 
chosen: ( l )  10 monolingual French 
speakers: (2)  10 monolingual 
English speakers: 
speakers of French, late 
bilinguals in English; (4 )  10 
native speakers of English, late 
bilinguals in French. Late 
_bilinguals were_chosen because of 
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the evidence of significant. . 

(3 )  10 native. 
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differences observed between early 
and late bilinguals in second 
language competence, performance, 
and cortical behavior (Vaid 1987). 
A l l  bi l ingual subjects had l ived 
in a country in which the second 
language was spoken for periods of 
more than one year, and at the 
time of testing used both 
languages daily. A l l  rated 
themselves as fluent speakers of 
their second languages. 
2.  2 Method. 

Forty word sets comprised of 
two monosyllabic and two 
disyllabic words.were presented to 
subjects in each language. Al l  
words were consonant initial, and 
varied in syllable structure from 
cvc to cvcvc structure. 35 of the 
word sets had sound sequences 
which were possible in  - both 
languages, with segments which 
exist in both languages. Syllable 
structure was the same in  the two 
sets. Exemples: 
English: parade fad foot parole; 
French: parade ‘fad 'foot .parole. 
The remaining five word sets were 
different in the two languages. 
These did not al l  have the same 
syllable structure. A l l  sets 
included segments unique to each 
language in  word—onset position. 
Example: (Target segment: TH) 
English: s ix  mick mistle sticks. 

Subjects were presented with 
index cards on which the four-word 
sets were printed. Subjects were 
instructed to read each card three 
times, then to set the card down 
and repeat the four-word set from 
memory three more times, for a 
total of six repetitions. To avoid 
a memory confound, subjects were 
instructed to refer to the card i f  
necessary during the final three 
repetitions. _ 

Monolingual subjects were 
recorded in a single session. 
Bilingual-subjects were recorded 
in separate sessions for their two 

transcribed, and errors were 
classified in several ways. 
Counts were made of consonant, 
vowel, word order' and blend 
errors. These were further 
classified as either exchange, 
replacement, intrusion, or 
deletion errors. Position in word 
for all  errors was recorded. 

For interaction errors, the 
substitutions and exchanges, in 
which both the target segment and 
the uttered segment involved in an 
error occur in the word string, 
the direction of the error (either 
anticipatory or perseverator—y) and 
the relative position in word of 
the target and the uttered segment 
in the speech error were recorded. 
Stress was also noted, for both 
the target and uttered segments, 
as well as voicing and place of 
articulation. 

For intrusion errors, in which 
the uttered segment in  an error 
does not occur in the stimulus 
set, comparison was made between 
the target segment and the uttered 
segment for syllable structure, 
place of articulation, and rhyme. 
The number of segments replaced 
was recorded, and errors were 
examined for word formation. 
All errors, both interactions and 
intrusions, which resulted in word 
formation were compared to target 
words for rhyme and syllable 
structure. 

Data analysis included counts 
of al l  error types for each 
subject. For al l  groups, total 
counts, calucations of means and 
standard deviations were made for 
a l l  error' types. Between—group 
comparisons were tested by ANOVA 
and Chi Square analysis. 

' . 3 .  RESULTS. 

languages, at a minimum interval, 
of 'three weeks, because of "the 
s imi lar i ty  of the two stimulus 
sets. - 
2. 3 Data Analysis.- —. 

- A l l  s e s s i o n s ,  UBI’O. 

Four main trends were observed: 
1. Similarities between groups. _ 
2. Significant differences'between 
French and English monolinguals. 
3 . "  Effect of second language 
acquisition on error type, size 
and position, on both first and 
second languages of bilinguals. 

' . 4 .  Language—specific differences 
in_segment_repertoire. 

3.1} ' 



3.1. Similarities between groups. 
Several speech_ error 

categories were s imi lar  in  a l l  
groups, and consistent wi th 
ex ist ing data. For these error 
types, significant differences 
were not observed either between 
or  wi th in  subject groups. The 
categories for which th is occurred 
were: ( 1 )  the rat io of anticipa— 
tory to perseveratory errors; (2) 
posit ion effect -— the ra t io  of 
interaction o f  segments sharing 
word posi t ion to  those i n  d i f— 
erent word posi t ion ( i n i t i a l /  
ini t ial  to ini t ial /medial,  e tc . ) ;  
(3 )  stress ef fect  —— the ra t i o  of 
interacting segments bearing 
s im i l ia r  l ex i ca l  stress to  those 
bearing dif ferent lex ica l  stress; 
(4)  the percentages of  total 
errors for each group that were: 
a n t i c i p a t o r y ,  persevera tory ,  
exchange, replacement, and word 
order errors. 
3.2. Sign i f icant  differences in  
error patterns for French and 
English monolinguals. 

Unl ike monolingual English 
speakers, who have demonstrated a 
clear b ias towards word- in i t ia l  
position errors, monolingual 
French speakers made a large 
percentage of  their errors (up to 

_ 60%) in  word-final position. Two 
rules affect consonants i n  word— 
f inal  posi t ion i n  French: (1 )  
f inal consonant deletion; (2 )  for 
coronals on ly ,  var iabi l i ty  i n  
production —- word-final coronals 
are produced only i f  adjacent word 
i s  vowel - in i t ia l .  These phono- 
logical  propert ies of  word—final 
consonants in  French may influence 
this effect,  as word-final errors 
in  monolingual French speakers 
occur almost exc lus ive ly  on 
coronals. 
3 . 3 .  Effect of second language 
acquisition on error position, 
size and type in_both f i rst  and 
second languages of b i l inguals.  

Several characterist ics of 
errors produced by b i l inguals  in  
thei r  f i r s t  and second languages 
were s ign i f icant ly  dif ferent from 
those of the monolingual control 
groups. These differences 
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inèluded: error position, size and 
type. 
Ercgr pgsition. 

Bi l ingual  nat ive speakers of 
Engl ish produced up to 30% of 
their errors, in both French and 
Engl ish, i n  word—final position. 
These errors were not dominated by 
coronals i n  word—final posit ion. 
L ike the errors of bi l ingual 
Engl ish speakers, word-final 
errors of  French b i l ingua ls  were 
neither rest r ic ted to,  nor 
dominated by,  coronal consonants, 
in  either French or English. These 
results indicate either inter— 
act ive e f fec ts  between the f i r s t  
and second languages, or an effect 
of b i l ingual ism which creates an 
unrestricted bias toward word— 
f inal  er rors .  
Erroc un i t ,  

Whi le  errors of  monolingual 
speakers involved units which 
varied from 1 to 5 segments, 
almost a l l  errors by b i l inguals 
involved single segments only. 
The only errors of bi l inguals 
which involved uni ts greater than 
a s ing le  segment were "blend" 

, errors, a combination of  sy l lables 
from two words i n  the stimulus 
set ,  i n  the f i r s t  language. 
E££Q£_LXEËa 

a. Blend. Although “blend“ 
errors were made by almost a l l  
monolingual speakers, very few 
blends were made by b i l inguals ,  
and a l l  i n  their f i r s t  languages. 
No "blend" errors occured i n  the 
second language of b i l inguals.  A l l  
L2 errors were restricted to 
s ingle segments. 

b. Deletion. No deletions were 
made by monolingual speakers. 
Deletion errors were made on ly  by bi l inguals, only hi French, and 
only on word—final consonants. 

c .  Intrusion. 
Size.  Intrusion errors made by monolinguals ranged from 1—5 
segments in  s ize .  Bi l ingual 
intrusion errors were restricted 
to s ingle segments. 
Word Formation. 93% of  monolingual 
intrusion errors resulted i n  word 
formation. Words were formed by 
bi l ingual  intrusion errors only in 

L1 (the native language). 
Rhyme. 8 2 . 5 %  o f  Eng l i sh  
monolingual and 90% of French 
monolingual intrusion errors 
created rhymes_wi th  target words. 
Bi l ingual intrusion errors d id  not 
create words which rhymed w i th  the ' 
targets. , 
3.4. Language-Specific Differences 
in Segment Repertoire. 

No errors of any type were 
made by any bi l ingual speaker i n  
which a segment which was unique 
to  the second language occurred as 
a substitution for any other 
target. 
4. DISCUSSION. . 
Ihe fact that some categories of 
érrors occured with s imi la r  
frequency in al l  _ groups, 
corresponding to ex is t ing  data on 
speech error behavior, may 
indicate that these aspects of 
speech 'error behavior are more 
“language—universal“ than other 
categories. The differences, 
h o w e v e r ,  i n d i c a t e  t h a t  
“universals” must be tested in 
moré language populations, and 
speaker types (bil ingual and 
monolingual) before they can t ruly 
be c lass i f ied  as invariable. 
Nonolinguals. 

The difference i n  dominant 
error posit ion between French and 
English monolinguals i s  inter— 
preted as consistent wi th ex1sting 
data. Because of the.restr ict ion 
of word-final errors to coronal 
consonants. these errors may be 
considered word- ini t ia l ,  as word- 
f inal  coronals, when produced, re- 
sy l lab i fy  as onset consonants of 
adjacent vowel—ini t ia l  words. 
Bilinguals. 

The differences in speech 
error behavior between bi l ingual 
and monolingual speakers indicate 
that second language acquisition ' 
in French/English bilinguals 
affects the phonological organi— 
zation of speech production 
planning i n  both their  f i r s t  and 
second languages. The elements 
affected are: e r ro r  posi t ion, 
s ize ,  and type.The character is t ics 
of the word-final errors o f  both 
bi l ingual groups could be 

explained by interaction of  the 
two phonologies. The other 
changes, error s ize  and type, are 
more d i f f i cu l t  to expla in,  _and 
demand further investigation. 
Since the "mobility“ of a segment, 
i t s  occurence as a substitution 
for another segment in  pOSltlonS 
or words other than i t s  target 
posi t ion, i s  considered eVidence 
of “independent“ behavior, i t  
might be concluded that L2—only 
segments do not function 
independently. The need to 
process these segments may bring 
about a.more "ho l i s t i c “  processing 
of second language words i n  which 
they occur. There i s  abundant 
evidence of r ight hemisphere 
particpation i n  the proceSSing of 
second language speech of b i l in— 
guals, which may involve a more 
hol is t ic  functions (reviewed in ,  
Fabbro et a l .  1990) .  Further study 
of  other bi l ingual  populations i s  
indicated to further explore the 
“universal i ty”  issue, and the 
effects of b i l ingual ism. 
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COORDINATION DU GESTE ET DE LA PAROLE DANS LA PRODUCTION D'UN INSTRUMENT TRADITIONNEL 
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This ABSTRACT 
_ paper describes an early learned 

coordination between gesture and Spœch: 
during traditional whistle making, 
children costätcil utter rhymes. In the 

t case y, it appeared that speech adtobefi t tedintheframeofrel  
hand beats. gu ar 
!. INTRODUCTION 

L’objet ciblé par notre travail définit une recherche qui puisse observer opéranonnellement la coordination d’un 
geste de percussion avec cet autre geste 
audible qu’est la parole. 

L’une des phases de la fabrication 
traditionnelle des sifflets d’écorce, au 
printemps. met en jeu une telle 
coordination. C’est après avoir effectué 
plusieursopérauons préparatoires, que le sujet samt son couteau par la lame — entre 
le pouce et la phalangine de l’index, dans 
une prise par opposition pulpe-latérale [2] 
- pour battre en rythme un petit tronçon 
de frêne. Ce faisant, il scande en dialecte 
une formulette d’incantation à la sève (cf. Annexe). Cette étape a pour but de réum'r a détacher du bois le manchon d’écorce. 

_ Ce geste du bras produit, en l occurrence, une séquence de 
percusszons perpendiculaires lancées dtfi'uses [S]: nous l’appellerons “geste de 
vo ”, comme la volée du marteau. 

Décrire la coordiuation rythmique entre , l’émission de la formulette et la _roduçtion du battement, par enregistrement de l’image et du son, tel est le but premier de cette communication. 
z. CINEMATIQUE DU GESTE DE 
vous: " 

Le sujet (RM., âgé de 65 ans en mai 

3 4  

1988, lors de l’enregistrement, chez lui à 
Autrans, Isère) a été filmé en extérieurs, 
en Vidéo 8 mm (PAL), avec une caméra 
SONY CCD-V200. La posture de base 
utilisée, lors de l’effectuation du 
mouvement, est une position assise 
caurbée [8] (Fig. 1). Le rameau de frêne, 
reposant sur la cuisse, est tourné 
graduellement par la main gauche; seul le 
membre maniant le couteau se déplace, 
mettant en jeu deux segments corporels 
mobiles, la main et l’avant—bras. 

Nous avons analysé ce mouvement de 
la mam droite en vue latérale. Dans la 
présente description nous n’avons retenu 
?;Je 4 pomts significatifs (sur 7,  cf. Fig. 

(a) Articulation métac - halan 'enn de l’index; arpo P gl e 
(b) Intersection lame—doigt; 
(c) Intersection lame—virole du couteau; 
(d) Moelle du rameau de frêne. 

_Un poste de numérisation et de 
traitement d’images [4] nous a permis de mesurer différents paramètres krnésrologiques, nous donnant trajectoires 
äfÈuons temporelles, échantillonnées à 

Les paramètres retenus ici pour décrire les relations main-couteau et couteau- 
stfflet sont : l’angle phalange—lame et la distance virole-moëlle. Ces paramètres, édités en fonction du temps (Fig. 2), ont rendu possible le repérage de plusieurs relations de phasage: la distance diminue à 
mesure que la valeur de l’angle augmente; et elle_atteint son minimun àla première 
mflexron de variation angulairc, qui correspond à l’impact de la percussion (cf. zoom Fig. 2) 

Ainsi l’organisation temporelle du 
cycle de volée (d’une durée de 260 ms, en 
moyenne) peut déjà se lire, sur le seul 

.
4

 
-

-
4

4
4

 

signal de la variation angulaire, comme un 
geste en trois phases (Fig. 2): 
-lancé (depuis la flexion maximale jusqu’à 
l’inflexion de percussion); 
-percuté (depuis cette inflexion jusqu’à 
l’extension maximale); 
-relevé (depuis l’extension maximale 
jusqu’à la flexion maximale). 

Ces trois phases ont respectivement, 
une durée moyenne de 80, 60 et 120 ms, 
soit 31, 23 et 46 % du cycle. Les études 
de gestes traditionnels comparables sont 
rares. Une recherche ethnotechnologique, 
réalisée en Normandie [1], nous a permis 
cependant de comparer diverses 
percussions, dont celle d’un bourrelier, 
qui assouplit le cuir avec son marteau 
rivoir. Avec une durée moyenne de cycle 
de 234 ms, décomposable en trois phases 
— une descente (lancé), un contact (qui 
correspond à notre phase de percuté) et 
une montée (relevé), soit 32, 23 et 45 % 
du cycle —, son organisation temporelle 
est en fait rigoureusement identique à celle 
de notre battement du sifflet. 

Ces gestes possèdent une phase 
efficace de lancé rapide (==30%) et font 
donc partie d’une sous-classe de 
mouvements diadochokinétiques, la 
percussion impliquant une forte asymétrie 
temporelle. 

3.0RGANISATION TEMPORELLE DE 
LA PERCUSSION EN FONCTION DU 
SIGNAL DE PAROLE 

Sur le signal audio, échantillonné à 16 
KHz, la mesure du cycle de percussion se 
précise, confirmant sa régularité : la 
variation maximale autour de la moyenne 
(260 ms) est seulement de 30 ms 
(mesures prises sur le pic d’intensité); sur 
un nombre de battements donnant 
effectivement lieu à percussion (ce qui 
n’est pas le cas de certains battements “de 
démarrage”, cf. infra), qui est exactement 
de 43 à chaque récitation de la formulette. 

L‘étude de la relation temporelle entre 
le pic de percussion et le début de la 
v o y e l l e  su ivante  (c‘est—à-dire 
l 'établissement d'une structure 
formantique définie) a fait apparaître une 
variation importante, de 0 à 100 ms. 
Lorsqu'on examine la distribution de ces 
percussions, on constate pourtant que 
celles—ci ne se produisent jamais avant la 
fin des voyelles précédentes. Il semble 
donc que la contrainte de couplage impose 
que chaque percussion tombe au 

minimum dans la phase obstruante du 
signal de parole, c’est-à—dire dans la 
phase qui est typiquement celle des 
consonnes. 

4.CONCLUSION ET PERSPECTIVES 
L'analyse de la performance de RM. 

nous a permis de mettre en évidence une 
coordination — apprise dans l’enfance — 
entre geste et parole. 

Les résultats obtenus révèlent un 
calage réciproque de la parole et du geste. 
Dans le démarrage des séquences, le geste 
se cale d'abord sur la parole: ce que 
révèlent certains coups donnés “à vide”. 
Puis celle-ci doit s’ajuster dans le cadre 
d’une parfaite succession des battements : 
quelle que soit la durée intrinsèque des 
syllabes, chaque percussion doit tomber 
entre les voyelles, autrement dit “sur” les 
consonnes, en fonction d'attaque dans ces 
syllabes. 

Nous sommes encore loin de 
comprendre suffisamment cette  
coordination geste-parole .  La 
connaissance des ‘ffréquences propres” 
des systèmes en jeu nous permet pourtant 
de constater que la fréquence d'ouverture 
et de fermeture du tractus vocal -— qui 
correspond au rythme syllabique régulé 
par la mandibule (soit 6Hz :t 1 [9] ) —, 
peut aisément s'ajuster à la fréquence des 
battements régulés par le couple main- 
bras (qui est de 4-6 Hz en cadence 
rapide [7]). Ccttc coordination rythmique 
du geste et de la parole semble donc ici 
ralentir la fréquence de modulation du 
conduit vocal, puisque celle—ci est 
entraînée à 4 syllabes/seconde, par la 
cadence choisie pour le bras. 

Cette première analyse devrait pouvoir 
. nous informer, entre autres, dans ses 
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développements, sur le paradigme illustré 
par Klapp [3]. L’une des “deux choses 
faites àla fois” étant la parole, il ne serait 
pas sans intérêt de tester la perception de 
la position des percussions dans la 
syllabe, par rapport à la théorie des 
PerceptuaI-Centers [6]. C’est ce que 
d’autres enquêtes et d’autres expériences 
devraient nous permettre d’aborder. 

Cette recherche a été rendue possible grâce au 
soutien du Musée Dauphinois et du PPSH 
Rhône-Alpes n°20. 
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D ü ü ü ü ü ü û c o u v e w  
Fig. 1 :Points, segments et pui-amène: 

significatifs (angle et distance) 
de la posmre etde l’action du batteur. 

ANNEXE 

['sava 'sava si vi'së Sève! Sève! Saint Vincent! 
meta 'pajo meta 'fë Moitié paille, moitié foin, 
sava'rcta pa si ' b j ê “ " S è v e 1 e t t e  pas si bien 
koia'rœrdadopo‘jä tQuelatnerdedupoulain 
vë 'bjä - . Viens bien! ' 
di 'rê ‘ -. Dis rien! ‘ 
eklapa 'rê] Fends “rien”! 

(PM, 65 ans, Autrans, 12—5-88;formu1ette du sifflet, en dialecte fiancoprovetiçal) 
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INTEGRATION OF AUDIT ORY AND VISUAL COMPONENTS 
OF ARTICULATORY INFORMATION IN THE HUMAN BRAIN 

Rollo Aulanlro and lllkko Sams' 

Department of Phonetles, University of Helsinki, Finland 
'Low Temperature Laboratory, Helsinki University of Technology, Finland 

ABSTRACT 
In normal face-to-face conversation, both 
auditory and visual cues are used in , 
speech perception. When the cues are 
contradictory, a perceptual “fusion" may 
arise, as in the "McGurk effect”. Using 
magnetoencephalography (MEG), we 
measured the neural responses elicited by 
concordant and discordant audio-visual 
articulatory cues in the human brain. The 
auditory syllable [pa] was repeatedly pre- 
sented to 10 subjects, together with a 
videotaped face articulating either [pa] or 
[ka]. The same auditory stimulus, pre- 
sented with different visual face stimuli, 
elicited different magnetic responses in the 
auditory cortex. This indicates that visual 
articulatory information has an effect on 
the processing of auditory phonetic infor- 
mation in the auditory cortex. 

1. INTRODUCTION 
Speech perception is audio-visual in . 

normal face-to-face conversation. Seeing 
the articulatory movements of a speaker’s 
face provides complementary information 
for speech comprehension. The visual 
cues are especially needed in a noisy envi- 
ronment and by listeners with hcaring de- 
fects [ l ,  3, 15]. 

Visual information is obviously help- 
ful, e.g., in discriminating between labial 
and non—labial consonant articulations or 
between rounded and unrounded vowels, 
but other distinctions are also reflected in 
the muscular movements of the face [7]. 
Even the difference between falling and 
rising intonation can perhaps be conveyed 
by visual cues alone [4]. 

Visual articulatory information affects 
the perception of an auditory speech 
stimulus although people with normal 
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hearing are not usually aware of this. A 
convincing example of the importance of 
visual cues is the illusion sometimes 
called ”McGurlr effect”. It refers to the 
phenomenon where a subject is sented 
with conflicting articulatory ° ormation 
through the auditory and visual modalities 
causing him/her to perceive speech 
sounds which are combinations or fusions 
of the visual and auditory cues [8—11]. 
The most frequently cited classical 
example of this audio-visual illusion is the 
case of an auditory syllable [ba] presented 
with a videotaped face articulating [ga] 
eliciting an auditory perception of [da] [8, 
10]. This illusion usually remains stable 
even after the subject is told about its 
nature. ‘ 

There is no exact information about the 
actual neural basis of audio-visual speech 
perception. It has been stated that, after its 
preliminary analysis in the occipital cor- 
tex, the visual language reaches the angu- 
lar gyrus where it is reorganized into audi— 
tory form [5]. It has,also been proposed, 
on the basis of brain damages, that the 
ability to lip read is a function of the left 
occipito—temporal cortex [2]. 

In this experiment [13] we made neu- 
romagnetic measurements to locate the 
nermoanatomical area in which the integra- 
tion of auditory and visual components 
takes place. As a first step towards this 
goal, we wanted to see if visual articula- 
tory stimuli have an effect on the process— 
ing of an auditory phonetic stimulus in the 
human auditory cortex. 

2. EXPERIMENT - 
2.1. Subjects ‘ 

Ten healthy adults (4 females, 6 males; 
9 native speakers of Finnish, one of 
Swedish) were studied individually. 
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2.2. Stimuli 
The stimuli were edited from a video 

recording of a Finnish female speaker ar- 
ticulating the CV syllables [pa] and [ka]. 
The auditory [pa] syllable was dubbed to 
the visual [ka] articulation, and combina- 
tions where the visual and auditory stimuli 
were in concordance (V=A, 84% of the 
stimuli) and where they were discordant 
(Vat-A, 16% of the stimuli) were joined to 
a continuous film of a speaker articulating 
one or the other of the syllables 800 times 
with an inter-stimulus interval of about 
one second. In seven subjects, the prob- 
abilities of the audio-visual stimuli were 
also reversed (VatA 84%, V=A 16%). 
The auditory stimulus always remained 
the same syllable [pa] with a duration of 
215 ms and an intensity of about 70 dB 
SPL. In a control condition, the face was 
replaced by a short green (84%) or red 
(16%) light (LED) stimulus, which pre- 
ceded the auditory syllable by 350 ms. 
2.3. Magnetoencephalography _ 

The neuromagnetic responses elicrted 
by the stimulation were measured usrng 
magnetoencephalographic (MEG) record- 
ings. MEG provides a powerful, com- 
pletely noninvasive tool to investigate cor— 
tical activity in human subjects. In this 
method, the weak magnetic signals asso- 
ciated with neural currents are reco 
outside the head by means of SQUID 
(Superconducting QUantum Interference 
Device) magnetometers [6]. The field rs 
measured at several locations and its cere- 
bral source is often modelled with an 
equivalent current dipole (BCD). The pa— 
rameters of the model are the location, on- 
entation, and strength of the source.. 
2.4. Procedure . _ 

During the experin‘rent, the subject was 
lying on a bed in a magnetically shrelded 
room with his head firmly supported, and 
the auditory stimuli were led to hrs right 
ear while he was watching the vrdeo 
monitor through a 12—cm diameter hole rn 
the wall. In the control condition, the LED 
was attached to the wall beside the hole. 
The task of the subject was to listen care— 
fully to what the speaker was saying and 
to count silently the number of all audito— 
ry stimuli, and to report the count after the 
session. Thus, the subject was not asked 
to react differently to the two stimuli. The 
only difference in reactions was supposed 
to be the different "silent identification". 
We could not ask the actual perceptual 

idîndtygfeachädteSŒsfimuäufiundte 
su ' uring experiment, _ 
theägaiment we checked that the arb' 
really heard the nautical acoustic stinului 
as two different s llables. ? ' 

Magnetic fiel maps were calmed 
on the basis of recording over the left 
hemisphere with a 24-channel sauna-. 
gradiorneter which samples two 'vs-_ 
tives of the radial component of the msg-, 
netic field at 12 locations simultaneously, 
The instrument detect: the largest :! 
just above a dipolar current source. : 
exact locations and orientations of the 
gradiometers with respect to the head 
were determined by passing : current 
through three small coils. fixed 9:: the 
scalp, and by analyzing the magnetic field 
thus produced. _ ; 

The experiment consisted of presenting; 
a frequent "standard" stimulus and an 111--E 
frequent ”deviant“ stimulus in a pseudo-î 
random order. In such conditions, en lit-{ 
tornatic neural difference demotion process 
has been observed, the so—called mis—: 
match response, which indicates that thé 
nervous system has detected a change or 
difference in the repeated stimulation [12,3 
14]. - 

3. RESULTS _ 1 
The subjects perceived a Strong audio:: 

visual illusron: they heard the VatA stimuli 
either as [ta] or [ka] or something rn be-‘ç 
tween. 

The magnetic responses to the frequent 
V=A stimuli typically consisted of three 
consecutive deflections, peaking at 50, 
100, and 200 ms (Fig. 1). Sirrular deflec-ç 
tions are elicited by any kind of abrupq 

_ sounds and can be explained by 
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equivalent current dipoles » in the“: 
supratemporal auditory cortex. _ _: 

The magnetic responses to mfrequent 
V¢A stimuli had 50-ms and 100-ms deu, 
flections similar to those elicited by the 
V=A stimuli. However,” ”starting""“at_ 
approximately 180 ms, the two res 1 
were different. A rather similar ' creme. 
waveform (responses to the frequent 
stimuli subtracted from them to (hamac: 
quent ones) was elicited by mfreguent 
V=A stimuli among frequent Vtt} tumult; 
However, the signage? the audmgrdsyl-f 
lablcs preceded y nent green rn— 
frequent red light M m …  
(Fig. l). 



The infrequent VztA stimuli elicited a 
distinct difference waveform in 7 out of 
the 10 subjects. Infrequent V=A stimuli 
elicited such a waveform in 6 out of 7 
subjects studied, including those three 
who did not show it to infrequent V¢A 
stimuli. Visual articulation presented 
alone, without the auditory input, elicited 
no response over the left temporal area in 
the two subjects studied. 

4. DISCUSSION 
The results of this experiment indicate 

that visual articulatory information has an 
effect on the processing of the auditory 
phonetic information in the human brain. 
Identical auditory syllables, presented 
with two different visual face stimuli, 

' were heard as two different syllables. The 
neuromagnetic responses to acoustically 
identical but perceptually different audito- 
ry stimuli suggest that the processing of 
speech sounds in the human auditory cor- 
tex can be affected by visual input. The 
neural activity originating from the audito- 
ry cortex was not correlated with acousti— 
cal energy but with auditory, especially 

, phonetic, perception. 
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' FIGURE, 1_. Magnetic responses of one subject, measured with a 24-SQUID gradiometer 
over the left hemisphere in three measurement conditions. Only one of the channels With 
the largest responses is shown. The three pairs of traces were over the same area 
in consecutive measurements. The number of averages rs 500 for the frequent stimuli 
(84%) and 80 for the infrequent stimuli (16%). The recording passband was 0.05—100 
Hz, and the responses have been digitally lowîpassfiltered at 40 Hz. The usually pal)- 
duced difference between the responses to the rdenucal auditory stimulus can be clear y 
seen in the two uppermost pairs of traces. The responses to_the auditory syllables pre— 
ceded by frequent green and infrequent red light stimuli were rdenucal (lowermost part of 
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AN OBJECTIVE AND A SUBJECT IVE APPROACH OF SPEAKER 
RECOGNITION 

Elisabeth Lhote, Laura Abou Haidar 

Laboratoire de Phonétique - 30 Rue Mégevand - 25000 Besançon - France 

ABSTRACT 

We consider speaker recognition as an 
integration level in the transfer process 
from production to understanding. In 
tackling speakers recognition from the 
point of view of proximi between 
several speakers, we c ose two 
complementary approaches : a 
"descending" approach, that allows 
extracting objective elements in both 
auditoryandacousticanalysis,inorder 
to associate voices unknown from the 
experimenter; a “rising“ approach, that 
allows bringing to light objective criteria 
for the characterization of vocal 
proximity between speakers close at a 
genetic, acoustic or auditory level. 

1. INTRODUCTION 
Speakerrecognition is considered here as 
a key process in speech recognition. The 
listener who recognizes someone by his 
voice resorts to various treatment 
mechanisms : for a global treatment. he 
referstodiscourseanalysis;foralocal 
treatment, he selects acoustic 
characteristics which, memorized, 
become attributes characterizing one 

. From the point ofview of the 
lrstener, the two treatment models are 
associated and it is difficult to know 
whether one of them influences the other 
and how does the listener proceeds in 
distinguishing the two. It is often said 

known person. However, sometimes, 
doubt disturbs recognition. The listener 
hesitate: between two people. We are 
interested b this situation in as much as 
the liste s recognition system is not 
sufficient. We decided to tackle speaker's 
recognition from the point of view of 
proxrmity between seva'al speakers. 

2. HYPOTHESIS . 
Our hypothesis is the following : 
whatever the discoursc of the speaker 
may be, and whatever his emotional 
state, the neuro-articulatory and neuro- 
phonatory mechanisms which command 
and control the speech neurolinguistic 
programming are constant. This does not 
mean that the way we produce a syllable 
remains the same for each speaker, but 
that a neurolinguistic invariability 
remains as long as a pathological 
affection does not alter the voice. 

_ 3. EXPERIMENTATION 

that this approach is subjective. In fact, 
therecognitionbytbelistenerisdonein 
realtime:assoonashebearsthefirst 
words on the phone, he usually knows 
who is calling him amongst people be 
knows. This observation brings to the ' 
fi'onaindailypractice,anabilitytoselect 
andassociatevocalattributeswrtha 
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The experimentation focuses on 
comparison between different speakers, 
according to two complementary 
approaches : one called "descending", the 
other“rising". 

In the first approach, we tried to 
associate unknown voices that had been 
recorded, with models. This 
”descendrng" approach allowed us on the 
one hand to extract objective elements in 
both auditory and acoustic analysis ; on 
the other hand, we were better able to 
estimate the notion of proximity between 
vorces. - - - 
In the “rising” approach, we selected 
speakers close in age, with family ties, 
with similar ways of talking, and having 
voices which are similarly confused on 

the phone. Then we tried to bring to light 
objective criteria allowing to characterize 
vocal proximity. 

3.1. Descending approach 
The first group was constituted of five 
speakers : SA, S.B, SC, SD, 8.13, and 
the second of twelve, among whom 
could be found the five speakers of the 
first group. In this case, we had to match 
voices of speakers reading a text varying 
between 2 to 5 minutes, of which only 
some sentences were produced b y .  
speakers belonging to both groups. The 
auditory analysis consisted of a 
systematic analysis of discourses at a 
phonetic level. 

3.1.1. Global parameters 
The global parameters which were the 
most pertinent were rhythm and 
intonation. In order to better bring them 
to light, we performed a simultaneous. 
auditory analysis of two voices 
producing for instance the same 
sentences. A correlation between 
auditory and acoustic analysis allowed us 
to bring to the fore front ways of talking 
t2h)at are close and distant (FIGURES l & 

3.1.2. Local parameters 
Afterwards, local analysis parameters 
were extracted by spectral analysis : a 
systematic analysis of formant 
trajectories in key sequences allowed us 
to put together or to separate some 
speakers (FIGURES 3 & 4). 
The final results obtained with the help of 
this double analysis : local and global, 
auditory and acoustic, are positive and 
show the efficiency of this approach in 
discovering unknown links between‘ 
voices and speakers. 

3.2. Rising approach 
In this case, speakers are known by the 
experimentor. The corpus is elaboratcd in 
order to bring to the light formant 
structures visible in key words or key 
syllablcs. 

4 3  

3.2.1. Acoustic proximity 
Thirteen the following 
text twice : 

”Turcir,pendantlesvacancesdla 
montagne avec Jean, il y avait de ces 

tourbiwons! Les tourbillons étaient trop 
forts!“ 

The selected syllable was [jo] in 
"tourbillons”. The results of this analysis 
[4] showed a greater or lesser variability 
of slopes depending on the speaker. And 
particularly they allowed us to select 2 
speakers whose slopes were very close. 
We recorded these two speakers” again, 
and we asked them to vary their voice. 
One sentence : 

"Les tourbillons de Lyon” 
was produced 40 times by each of them: 
10 times in a normal voice. 10 times 
whispering, 10 times shooting, 10 
questioning. We tried to extract a cue 
characterizing either the articulatory 
movement or an articulatory invariability. 
- [bijîîl 
The slope analysis of the two syllables 
[bijo] in different voices did not permit 
differentiation between the two speakers. 
- ["] 
We noticed that the following cue : 

[F4 - F3] 
could be dependent of speakers vocal 
behaviour : when converting these 
frequential values in tones, we noticed — 
that this tonal eue seems to be an element 
that could characterize speakers' vocal 
behaviour: 

"' in the first speaker, the value of this 
tonal cue was : 3 tones, whichever voice 
was used ; 

* in the second speaker, a variation of 
this cue was situated between two and 
three tones depending on the type of 
vorce. - _ 
It is important to underline that from an 
auditory point of view, these two 
speakers don't have the same voice, even 
if the acoustic analysis shows a very 
close proximity. 

3.2.2. Genetic proximity 
We analysed three sisters' voices Y, L, 

_ N, two of which are often mixed up on 
the phone (L & N). We tried to find 
whether acoustic cues linked to formant 
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transitions gave an explanation of this 
proximity 
The tested sentence was the following: 

”Il y avait de ces tourbillons! us 
tourbillons étaient trop forts! ". 

The key syllable was [iii] in 
"tourbillons". We selected the slope of 
F2 between [j] and [6] and calculated it 
into tones. Wethinkthatthiscue should 
contribute to define the velocity of the 
articulatory movement. We obtained the 
following results (FIGURE 5): 
Numberoftonesforawmsinterval: 

L —> 6 tones 
N —> 4 1/2 tones 
Y —> 4 1/2 tones 

Other experiments showed us that this 
tonalslopecueofthefirsttln'eeformants 
can be steady in some speakers 
production and unsteady in others when 
they change from normal voice to 
shooting, whispering, questioning. We 
were expecting to find the same slope 
values' tn L & N, who are often mixed up 
on the phone; in fact, we didn't. We 
deduce from this result that results 
obtained at the auditory level can 
be different from those obtained 
at the acoustic level. 

4. CONCLUSION 
After having tested the relation existing 
between the auditory appreciation of a 
voice and its acoustic analysis - global 
and local- , w e  extracted the following 
points. 
- Two voices auditorily close can be 
distant acoustically and vice versa: that ts 
why it is important to associate the two 
approaches which should be considered 
complemen 
- If we are looking to characterize the 
articulatory movement velocity, it is 
useful to take mto account the formant 4 
and to use slope tonal variations. ' 
- However, it should be noted that what 
appears to be necessary- during the 
rising approach- to the differenciation 
between two speakers is not necessarily 
sufficient to succeed in identifying : 
speaker from others during a descending 
approach. . 
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In speakers gamma: well as in 
speech Imaging;- n, a syste titi 
correlation een the dl eut 
analysis levels in … y , i n  
order to avoid favoring cues which 
belongtoaumqœanalysislevel. 
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6. FIGURES 
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FIGURE 1— Two Speakers close at the 
rhythm and melodie level . 

Sentence: "C est d'accord ou quoi ?” ‘
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FIGURE 2— Two Speakers distant at the 
- rhythmic and melodie level 

Sentence: ”C' est d’accord ou quoi ?” 

FIGURE 3— Formant trajectorles of two 
close speakers 

45- 

{ L ‘  
\ V I I  \. 

… _ “  
‘ I .  , 

\ fl . . 

FIGURE 4 - Formant trajectories of two 
distant speakers 
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FIGURE 5— F2 transition slope in the 
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ABSTRACT 

We report the results of two experiments 
showing that sinusoidal modulation of 
the centre frequency of one of a pair of 
formant-like spectral peaks increases its 
discriminability, as measured by the 
difference limen for spectral peak 
frequency. The apparent release from 
upward spread of masking afforded by 
modulation occurs for both noise—excited 
and pulse—excited stimuli and is not 
closely dependent on stimulus duration; 
modulation rate or peak centre 
frequency. 

1. INTRODUCTION 
The specification of formant frequency 
in vowel perception requires at least two 
potentially distinct stages: one logically- 
prior step that isolates a Spectral region 
corresponding to a local energy peak, 
and another that estimates the peak 
frequency. Errors are likely in the first 
step of identifying where formants are 
when spectral peaks are close in 
frequency, or when listening in noise, 
amongst competing sounds or with an 
impaired auditory system. Such errors 
will lead in turn to inescapable errors in 
the second step of formant frequency 
assignment, and thus to probable 
inaccuracies in speech recognition 
performance. 
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Similar problems attend the visual 
perception of objects irt complex scenes, 
where errors in locating the contours of 
an object can lead to conspicuous 
failures of visual identification. One 
powerful source of disambiguation in 
visual scenes is movement of the object 
et observer, which can provide cues to 
the appropriate parsing of the scene into 
figure and ground. In essence, the 
experiments reported here attempted to 
explore the utility of auditory object 
movement (an auditory object consisting 
of a single resonance) as a way of 
specifying for the listener the perceptual 
coherence of the energy contributing to a 
spectral peak. We hoped by this means 
to improve the accuracy of 
discrimination or recognition tasks that 
rely on the precision of the 
representation of peak frequency. We 
simulated auditory object movement 
using simple periodic modulation of 
resonance frequency. 

There are demonstrations of the 
potentially beneficial role of modulation 
for both auditory detection and 
segregation tasks. Rasch [2] measured 
the masked threshold of a harmonic 
complex tone when it was mixed with a 
second harmonic complex of lower 
fundamental frequency. A 5 Hz, 4% 
vibrato imposed on the fundamental of 
the higher complex reduced its masked 

threshold by 17.5dB relative to its 
threshold when unmodulated. McAdam 
[1] has shown that modulation of the 
fundamental frequency of one of a set of 
three concurrent vowels can increase 
judgements of its perceivcd prominence. 
Our experiments were concerned not 
with fundamental frequency modulation, 
but with modulation of spectrum 
envelope characteristics. In particular 
they sought to establish whether peak 
frequency modulation can enhance the 
discriminability of a spectral peak when 
presented against the background of an 
otherwise unmodulated spectrum 
enveloPe. 

2. GENERAL METHOD 
Our basic strategy for measuring the 
perceptual effects of frequency 
modulation involved four stimuli in each 
experimental condition. Two of the 
stimuli had a single spectral peak (the 
"target" peak). ln one case the peak 
centre frequency was not modulated and 
in the other it was sinusoidally 
modulated. The other two stimuli were 
like these, with the addition of a second 
lower-frequency specu'al peak. In these 
two-peak stimuli the lower peak was 
never modulated and was sufficiently 
close in frequency to the higher- 
frequency target peak to impair 
unmodulated target peak 
discriminability. For each stimulus we 
measured subjects’ difference limcn (DL) 
for an increase in target peak centre 
frequency. 

2.1 Stimuli 
Stimuli were generated by passing 
broad—band noise (experiment ]) or a 
100 Hz pulse train (experiment 2) 
through digital second-order resonators. 
When two spectral peaks were required 
the outputs of two parallel resonators 
were summed. Resonator half-power 
bandwidths were fixed at 100 Hz (target 
peak) and 80 Hz (lower—frequency peak). 
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Filter coefficients were updated et : ram 
of 1 kHz (experiment l) or 200 Hz 
(experiment 2). The depth of modulation 
(i.e._the total frequency exclusion) fu the 
modulated peak was 16% of the centre 
frequency. All spectral peaks had 
approximately equal spectrum level ("‘/'. 
2dB). Stimuli were presented at 70 dBA 
SPLinbroad—bandbackgroundnoiseata 
level set for each subject to give the 
spectral peaks : presentation level of 10 
dB SL. 

2.2 Procedure 
Difference limens were estimated using a 
two-altemative forced choice trial 
structure with two pairs of stimuli per 
trial. In one pair the stimuli were 
identical and in the other they differed in 
target peak frequency. The subjects! task 
was to identify the pair containing the 
different stimuli. The target peak 
frequency DL was taken to be the 
frequency difference corresponding to 
the 70.7% correct point on the 
psychometric function, determined by an 
adaptive staircase. Feedback was given 
after every response. Subjects were well 
practised before data collection began. 

3. EXPERIMENT l 
In addition to the basic question of 
whether modulation of target peak 
frequency could improve its 
discriminability, the first experiment 
also explored the imwrtancé of 
modulation rate and stimulus duration. 

3.1 Stimuli and Procedure 
Target peak centre frequency was set to; 
1500 Hz. Target peak frequency DLs 
were measured for single-peak stimuli 
and for two—peak stimuli with a lower- 
frcquency peak at 1300 Hz. Since our 
major concern here was with modulation 
of spectrum envelope characteristics the 
resonators were noise-excited. producing 
whisper—like stimuli with relatively…g 
fully—specified spectrum envelopes.g 
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Other stimulus manipulations were as 
follows. Modulation rate: (i) 0 Hz 
(unmodulaœd). (ii) 5 Hz, and (iii) 10Hz. 
Stimulus dtn'ation: (i) 250 msec. or (ii) 
500 msec. Data were collected from 
seven subjects, including the second 
author. 

3.2 Results 
Mean DLs for all subjects are shown' rn 
Table 1. 
TABLE I: mean DLs and standard 
errors (Hz) for experiment 1 
modal: none 5 Hz 10 Hz 
250 rm 
lJeak 30.29 38.27 37.64 
sem 1.64 2.05 1.89 

2 peak 44.59 37.55 39.34 
sem 0.99 * 2.28 2.09 

500 ms 
1 ak 25.58 33.83 33.41 
sem 2.26 2.20 I .28 

2 ak 41.34 32.18 = 35.22 
sem 2.19 25 7 1.48 

For stimuli with a single spectral peak 
. modulation increased target peak DL. 
However, the effect of modulation in 
two—peak stimuli was to decrease the 
target peak DL . relative to the 
unmodulated — condition, that is . to  
increase discriminability. This was true 
for both modulation rates and ~ both 
stimulus durations. DLs were smaller 
for 500 msec stimuli, but there were no 
reliable interactions between the effects 
of modulation rate and duration. 

3.3 Discussion _ 
The results of this experiment show that 
sinusoidal modulation of peak centre 
frequency can .lead to "reliable 
improvements in the discriminability of 
a spectral peak when that peak is 
presented in an unmodulated spectral 
context The absence of any interaction 

'. between modulation rate and stimulus 
duration shows that the effect is not 

dependent on the number of modulation 
cycles. Modulation appears to render 
the target peak perceptually more salient 
and thus less susceptible to upward 
spread of masking from the lower peak. 
This occurs despite the tendency for 
modulation to spread excitation around 
the peak frequency in the excitation 
pattern. The similarity in DL for one- 
peak and two-peak modulated stimuli” 
suggests that modulation endows the 
target peak with substantial immunity 
from the masking effects of the lower 
peak. In terms of the two-stage sketch 
of formant perception given in the 
introduction, it may be that modulation, 
by providing additional information for 
perceptual grouping processes, increases 
the efficiency of the first stage, in which 
the spectral region corresponding to a 
spectral peak is identified. The second 
experiment sought to replicate and 
extend the generality of these results. 

. 4. EXPERIMENT 2 
This was concerned with the dependency 
of the modulation effect on type of 
resonance excitation and target peak 

. frequency region. 

" 4.1 Stimuli and Procedure 
Target peak centre frequencies were set 

’ t01500  Hz or 900 Hz, with lower- 
frequency peaks when present at 1300 

-- Hz and 700 Hz. respectively. All stimuli 
were pulse-excited with a constant 

fundamental frequency of 100 Hz. Other 

Ete 

stimulus manipulations were as before. 
DLs were measured m 4 subjects for 
each target peak frequency. Most of the 
subjects had also served in the first 
experiment. * 

4.2 Results ' ' 
Mean DLs for all subjects are shown rn 
Table 2 for target peak frequency 1500 
Hz, and Table 3 for target peak 
frequency 900Hz. .. ' ' 

TABLE 2: mean DI: and standard 
errors (Hz) for experiment 2 (Target 
Peak f uency 1500 H_z). 
modul: none 5 Hz 10 Hz 
250 ms ' 

M 37.26 46.12 39.60 
sem 3.80 2.19 3.29 

‘2  peak 50.88 42.29 44.24 
sem 4.69 2.51 3.92 

. 500 ms 
lJeak 30.90 36.27 34.97 

. sem 2.86 3.62 3.17 
Zpeak' 45.68 37.95 35.66 
—sem 4.19 . 2.74 3.60. 

TABLE 3: mean DIA and standard 
errors (Hz) for experiment 2 (Target 
Peak fr uengy 900 Hz). ' 
modul: none 5 Hz 10 Hz 
250 ms 
Lpeak 32.52 28.60 22.68 

sein 4.61 6,19 557 
2 p‘eak 38.45 29.95 21.45 
sem 5.13 5.65 4.71 

500 rm 
lpeak 31.25 21.51 21.28 
sem 4.00 554 4.41 

2 peak 37.23 25.04 23.42 
sem 4.24 5.14 5.49 

The pattern of results for the two target 
peak frequencies ' was somewhat 
different. For pulse-excited stimuli with 
target peak frequency at 1500 Hz the 
results were similar to those obtained in 
experiment l with noise-excited stimuli 
at the same target peak frequency: as 
before, modulation apparently gave 
substantial immunity from the masking 
effects of the lower—frequency peak. For. 
pulse-excited stimuli with target peak 
frequency at 900 Hz. modulation had the 

\ effect of decreasing the magnitude of the 
DL for single—peak stimuli as well as 

two-peak stimuli, relative to the DLs in 
unmodulated stimuli. As before, longer- 

. duration stimuli intended to have smaller 
DLs, but ’ there 'was no ' interaction 

between modulation rate and stimulus 
duration. 

4.3 Discussion 
The similarity between results obtained 
at the 1500 Hz target peak frequency for 
pulse-excited stimuli and those from the 
first experiment for noise-excited stimuli 
suggests that the enhanced 
discrimination modulation affords 
derives from properties of the spectrum 
envelope itself and not from the acoustic 
detail underlying it. We have data to 
suggest that the effect is genuinely 
attributable to modulation per se and not 
to phasic release from masking as the 
modulated target peak frequency 
increases above its mean value. The 
origin of the differences between the 
results for 1500 Hz and 900 Hz target 
peaks is not clear. One speculative 
suggestion is that modulation of the 900 
Hz target peak may lead to deteCtable 
modulation of excitation in a larger 
number of auditory filters. 

5. GENERAL DISCUSSION 
We are aware that cur account of the 
perceptual mechanism by which 
frequency modulation has its effects is 
crude and requires refinement. ' We 
believe the _data are consistent with a 
role for perceptual grouping processes in 

. the coherence that. modulation imposes 
on the spectral energy contributing to a 

spectral peak. We are assessing the 
practical implications of these results by 
exploring the effect of second formant 

- frequency modulation on _vowel 
recognition. _ 
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ABSTRACT 
This paper deals with visual vowel—to-vowel gestures without inter- 

men  of anticipatory rounding in 
vowel—to-vowel gestures during 

acoustic ses. Visual identification was 
studied French and Greek subjects. 
Our results show that : (i) rounding 
anticipation can be identified only by eye 
several oentiseconds before any 
perceivable sound; (ii) when the pause 
tripled, visual anticipation doubled, i.e. 
temporal positions of phonemic visual 
boundaries were dependent upon the 
extent of articulatory anticipation; (iii) but ' 
the boundaries steepness (switching time) 
was not; (iiii) the comparison between 
French and Greek subjects did not 
revealed significant differences in 
rounding anticipation capture. 

LINTRODUCTION 
' Several studies in speech production 

have investigated anticipatory vowel 
rounding (of which, [1] is the most out— 
standing for French), particularly through 
consonant clusters, in order to investigate 
a major motoric issue, serial ordering. 

' As an expert in visual speech 
perception, McGurk mentioned briefly an 
unpublished experiment [5], with a 
reaction—time paradigm : it would appear 
to demonstrate that this anticipatory 
gesture can be detected visually to identify 
CV syllables from lip movements, prior 
to their being perceived auditorily. More 
recently [2] found, for French [zizy] 
syllables, that the anticipation of the 
rounding gesture was perceived visually 
by the subjects who were able to identify 
the [y] vowel. before the end of the [i], 
whereas it was not detected auditorily as 
early. . 

We studied, for French stimuli, visual 
perception of such an anticipation in 
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mediate consonants, using natural 
productions of acoustically silent pauses 
between the vowels. Such pauses have, 
of course, a prosodic signalling function. 
So it is not the prosodic stream which is 
acoustically (if not visually) interrupted, 
but segmental information, here roun- 
ding. Consequently the general issue to 
be tackled is : can this segmental flow be 
tracked from the optic signal only, when 
the acoustics are disrupted? 

In this paper, two specific questions 
are focused on : (i) is there visual 
information capture of the second vowel 
stimulus, prior to its acoustic onset, and, 
if so, how long before?; (ii) is there a 
shift in the visual boundary for speakers 
of Greek -— who do not have the [y] vowel 
in their phonological inventory - by 
comparison with native French subjects? 

For lack of models strictly dedicated to 
the audio—visual perception of speech 
anticimnbn (in Spite of [6]). we will use 
here the predictions of three current 
articulatory models [7] and transpose 
them to the visual level, in order to 
evaluate which processing the “eyes” 
perform on speaker’s labial gestures : 
(i) the look-ahead model [LA] predicts a 
maximal anticipatory Span, i. e. as soon 
as the roundin g movement is possible; (ii) 
for the time-locked model [TL], 
movement onset occurs at a fixed time 
before the acoustic onset of the rounded 
vowel; (iii) the two—stage or hybrid model 
[H] allows to describe lip protrusion 
gestures with two components, a gradual 
initial phase, which begins as soon as 
possible in a look-ahead fashion, and a 
more rapid second phase (its onset is a 
peak in acceleration), which is time- 
Ioclced. ' 



lg
 

Transition [i #: y] 
100 

Mean 
anticipation 

- 50 
18  5 m 5 

20m: 
” 

l l ! l - l n l - l n l n l  . l l o 

O 2 4 6 8 1 0 1 2 1 4 1 6 1 8 2 0 2 2 2 4 2 6 2 8  

Ident i f .  
[y] (%) 

Transition [i # y] 
100 

O 
0 2 4 6 8 1 0 1 2 1 4  

Figures 1-4. — Above : identification functions of [i -> y] transitions for 25 French and 24 Greek subjects. 
— Below : corresponding protrusion gesture for the upper lip (PI). 
The left dotted line indicates the acoustic offset of the [i] and the right one the acoustic onset of the [y]. 

- 40,5 

Identification outset 
l'or both French and 

d 

Fig.3 Greek subjects 138-5 

- 37,5 
Peak ' 

acceleration - 3 6 . 5  

n l l l l ' l ' l l l l l l I ' l l - l l l l l l l l l - a ' 5  

0 2 4 6 8 1 0 1 2 1 4 1 6 1 8 2 0 2 2 2 4 2 6 2 8  
Images 

P1 
4 3 9 5  (mm) 4 1 , 5 :  

42,5 
V 

Identification 
4o_5 .. outset for 

. Greek subjects 

39.5 - 
' 5 Identification 

38'5 " : 4-— outset for 
' French subiects 

3 7 . 5  . l . l l . I . l . 

0 2 4 6 8 1O 1 2  1 4  
Images 

Fig.4 



We will try to test these models by 
analysing articulatory and visual data. 
2.METHOD 
2.1.Corpus 

We used [i # y] transitions which were 
embedded in a cartier sentence : “tu dis : 
UHI ise?” [t y d i # y i i: 2], “you 
say : ...“, where UHI is, by convention, 
an “Indian name” and “ise” a third 
present of a nonsense verb “iscr”. 
[t y d i # i i i: z] is the control stimulus 
with IHI as “Indian”. Each transition had 
to be produced following two different 
pausing instructions, a short [#] and a 
long one [#: ]. Each sentence was repeated 
10 times thus giving 40 utterances which 
were recorded in random order. 
2.2.Video recording 

A French male talker was filmed, at 50 
frames/second, with simultaneous face 
and profile views, in a sound-proof 
booth. Talkcr’s lips were made-up in 
blue : a Chroma—key was connected to the 
output of the front camera so that the blue . 
color was transformed to saturated black 
inrealtirminordertorealizeamaximal 
outlines detection of the lip slit. The 
subject wore black sunlight goggles in 
order to protect his eyes against the 
1000 W halogen floodh'ght; a slide rule 
was fixed on the right side of the goggles 
to ensure adequate profile articulatory 
measurements [4]. 
2.3.Selection of visual stimuli 
2.3.1.Acoustic measurements 

Four utterances were selected among 
40 after duration measurements of all 
intervocalic pauses. They were chosen as 
representative of mean durations for the 
short pause (# = 160 ms) and the long 
one (#: = 460 ms). 
2.3.2.Articulatory processing 

For each digitized frame (512 x 512 
pixels), eight articulatory parameters, 
describing front slit and lateral protrusion 
characteristics, were automatically extrac— 
ted by image processing [4] and kine- 
matics (velocity and acceleration) were 
obtained by a cubic spline smoothing of 
position functions. Examination of traces 
of upper lip protrusion (PI) vs. time (one 
of the usually available parameter in 
others studies), for [i # y] and [i #: y] 
trajectories, revealed movements profiles 
with two components, i.e. hybrid 
profiles. Nevertheless (as in [?]), peak 
acceleration was not time-locked, 
occurin g about 120 ms before the acoustic 
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. L A  model, with 

onsetofthe [y] in[i#y]vmmwmq 
in [i #: y]. Movement onset W W  
nme—locked (as in [7]), since it occured 
260msbeforetheacousticonsetofthe 
[y] in [i # y] versus 560ms1n{1—‘# y] 
(i. e. the protrusion gesture begm 1110 ma“ 
into the [i] vowel). Fmally out 
articulatory stimuli correspond better to I 

to dates of 
onsets, but they display rather H profiles 
(fig. 3 & 4). 
2.4.Test procedure 

We selected 13 images for short 
transitions and 28 images-forme long 
ones, with 3 images befcre pause meet 
and 1 after pause termination. We thus 
obtained a total of 82 stimuli which were 
presented' rn random order, with a shift Q! 
5 images between each subject. At the 
beginningofthetese4exrraimageswere 
proposed to faufiliarize subjects with the 
task. The stimuli were displayed indivi- 
dually to each subject on a high resolution 
computer screen. The task was to decide 
whether the speaker was uttering [i] “l 
[y]. Subjects were encouraged to answer' 
rapidly (within a few seconds) via a 
computer mouse. 
2.5.Subjects 

25 French and 24 Greek normal- 
hearing native Speakers served as naive 
subjects (their hearing and vision acuities 
were checked). A good auditory identi- 
fication of the [i] vs. [y] contrast was 
confirmed for all Greek subjects (mean 
score : 93.5%). 
3.RESULTS 

The identification functions - traced 
from [y] percent responses for each 
image - have a classical S— -shape 
(fig 1 & 2). Of course control transitions 
displayed Steady state profiles, since 
[i —> i] images were generally identified 
as [i] (above 80%). Subjects were able to 
identify ccm'ectly (at 100%) ""targets of 
the presented vowels, i.e. images 
corresponding to the non silent outsets of 
[y]. Moreover, they were clearly able to 
capture anticipated segmental information 
on rounding (95% correct) up to 120 ms 
before the acoustic onset of the vowel. 
be they French or Greek. 
3.1.Differences and similarities in 
visual boundaries 

A quantitative comparison between 
identification functions was achieved by 
Probit Analysis [3]. First, this method 
allowed us to date the position of visual 

boundaries (corresponding to 50% [y] 
responses) with regard to the acoustic 
onsets, and to test the significance of time 
differences. In addition, it allowed us to 
teSt the parallelism between functions, 
thus deliverin g information on the 
possible similarity in steepness between 
the boundaries. 

For [i # y ] .  boundaries took place 90 
ms before the acoustic onset of [y] for 
French subjects, and 80 ms for Greek. 

For [i #: y ] :  boundaries anticipated of 
180 ms, for French, and 190 ms, for 
Greek. 

There was a reliable difference (at 
p<0. 01) between the two conditions 
[i # y] and [i #: y]. within each language 
group : i. e. when the pause tripied, 
visual anticipation doubled. But while the 
temporal positions of phonemic visual 
boundaries were dependent upon the 
extent of anticipation in protrusion, on the 
other hand, the temporal accuracy of these 
boundaries (i. e. their steepness estimated 
by functions gradients) did not depend on 
anticipation: 80 to 110 ms were suff-  
cient to swrtch from [ 1] to [ y] tn all cases. 

On these two points, there were no 
significant differences (p<0.01) between 
French and Greek subjects. Notice that 
the Greek had a rather fair competence in 
auditory identification of [i] vs. [y] (but 
their [y] productions were usually biased 
toward [i]). The other way round they 
could have read the “U” choice as [u]. In 
both cases ([y] or [u]) however, they did 
not capture significantly less rounding 
anticipation than French did. 
3. 2.Visual perception of anticipa- 
tion and articulatory models. 

The observed significant shifts in 
boundaries could by themselves discredit 
the prediction of a time- locked visual 
anticipation. In fact, our perceptual as our 
articulatory (cf. 2. 3. 2 )  data allow us to 
reject strong versions of both TL and H. 
models : neither onsets nor peak 
acceierations are time-locked on our 
temporal functions. What about the LA 
model? It can be rejected on the basis of 
our visual data only : while the 
anticipatory gesture begins as eariy as 
possible, the subjects' 1gnore visually this 
change until it is clearly accelerated 
(fig. 3 & 4). More precisely, it is the 

of the visual identification outset 
detected as the first peak of the secpnd 

da'ivative of the smbbthed fimcuon) 
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which reveals itself synchronous with the 
acceleration peak of the protrusion gesture 
(with a limit discrepancy of 1 image [20 
ms] between these two events). 
4.CONCLUSION 

Rounding anticipation in vowel 
production has proved to be reliably 
identifiable only by eye several centi- 
seconds before any perceivable sound (up 
to 120 ms). These results are at least 
valuable for stopped images. They need 
additional research on movement 
processing in spœch (especially for 
acceleration detection) and further 
elaboration of appropriate models: neither 
LA, TL nor H. 

The cross-language comparison did 
not revealed significant discrepancies in 
visuo—temporal boundaries, whether the 
rounding dimension was bound to the 
front/back contrast, as in Greek, or 
whether it was free, as in French [i] vs. 
[y]. Whether this result argues for a 
universal lipreading skill, remains of 
course an open quest. 
* Many thanks to J.-L. Schwartz and 
W. Serniclaes for their advices in Probit Analysis 
and to T. Brennen for improving our English. 
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ABSTRACT 
Reduction of silence duration in 

an intervocalic voiceless stop consonant 
induces ‘ ‘on of voicing. 
Psychoacoustic results suggest that 
temporal resolution could be at the 
originofflrisphenomenmlnthissmdy 
a high correlation was found between 
boundary of silence duration and of 
voiced murmur duration which supports 
this hypothesis. In addition this study 
shows that for some hearing—impaired 
subjects the time boundary for voicing 
misperception can be considerably 
greater than for normal hearing. Most of 
these subjects present a simple 
temporal shift with a normally steep 
change of perception. So for them 
adjustment of silent occlusion duration 
could be a beneficial acoustical 
processing. 

1 - INTRODUCTION 

The shortening of the duration of 
silence in an intervocalic voiceless stop 
consonant has been shown to induce a 
misperception of voicing in normally- 
hearing listeners (Lisker 1957). The 
time boundary for this effect is about 60 
milliseconds for French as well as for 
English (Lisker 1957, Semiclaes 1973, 
Lisker 1981). At the fastest speaking 
rates closure duration is about 60 
milliseconds and on average occlusion 
time is shorter for voiceless than for 
voiced sto consonants (Lisker 1981, 
Port 1981 . The -misperception of 
voicing induced by shortening silence 
duration of an intervocalic voiceless 
plosive can be thought to be govemed 
by classification of the shortest 
occlusive duration of silence as 
belonging to the voiced category. It can 
also be thought to originate from an 
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insufficient delay for auditory excitation 
of the preceding vowel to decay. 
Results from psychoacoustical 
experiments on temporal resolution 

. indicate that at low frequencies around 
100 Hz which to the voicing 

alluencies of adult males detection o; 
a ent gap require“ s a ap duration 0 
about 60 milliseconn (Shailer and 
Moore 1983, 1985, Green and Forrest 
1989, Grose et al. 1989). Several studies 
indicate that hearing-impaired persons 
show deteriration of temporal resolution 
(Fitzgibbons and Wightman 1982, 
Fitzgibbons and Gordon-Salam 1987, 
Glasberg et al. 1987, Nelson and 
Freyman 1987, Moore and Glasberg 
1988, Grose et al. 1989). It was 
reasoned that if decay of auditory 
excitation is indeed the basis for voicing 
misperoeption induced by shortening 
occlusive silence duration, some 
hearing-impaired individuals should 
show abnormal time boundaries for this 
effect. 

Some previous studies dealt with 
temporal processing and the perception 
of stop consonants voicing for hearing- 
impaired persons. Voicing in initial 
plosives was found slightly altered only 
(Parady et al. 1981, Ginzel et al. 1982, 
Tyler et al. 1982, Johnson et al. 1984); 
more errors were found for final 
plosives (Revoile et al. 1982). And, two 
studies indicate that elderly persons 
require occlusive durations longer by 
about 10 milliseconds (Price and Simon 
1984, Dorman et al. 1985). 

This study investigated for the 
same hearing-impaired subjects voicing 
perception of an intervocalic voiceless 
plosive as a function of occlusive 
silence duration and also the degree of 
forwalrd masking of the preceding 
vowe . 

2 — MATERIALS AND METHODS 

Twenty subjects participated in 
this study, eight normally—hearing and 
twelve hearing-impaired with a sensor-r- 
neural deafness. 

Samples of natural speech 
tokens ”aka" and “aga” were recorded 
from an adult male speaker. Speech 
waveforms were edited in a computer. 
From the ”aka“ sound eleven tokens 
were formed by varying occlusive 
silence duration from 0 to 200 
milliseconds in 20 milliseconds steps. 
From the ”aga" sound one cycle of 
waveform during the voiced murmur 
was selected as having the same 
fundamental uency as the “aka” 
sound. Bursts o murmur were then 
constituted by concatenations of tlus 
cycle and multiplication by a 
trapezcidal envelope with a nsc urne of 
20 milliseconds and a plateau adjusted 
from 0 to 1180 milliæconds in 20 
milliseconds steps. Ten final snmult 
were made by adding these vanous 
bursts at the end of the first ”a” of_ the 
”aka" sound thus constituting "a'+vorced 
murmur" stimdi. These stimuli are 
meaningless to french listeners. 

For tests all sounds were 
delivered monaurally through a Bayer 
DT 330 MKII headphone. Stimuli were 

sented at an intensity of 85 dB peak 
ISWPÈL at the maximum peak of the first a 

- vowel. The contralateral ear received a 
broadband noise at about 85 dB above 
threshold. In a first test the vanous 
”aka" tokens were presented randomly 
ten times each and the subject was 
asked to respond each time by pressmg 
a button marked "k“ or I’g" accordmg to 
his perception. In the second test two 
stimuli were presented succesrvely. The 
first was always the first ”a” of the 
“aka“ item and—the second was one of 
the various ”a+voiced murmur" token. 
Each "a+voiced murmur" was presented 
ten times randomly and the subject was 
asked to indicate whether the stimuh 
were different or not in anyway by 
pressing one of two response buttons. 
Before starting each test the subjects 
were familiarized with twenty to tl'urty 
presentations of the stimuli. 

' 3-RESULTS 
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Resultafromtbefirsteæ'imeni 
are presented in figure I. soon 
curvesofidentificanonofvoicingu 
function of occlusive silence' ‘ 
for naturally-hearing individuals were 
srmilartotbose yrepœœdin 
thelita'atnre. rangeofresuly 
obtamed‘ fromnormalsare m 
figureasashadedaœa. the… 
figure all individual curves obtarned 
from pathological ears are plotted. It 
canbeseenthataboutonehalfoftheœ 
curvesliewithinboundanes’ forncrmal 
ears,theothcrhalfexhibrtmg“ abnormal 
recults.'l‘hecmeaoutsrde‘ thencrmal_ _ 
rangeallshow.butinonecase,asrmple 
shft along the time axis keepmg' : 
steepnesssimilartononnalcurves. 

Figure 1 
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Results from theof second 
expenm‘ ent gave a series curves 
havingasrmrl‘ 'arshapeasthoseof 
1. Five heann' g-imparred‘ subjects 
indicated they could not perform this 
test _in spite of some supplementary 

mfigure2.Itcanbescen tfor _ 
normalearstherœultsaeemto-çhc 
closely abus a line, a correlation 
coefficient calculated on these data 



indicate the high value of 0.925 
significant at the 0.001 level. The 
malts from hearing-impaired ear: show 
a considerable scatter, associated with a 
correlation coefficient of 0.354 not 
statistically significant. Hearing- 
impaired ears with normal results at 
experiment 1 also showed normal 
results at experiment 2, only results 
outside normality show a considerable 
scatter. If all normal results are 
considered whether coming from 
normal cr pathological ears _; a 
correlation cf 0.836 significant at the 
0.01 level. In the group of pathological 
ears correlations were further 
considered with the following 
audiclcgical data : etiology of deafness, 
age of the patient, duration of deafness, 
and auditory thresholds at octave 
frequencies from 250 to 8000 Hz. Only 
two correlations were found significant 
at the level of 0.05. They linked 
auditory thresholds at 250 and 500 Hz 
with results of experiment 1. It must be 
noted however that the two wcrst scores 
at experiments 1 and 2 were observed 
for patients diagnosed as probable 
Mênière. 

Figure 2 
200 1 c 

'ai“ g 150- 0 
t. ‘ _ 
g 120- ° 

%: * . ° ° '0 80" Q ; o 

3 ‘ ooo -5 40- . 
> . 

o l l i 

0 40 6'0 'têo' 1èo'2ôo 
Occlusive silence (ms) 

Duration of Occlusive silence 
versus duration of voiced murmur; both 
giving a score of 75 95 success for all 
subjects of these expen'ments. Black 
dors : normal ears, circles : 
pathological cars. 
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4 - DISCUSSION 

Results of this study show an 
abnormally long silence duration 
needed by hearing-impaired individuals 
to perceive correctly the voicelessness 
of an intervocalic velar plosive. Data 
from the second experiment support the 
idea that this .on‘ginate from a 
deteriorated temporal resolution at 
voicing frequency. 

. The observed temporal shift in 
the hearing-impaired indicate that it 
may contribute to make their 
identification more vulnerable to fast 
speaking rate: and to noisy background. 
This study revealed that the time shift: 
for hearing-impaired subjects are 
significantly longer than those reported 
for elderly persons in earlier studies 
(Price and Simon 1984, Dorman et al. 
1985). The normal steepness of 
variations in perception may be a basis 
for improvement: observed when 
speaking clearly for the hard of hearing 
(Picheny 1986,1989).It also indicate 
that such a signal processing could be 
useful to several hearing—impaired 
persons. The high correlation observed 
in this study between the first and the 
second experiment support the 
hypothesis of an abnormally long 
ringing at low frequencies after the 
cessation of a sound in some 
pathological cars. Other masking effects 
may also occur on the burst or formant 
transitions of the following vowel but 
they are quite unlikely since they would 
cœur et higher frequencies where 
detection of temporal gaps requires 
much shorter duration: (Shailer and 
Moore 1983. 1985, Green and Forrest 
1989, Grose et al. 1989); the 
correlation: with audicgram 
impairement at low frequencies also 
support this notion. The worst results 
associated with probable Ménière age: 
with physiological findin s 
eîpäriinftelntal gaps of al (coding 
c e ow u sounds Cazals 
and Homer 1988). ency 
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PERCEPI‘IOII OP SYNCOPE IN NATIVE AND 
NON—NATIVE AMERICAN ENGLISH 

Joann rakes and 2 . 8 .  Bond 

Ohio'university, Athens, Ohio,‘U.s .A.  

ABSTRACT 
Native and non—native En— 

glish speaking subjects made 
forced choice identifica- 
tions of word triads embed- 
ded in phrases as spoken by 
three different English 
speakers. The triads con- 
sisted of 1) words with ini- 
tial unstressed [sa] sylla- 
bles, 2 )  words created. by 
vowel syncope resulting in 
s-clusters, and 3 )  words 
containing s—clusters. A 
three way analysis of vari— 
ance revealed a significant 
interaction between the two 
subject groups, word triads, 
and the speakers. Native 
subjects were better able 
than the non-natives in id— 
entifying tokens even though 
there were no differential 
patterns in production. 
There was some bias in terms 
of speaker and particular 
word stimuli. 

l .  - INTRODUCTION 
Both native and non—native 

speakers alter the pronunci— 
ation of English in casual 
speech, but perhaps in dif- 
ferent ways. For example, 
native Americans frequently 
employ syncope or vowel loss 
in the pronunciation of un— 
stressed .syllables. This 
phenomenon is well document— 
ed [ 3 ]  in the case of inter- 
nal unstressed syllables and 
appears to be correlated 
with word stress patterns. 
Such reductions seem to be 

more common in English than 
other languages because of 
its polysyllabic rhythm. 
Typicallyy syllables con— 
taining strong beats fal l  at 
irregular intervals and are 
surrounded or flanked by 
syllables with weak beats. 
Reductions also occur in 
initial unstressed syllables 
as in the casual pronuncia— 
tion of singes for suppose. 
In fact, vowel syncope may 
spill over into more formal 
styles as in the network 
news commentary reporting 
recent 'S'preme Court dedi- 
sions”. 

In the preceding example, 
vowel syncope results in a 
word with two juxtaposi- 
tioned consonants resem— 
bling a dictionary’ word 
which does indeed contain a 
cluster. For example, vowel 
syncope in m m ;  results 
in the production of 522913 
which them becomes a pos- 
sible homonym with sport. 
Just how listeners identify 
words containing vowel loss 
which become homonyme with 
real words is the question 
of interest in this investi- 
gation. It  can be hypothe- 
sized that correct word id- 
entification is based on the 
semantic content of the mes- 
sage. On the other hand, 
there could be confusions in 
the perception of the target 
word unless the phonetic 
characteristics of the ut- 
terance provide for cues in 
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its correct perception. 
Thus, i f  the content is am— 
biguous, there could be pho- 
netic information to aid in 
the ‘perception of the in— 
tended word. 

Before the perception of 
words containing vowel syn— 
cope can be adequately stu- 
died, the actual production 
of such items require de- 
scription. The phonetic de- 
tail of clusters resulting 
from vowel syncope was pre— 
viously investigated by 
Fokes and Bond [ 4 , 5 ]  . They 
tape recorded ten American 
English speaking subjects 
and four non-native English: 
speakers who read a series 
of six phrases or sentence 
sets. Each set contained a 
triad of test words embedded 
in the same phrase: 1)  a 
word beginning with an un— 
stressed syllable in the 
form of [ss]  followed by 
[p] or [ k ] ,  2 )  a real word 
containing an initial clust- 
er consisting A o f  [sp]  or 
[ s k ] ,  and 3 )  a word con— 
taining an artificially cre— 
ated [sp] or [sk]  cluster 
resulting from vowel syn— 
cope. The subjects reported 
no more difficulty in pro- 
nouncing such items as 
m than the other mem— 
bers of the triad, sport and 
support. Five tokens of each 
phrase for a l l  subjects were 
analyzed spectrographicly. 
No group patterns were found 
for either American or non— 
native English speakers in 
their ability to differen- 
tiate real from artificial 
clusters in their speech. 
The stops in artificial 
clusters were not always 
aspirated. ' In addition, 
these data did not show the 
systematic reduction in 
length of /s/ in clusters 
as opposed to singletons re- 
ported by Klatt [ 5 ]  and by 
Crystal and House [ 1 , 2 ] .  In— 

the initial fricative, voice 
timing, or stop closure plus 
vowel were noted. Such indi- 
vidual patterns were not 
found among the non—natives. 
Rather, they lacked consist- 
ency within their own indi- 
vidual productions as i f  at— 
tempting alternate produc- 
tions in a trial and error 
approach. As expected, they 
also inserted vowels within 
the real clusters which the 
Americans never did. 

Since there were no con- 
sistent group patterns in 
the productions of subjects 
in differentiating words 
with unstressed syllables, 
real clusters or artificial 
clusters, one might predict 
that listeners would be un- 
able to distinguish between 
the real -and artificial 
clusters when embedded in 
the same phrase. Alterna— 
tively, i f  listeners are 
able to perceive artificial 
clusters as their target 
words with an unstressed 
initial syllable, there is 
likely information in the 

_ speech stream that was un- 
detected in the studies by 
Fokes and Bond [ 4 , 5 ] .  Of 
interest also was whether 
differentiation between real 
and. artificial clusters is 
an ability restricted to 
American listeners or wheth— 
er non-native listeners also 
are capable of making dis- 
tinctions resulting from 

, vowel syncope. 

1 2 .  METHOD 
2 . 1 .  Materials - 

The stimuli for the pre- 
sent study were the produc- 
tions from the previous in— 
vestigation and consisted of 
-tape recorded readings of 

. short  phrase or sentence 
triads containing test words 
1) with an " initial un— 
stressed syllable beginning 

. with s 2 a real s or 
stead, 'individual subject _ [ l '  ) [ p] 

.patterns in the duration of 
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[sk] cluster, and 3 )  an ar- 
tificial [sp] or [sk] clus— 



ter. Each member of a triad 
was inserted into the fol- 
lowing phrase sets: 

On (succumbing, scumming, 
s'cumbing) at parties. 

He (secured, skewered, 
s'cured) the meat. 

The (supplies, splice, 
s'plies) of tape. 

My (support, sport, 
s'port) of baseball. 

Four tokens of each item 
spoken by three native Amer- 
icans and one proficient 
non-native speaker who had 
been speaking English since 
childhood were recorded in 
random order to make a lis- 
tening tape of 192 items. 
The speakers were selected 
on the basis of clarity of 
the tape and the absence of 
any trace of an unstressed 
vowel in words containing 
either the artificial or' 
real clusters. The reduced 
vowel was present in the 
test words with the un— 
stressed syllables. 
2 . 2 .  Subjects 

The two groups of subjects 
were college students: 15 
native American English lis- 
teners and 10 non-native 
listeners . The non—nat ive 
groups' experience with En— 
glish. was limited to aca— 
demic training in English in- 
their homeland and from two 
to three years English con— 
tact at Ohio University. 
2.3. Procedure 

The subjects made forced— 
choice identifications (ex: 
splice/supplies) of each of 
the tape recorded tokens. 
Subjects listened via head— 
phones in a quiet listening 
laboratory. 

3. RESULTS 
The percent identifica- 

tions of the triads by both 
groups of listeners are giv- 
en in Table 1. The American 
listeners identified real 
clusters and two syllable 
words nearly 100% of the 
time. They heard the arti- 

60 

ficial clusters as two-syl- 
lable words at 'variable 
rates ranging from 56.6% for 
one of the native American 
productions to only 7% for 
the non—native proficient 
speaker. 

Non-native listener iden- 
tifications of real clusters 
ranged from 79% to 90% and 
from 86% to 96% for two- 
syllable 'words. They iden- 
tified artificial clusters 
as two-syllable words from 
15% for the non—native 
speaker to 47% for one of 
the native speakers. Inter- 
estingly, the non—native 
subjects perceived the pro- 
ficient non—native speaker's 
artificial clusters as ‘the 
target word more often than 
the native subjects. 

Identifications were also 
lexically dependent: m 
was rarely heard as gggggmb 
(8%), while glpgxt and 
m m  were identified as 
two-syllable words 64% of 
the time. In fact, with the 
word @ removed from the 
analysis, identification of 
the artificial cluster rose 
to 59% for Speaker Four's 
productions and to 69% for 
Speaker' 2. Identification 
also rose to a level of 38% 
for' the non-native speaker 
productions as well. 

Identification scores were 
submitted to a 2 by 3 by 4 
repeated measures analysis 
of variance consisting of 
one between factor (two lis— 
tener groups), and two 
within factors (4 English 
speakers and. word. triads). 
The Greenhouse—Geisser ad- 
justed degrees of freedom 
were used to test the inter— 
action and main effects. 
There were the following 
significant interactions: 
speaker by listener group 
(F = 4.74: df = 2.27,52.11: p<.01): speaker by word tri- ad (F = 35.11: df - 3.26, 
75.02, p<.0001): and speaker 
by listener group by word 

triad (F = 5.81: df = 3.26, 
75.02: p<.0009). There *was 
no listener group by ‘word 
triad interaction. In deter— 
mining the source of the 
interactions, Speaker One 
was clearly different in 
that her artificial clusters 
could not be identified as 
intended by native subjects 
but were identified at some- 
what higher rates by non— 
native subjects. Also sig- 
nificant were the main 
effects of listener group 
(F = 2 3 . 3 5 :  df = 1, 23: 
p <.0001): speaker (F = 
45.97: df = 2.27, 52.11: 
p <.0001): and *word. triads 
(F = 464.22: df = 1.44, 
33.11, p <.0001).  

4. CONCLUSIONS 
The American native sub— 

jects were better able to 
identify artificial clusters 
as the target word contain- 
ing the unstressed initial 
syllable than the non-na— 

' tives. This ability cannot 
be credited to semantic cues 
only since the test words 
were embedded in. the same 
phrase. Subjects, however, 
were highly influenced by 
specific words and the lin— 
guistic background of the 
speaker. _ 

Because there was no Sin— 
gle invariant acoustic pat— 
tern separating real from 
artificial clusters, we spe— 
culate that both groups of 
listeners were using mul— 
tiple cues as a basis for 
perceptual judgments… That 
is, any one speaker may have 
used a set of cues which, in 
turn, may have signaled the 
intended target word. 

In addition, listeners may 
have the facility of adapt— 
ing to the peculiarities of 
individual speakers and 
their intentions. Apparent— 
ly listeners are able to 
perform in this manner even 
when given a minimal amount 
of speech data. 
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Tabla 1. Keane and 95% confidence intervals 
for native and non—native English subjects 
in identifying tha ati-nina triade. 

TRUE CLUSTERS 
Native Ron—native 
Mean 95% 0.1. Mean 95% 0.1. 

| 90.4 82.6-98.3 32 | 93.9 97.1«100 
l 
I 

8 3 . 8  1 ‘ 0 0 - 9 3 Q O  
’en: 6 9 0 0 — 8 9 0 3  
86.7 78.4—95.0 

97.8 96.3— 99.1 
99.3 97.9-100 

| 99.2 93.2-100 
| 99.7 99.1—100 

sa | 99.4 98.6-100 
| 100 100 —100 

8 6 . 7  76.9-96.5 
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OI VOIIL CENTRAL.IIGHANISHS 
PIRCIPIION} CAŒEGORIZAIIDN' AND IIIILIION 

Inna A. Vartanisn, retiens V. Chernigovsksya 

I.I.Sechencv Institute 
Academy of Sciences of the USSR, Leningrad 

' ABSTRACT 
Cerebral lateralization of 
speech processing depending 
on the type of the task 
presented, type of answer— 
ing—vocal or manual, side 
of stimulation, e t c .  was 
examined. Dcminance for  
different aspects of speech 
and complex non—speech 
sounds perception is shown. 
The paper presents the re- 
sults of monaural testing 
in normal listeners, the 
stimuli being amplitude— 
modulated noise and tones 

- and CVS syllables with na— 
tive and foreign vowels. 

1 . INTRODUCTION 
Speech processing involves 
rapid decoding and con— 
struction of meaning from a 
transitory acoustic s 1. 
The necessary lingu st ic  
skills are usually associ— 
ated with the functions of 
the l e f t  hemisphere (LH) .  
The last decades undoub- 
tedly proved the fact  of  
the right hemisphere (RH) 
involvement in speech pro— 
cessing — both perception 
and production. . I t  was 
shown that LH. mechanism 
provides for correct phone— 
tic analysis, enabling to 
reduce sound continuum to 
functionally relevant seg— 
ments, while the role of 

“ t h e  RH is to realise global 
template recognition, dis- 

criminate the pitch, indi— 
vidual voice qualities, 
prosodic features. Our re- 
search shows that LH mecha- 
nisms secure accuracy of 
process unfamiliar, no- 
vel mater a l ,  while RH pro— 
vides for quick orientation 
in familiar information. We 
have also shown the dif— 
ference in hemispheric ihr 
volvement in the perception 
anä :production of nativî 
an ore anguages. I 
is impor ant to mention 
that both hemispheres can 
use various cognitive stra— 
tegies depending on & num— 
ber of factors including 
individual differences caur 
sed by genetically programe 
med lateralization of cog— 
nitive functions as well as 
those formed as a result of 
Îome specific trainîäg — 

e background clur 
ding. Ëecent data show that 
predominant LH or RH influ- 
ence on information proces— 
sing is determined by the 
task factor — either expe— 
rimental cr real and con- 
sequently the necessity of 
cognitive style choice: 
analytic for one class of 
tasks versus _ holistic, 
Gestalt for the other. I t  
is crucial that not all the 
stages of speech processing 
imp y hemispheric_ involve— 
ment, i . e .  higher cortical 
functions — lateralizaticn 

. c a n  be the result of sen— 
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sorimotor resolution capa— 
cities.This paper demon- 
strates the research in 
cerebral dominance for  dif— 
ferent types of information 
processing: detection, imi— 
tation and categorization 
of speech and complex none 
speech samples. 
The authors are grateful 
for the help of prof. N. 
Svetozarova, Leningrad 
State University, U.S.S.R. 
and Dr. K. 0gorodnikova, 
Bryn Hawr Coll. PA, U.S.A. 
for the construction and 
recor of stimuli se t .  
Parts of this paper, under 
a different t i t l e  , were 
presented a t  the Annual 
Meeting of the Interna— 
tional Neurophyziological 
Society, San Antonio, 
Texas, February 1991- 
2 .  METHODS 
2.1. Experiment I 
The subjects were 24 normal 
listeners between 20-50 
years of age, all native 
speakers of Russian, right— 
handed.- The stimuli sets  
were CVC syllables made up 
of natural speech sounds 
produced by a male Russian— 
French bil l .  Russian 
stop consonan 8 were used 
to construct syllables on a 

_oomputer and record the 
es t .  The resulting -tape 

-consisted of 24  trials with 
3—sec.interval which per— 
mitted subjects to record 

" t h e i r  responses manually cr 
vocally. The stimuli were 
presented monaurally to the 
right or the lef t  ear in 
turn. Reaction time and 
type of answer were regis— 
tered automatically. All 
possible combinations of 
hands and care were used. 
Subjects were asked to give 
simple vocal or manual res— 
ponse, to  imitate the sti- 

produce or write the 
Russian syllable similar to 
the target one. 
2.2. Experiment II 
49 normal subjects between 
24 and 36 years of were 
tested. The stimul were 
amplitude-impulse—modulated 
sounds of different dura- 
ticns. Sounds were noise 
(frequency e 350—3000 
H z ) ,  sustained ones (250, 
800, 1000 and 4000 Hz) and 
linearly frequency modula- 
Ëeîlîâëesf'ith rising and 

a requency changes 
(from 400 to 700 and from 
700 to 300 Hz) .  The dura- 
tion of a sequence of pul- 
ses was 0.08—3.2 sec.,  im— 
pulses being linearly 
rising or falling. The 
rythm was 5—80 pulses per 
second (medium - 30 pulses 
per second). Subjects were 
asked to classify the sti- 
muli according to two pos- 
sible perceptual parameters 
— speechrlike and.mcving in 
space (approaching or mo- 
ving away). The stimuli 
were presented monaurally 
to the l e f t  and right cars 
in quasirandcm order. Sub- 
jects were _instructed to 
respond.monaurally ( l e f t  or 
right in different ses- 
'sions). Reaction time was 

mulus most accurately, “ t o  
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automatically registered._ 

3.RESULTS ~ 
Subjects turned out _ to-- .be 
grouped in two extremes the 
remaining arranged in be— 
tween as to  their psycho— 
physiological or _ation. 
The comparison c the up 
differences reveals (içrîhe 
"reciprocal” character_ of 
one of them, i . e .  sharply 
different latent t imes '  de— 
pending on the stimulation- 
sides, the parameters of 
the stimuli being identical 
and ( i i )  the "synaergicfi 
group demonstrating ap- 



proximately the same reac— 
tion time irrespective of 
the stimulation. side and 
other conditions: subjects 
of this group make signifi— 
cantly less mistakes com— 
pared to those of the first 
one. Exploratory analysis 
reveals groups of subjects 
characterized by different 
hemispheric involvement in 
processing native and fo— 
reign 1 e material — 
both vocal and manual reac— 
tions show it definitely. 
3.1. eriment I 
The de a provided evidence 
of reaction time hierarchy . 
in different task types. 
The first range is the time 
needed just to hear the 
stimulus and start reacting 
manually; the second - to 
decide which of the stimuli 
was presented and the third 
- to simulate articulation 
movements of the stimulus 
without ' phonation. The 
greatest reaction time was 
registered when the stimuli 
were presented to the left 
ear, while the response was 
given by the left hand; the 
least - when the stimuli 
were presented to the right 
ear and the response was 
given by.the right hand. It 
must be noted that though 
individual reaction times 
may very around the measue 
red value the relation be— 
tween the ranges remains 
stable. Vocal responses 
also show hierarchy of la— 
tent times. It should be 
mentioned that processing 
of native versus foreign 
syllables seem to be con— 
trolled by different cere- 
bral structures: "foreign" 
need mostly left hemisphere 
mechanisms — both for imi— 
tation and categorization;- 
(probably it is caused by 
the necessity of phonemic 
coding). While native syl— 

lables can involve both 
(right and left) hemisphe- 
res. 
3.2. eriment II 
The de a showed.three dis- 
crete es of stimuli 
durations revealed in clas— 
sification tasks of ampli- 
tude-impulse—modulated tar— 
gets according to their 
perceptual parameters: 
0.08-0.2 sec.; 0.2—0.6 
sec.; 0.6—3.2 sec. The 
subjects used these ranges 
to identify the stimulus as 
hoarse, speechrlike (cone 
sonant—like with noise car— 
rier and accent—like with 
tone carrier) or moving 
space (approaching with 
rising amplitude and.mov 
away— with falling one). I 
was shown that classifica- 
tion task is being solved 
within the same time limits 
irrespective of the stimur 
lus acoustic parameters — 
rythm of pulses, duration, 
carrier frequency, ampli— 
tude shifting, the side .of 
stimulation etc. — in the 
average-latent time was 1.5 
sec. However, it should be 
emphasized that the usage 
of "speech—like" criterion 
ificreîîes bïgnâo per cent 
w en e s 1 s be 
addressed to the right ÊËË 
misphâäe, iii. to the left 
ear. e f d s s est 
that classificäîäon gäâce- 
dure in the given experi— 
ment was based on deal 
with individually formed 
functionally relevant temr 
plate recognition. Opposite 
to it, experiments with 
amplitude changes identifi- 
cation show basic impor— 

. tance of (a) stimulus pre— 
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sentation side and (b) the 
use of the right versus 
left hand for the response. 
The maximum differences 
were examined in the range 
of ”speechrlike” durations 
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revealed in classification 
experiment. The data demon- 
strate two main t es_ of 
sensory—motor organ zation . 
of subjects, the dependence 
of lateralization on the 
experimental conditions - 
side of stimulation, type 
of _task, t e of answer 
(vocal/manual , ear/hand 
combinations,etc. 
The results have basically 
revealed that classifica— 
tion and imitation procedur 
res_involve different hemi- 
sphere mechanisms depending 
on individual characteris— 
tics of subjects. 

4. CONCLUSION 
We put forward a suggestion 
that in central regulation 
of speech all high level 
processing of new and com- 
plex information seems to 
be the_ function _of LH, 
while familiar information 
engages both or RH prefe- 
rably. Speech processing, 
therefdre, most probably 
uses hi er levels in in— 
terpret lower levels. of 
perception. LH provides for 
phonemic encoding and 
structural analysis of com— 
plex acoustic stimuli both 
in perception and imitation 
using short-term memory; RH 
real zes global template 
recognition. It‘ should be 
emphasized that perception 
is language specific and» 
depends . on individual 
'acoustic and 1 e back— 
ground. The de a demon- 
strate different types of 
organization of subjects 
irrespective of the type of, 
experiment; which is =of 
importance in interpreting 
mean or normalized data. 
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FACTORS AFFECTING THE GIVEN-NEW 
DISTINCTION IN SPEECH 

Sarah Hawkins and Paul Warren 

Department of Llnguistics, Cambridge University, UK 

ABSTRACT 
Much attention has been paid to variation 
in acoustic properties depending on 
“rhuba- a word is ”new” or ”given in a 
discourse. The hypothesis of this paper 
was_that th_e given-new distinction is 
relanvely ummportant in the perception of 
nca-mal conversations] speech. Selected 
words and CV fragments from those 
words were excised from conversations 
wrth 3 pe0ple and their intelligibility was 
measm'ed. Sentence stress. the particular 
consonant involved and individual speaker 
characteristics all affect intelligibility more 
than the given-new distinction. 

! . INTRODUCTION 
Experiments show that the information a 
_word contribute: to a discourse can affect 
rts mtelligibili : more predictable words 
tend_to be en less clearly than less 

ctable words. Predictability that has 
. n shown to affect intelligibility 
mcludes the meaning and grammar [6], 
and _whether the word has been used beforeinthediscom-se [2]-theso-called 
new-old, or given-new, distinction. 

These differences in intelligibility are 
statistical tendencies: not all words are 
affected. and some of the differences are 
small. Moreover, whereas some studies 
find differences in acoustic measurements 
that correlate with intelligibility 
differences, others find no differences in 
the same parameters, albeit in different 
languages [cf. 2; 4; 5]. . 

If the givenfl—new disänction has a 
sr t m  uence ou e intelligibili 
of::lllfiîgech, there would be importartii 
consequences for models of both human 
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and machine speech recognition. 
However, this paper reports preliminary 
work intended to investigate the 
possibility that "given versus new" is too 
simple : distinction to be useful for 
normal conversations] speech. 

O_ne challenge in studying the given-new 
distinction is defining what is “old" 
information. Most studies treat the first 
instance of a word as new, and later 
mstances as old, or given. While this may 
be appropriate in an analysis of the 
discourse, it is unlikely to be appropriate 
for_ predrcting the intelligibility of 
mdrvrdual words or parts of words in 

conversations. A second or later 
word may be spoken in isolation, or with 
contrastive stress, for example, both of 
which might be expected to increase rather 
than reduce its intelligibility. We do not 
question that predictability is one factor 
that can affect intelligibility. But we do 
suggest that in normal conversational 
speech, the given-new distinction has 
only a small effect on intelligibility; other 
factors will be atleastasinfluential. 

Patterns of intelligibility are likely to 
depend on the types of discourse and 
speech being analysed. Large 
intelligibility effects due to the given-new 
distinction have tended to be found with 
speech that has been controlled for several 
aspects of linguistic context, or with tasks 
where clarity of speech and style of 

ntation are crucial [l,  2]; even here, 
intelligibility also varies with the 
mformation content of the repeated word 
and the experience of the speaker [l]. 

Fluent reading of texts may give a 
distorted vrew of the prevalence of given- 

new distinctions in speech. Texts 
designed to elicit such differences in 
intelligibility are likely to produce them. 
But these differences may be much less 
likely to occur in normal conversational 
speech, which typically has shorter and 
less grammatically complex phrases. 
Hunnrcutt's [4] finding that a greater 
intelligibility effect arises with long 
sentences typical of the written but not the 
spoken language supports this view. 

Word intelligibility is also likely to be 
influenced by phonetic factors. The 

.prosodic context has already been 
mentioned. Differences due to segmentat- 
phonetic structure could depend on the 
acoustic properties of the sounds involved 
and/or to the phonological inventory of 
the particular language. For example, 

' stridency is normally a robust acoustic 
property, and the range of possible 
articulations for a strident sound is fairly 
small. Thus stridency involves relatively 
little spectral variation even in casual 
speech. For languages in which a 
strident—nonstrident distinction is 
phonemically contrastive, then, strident 
sounds might be expected to retain a high 
level of intelligibility in most contexts. 

A phonetic difference that is mainly 
_ dependent on phonological space is the 
leniting of velar stops in English. The 
only velar consonants in English are oral 
and nasal stops; so, since It]! can only be 

' syllable—final, and the acoustic correlates 
of nasalization are fairly distinctive and 
distributed over time, leniting lg! and [kl is 
unlikely to pose problems for the listener. 
In contrast, alveolar stops share a 
crowded section of English phonological 
space, and typically are not unlike strident 
fricatives in some of their spectral 
properties. In comparable phonetic 
environments, then, we would expect 
velar stops to vary more than alveolar 
stops in manner of articulation. 

2.EXPERIMENT 
To examine the worth of these arguments, 
we collected from natural conversational 
speech repeated tokens of the same words 
spoken by different people. We then 
measured the intelligibility of the whole 
words and their medial consonant. The 
words were all bisyllabic and stressed on 
the first syllable. The medial consonant 
was (a) the sound of interest (b) where the 
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word became lexically unique, and (c) one 
of /dge  si l .  

Media] consonants were chosen so that, 
as far as possible, the immediate phonetic 
context was controlled for coarticulation 
effects. Medials also allow the possibility 
of presenting CV, VC, and VCV portions 
of the words to listeners for identification. 
Requiring the media! consonant to 
represent the word's uniqeness point 
greatly constrained the choice of words, 
but had the advantage that word 
identification would take place under 
similar conditions of lexical access [cf 7]. 

The choice of sounds was governed by 
the existence of suitable words and by the 
following considerations. 1. ls ! are 
strident; the others are not. 2. lol ‘ vary 
in manner of articulation more than the 
others, so under comparable conditions its 
intelligibility should vary most. 3. The 
experimental manipulations and acoustic 
analyses are more straightforward for 
voiced than for voiceless stops [3]. 4. The 
fricative lol resembles ls [ in that it is 
long (so could have an intelligibility 
advantage when excised from running 
speech), but it is nonstrident. 

3. HYPOTHESES 
Over the whole corpus: 
l .  First tokens of words and of medial 
consonantal fragments will not differ in 
intelligibility from second tokens. This 
will also be true for the subset of first and 
later tokens bearing nuclear stress. 
2. Tokens with nuclear stress will be 
more intelligible than with secondary or 
no stress, regardless of how many times 
the word has been used in the 
conversation. 

Isolated sounds will differ in intelligibility 
such that: - 
3. Strident (Is ;!) sounds will be more 
intelligible than other sounds overall, and 
later instances will be as intelligible as the 
first instance. 
4. Because we expect lol to vary more 
than Id]. la! will be more likely to show 
variation due to the given-new contrast 

. and to differences in sentence stress. 

5. People will differ in the overall 
intelligibility of their speech and in how 
much it conforms to these predictions. 
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4.METHOD ' 
The selected materials were sorted into 
four ‘topics'. Two women and one man, 
speakers of Southern British English, 
each discussed them with the 
experimenters in a sound-treated room. 
The speakers all knew the experimenters, 
and spoke in relaxed conversational style. 
Pictures wereusedtostimulate andguide 
discussion towards the words we were 
looking for. In the vast majority of cases 
the experimental subjects were the first 
users of the words of interest. 

The tepeated experimental words selected 
from within each speaker’s discussion of 
the relevant topic were: ]. the first 
production of the word; 2. the second 
production; 3. where possible, the next 
production contrasting in stress with the 
second token. In this paper, the third 
tokens are only used in comparisons of 
nuclear with other stress levels. The 
resulting 21. word sets were digitally 
excised from their fluent contexts and 
recorded onto digital audio tape for 
presentation to listeners. 

For word identification, tokens were 
heard in white noise at a signal-to-noise 
ratio of SdB above the average intensity of 
the speech (excluding silence). Each 
subject heard only one token of each test 
word, counterbalanced across nine 
versions (3 speakers 1 3 repetitions). The 
ISI was 4s, during which subjects wrote 
down the word they had just heard. Each 
test list had between 17 and 19 words and 
was preceded by 6 practice words. , 

In a second task, fragments containing ' 
consonantal information were excised: for 
stops, the burst and following 80 ms; for 
fricatives, the fi'ication period plus 40 ms 
of the following periodicity. No noise was ' _ 
added. Each listencr heard all excised ' 
segments in one of two randomisations, 
preceded by a 6-item practice list. The ISI 
was 2s, with a longer ISI after every tenth 
item. Listeners wrote down the 
consonant(s) they heard. ‘ 

- 90 students completed the word 
identification task (10 on each version); 

. 10 further students took part in the- 
consonant task. Both tasks were open 
response. Listeners heard the materials _ 
over headphones in a sound-treated room. 
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{_ stress (66% vs 53%)-' _. " 

5. RESULTS 
The predictions were tested using 
ANOVAs, with des‘igns"'dîffering 
according to comparison. We smmnarise 
some of the more interesting results a 
far. Differences reported as sigri 
achieved a probability of 0.05 ct better. 

Words. Following [2.3] a response was 
scored as correct only if the whole word 
was identified correctly. Our argument 
that conversational speech should show 
no general tendency for the new-given 
distinction to appear is su [? the 
finding ofno overall effect this actor 
in the intelligibility scores. In contrast to 
this, we find a clear effect of stress typet 

- words carrying nuclear stress arc 
significantly clearer than others (68%“vs 
50%). Taken together with the 
distribution of stress types in our sample“, 
this goes along way towards accounting 
for the lack of a new—given distinction. 
The new items almost all have nuclear 
stress (92%), and so do a large minority 
of the given (44%). Unsurprisin ly, 
amongst the words carrying nuc ear 
stress, there is no effect of new vs given. 
There were also no overall speaker 

' differences for word intelligibility. 

In un attempt to control for-some of the 
vanabilityinparametersodrerthanthatof 

”new ys given, we chose a subset of 
_ materials with comparable phonetic make.— 

up (onc word, produced b all speakers, 
fromeachoftheñvesounti' Mathis 
subset new items are signÆfly more 
intelligible (78% vs 45%). However, it is 
gossible that there is a confoundin effect 

ere of prosodic context, since 1 of 15 
newitemsareinnuclearposition,but4of 
15 given. Further work is needed here. 

_ C o n s o n a n t s .  In scoring'of the 
identification of consonants, we are 

' interestedprimarilyinplaceandmannm 
errors in voicing only are therefore 
counted as correct. As expected, we 
found significant effects of sounds and 
speakers. Strident fricatives achieved by 
far the best scores fil: 91%, Isl: 87%I). 
wrth Id! and la! intermediate (56% and 
55%) and lol worst (19%). The stress 
efi'ectfoundforthewordtaskisreplicated 
here, with significant] fewer errors for 
consonants from w bearing nuclear 
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The M! and la! groups were evaluated 
further to compare the contrast in 
“stridency” and “phonological space” 
discussed above. The figure shows the 
predicted significant interaction of sound 
(Id-g!) with given-new, as well as main 
effects of speaker and given-new. On the 
whole, lg! loses intelligibility on repetition 
whereas [dl does not, but the effects are 
much greater for some speakers. 

7. REFERENCES 
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6. CONCLUSION 
Our hypotheses regarding whole words (1 
& 2) were supported by the general 
finding that sentence stress affects 
intelligibility more than the simple given— 
ncw distinction. The hypotheses for 
consonants were partially supported rn 
that strident fiicatives were always highly 
intelligible (3), and in that given—new 
differences appeared for la! but not M! (4). 
However, the sentence stress effect found 
for whole words did not appear for 
isolated consonants. Whereas speakers” 
whole words did not differ “ i n .  
intelligibility, there were large differences 
in the intelligibilty of their isolated 
consonants (5). This finding suggests that 
individuals vary in how much they 
distribute acoustic cues within words; 

~ listeners’ perceptual strategies must show 
the requued‘ _ flexibility [cf. 3,7]. 

Mam & Lang, 26, 489—504. 
[3] HAWKINS. S. (1989). “Reconciling 
trading relations and acoustic invariance”, 
Eurospeech, 2, 682-685. _ 
[4] HUNNICU’IT, S. (1987), “Acoustic 
correlates of redundancy and 
intelligibility”, Stockholm: KT H . STL- 
QPSR. 2-3. _ 
[5] KOOPMANS-VAN BEINUM, F.]. 
& VAN BERGEM, DR. (1989) “The 
role of ‘given’ and ‘new’ - in the 
production and perception of vowel 
contrasts in read text and in Spontaneous 
speech”, Eurospeech, 2. 113-116. - 
[6] LIEBERMAN, P. (1963), “Some 
effects of semantic and grammatical 
context on the production and perception 
of speech”, Lang. & Speech, 6, 172-187. 
[7] WARREN, P. & MARSLEN— 
WILSON, W.D. (1987), “Continuous 
uptake of acoustic cues in spoken word 
recognition”, Perception &. 
Psychophysics, 41, 262-275. 
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Tatiana.V.Chernigpvsksya, Inna A. Vartanian 

I.I.Sechenov Institute 
.Acadsmy of-Sciences of the USSR. Leningrad 

' ABSTRACT 
I t  is now well recognized 
that the right hemisphere 
is concerned with proces— 
sing of prosodic features 
of speech — intonation, 
rhythm and stress. There 
are however contradictory 
data concern _ linguistic 

‘prosody as mos of the re— 
search -involve affect ive 
stimuli-_only. The paper 
deals with neural aspects 
of both kinds of prosody in 
normal listeners. The re— 
sults.show hemispheric spe— 
cialization for linguistic 
and affective prosody,the 
latter being a complex con- 
tinuum. 

1 .  INTRODUCTION 
A role of the right hemi— 
sphere in the med ation of 
emotional speech was shown 
as early as-1874 by H.Jac— 
kson who observed that emo— 
tional words ( i . e .  cuirses) 
were selectively spared in 
some ups of aphasics. In 
1947 .HonradrKrohn demar— 
cated - the  processing of 
affective and linguistic 
prosody. He was one of the 
first to show right hemi— 
sphere dominance . fo r  emo— 

— t i o n a l  characteristics of 
speech. During the past 
twenty years a special role 
for “ the  right hemisphere 
has been demonstrated for  
emotional processing, based 

_ —  
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on studies examining ex— 
pression.and understan 
of emotion in brain—damage — 
patients and normal sub- 
jects. Nevertheless 1n the 
majority of papers compre- 
hension and production of 
intonation as a whole is 
s t i l l  being associated with 
the function of the right 
hemisphere, "intonation" 
interpreted by brain? spe- 
cialists as emotional char— 
acteristics of speech, line 
guistic intonation be 
neglected. There are a 10 
of contradictory data, 
showing'not only ri t he— 
misphere, but lef hemi— 
sphere involvement in pro— 
cessing intonations of dif— 
ferent types. Some results 
are difficult to interpret 
because o r ~ - t h e -  principle 
difference in investigation 
procedures, stimuli sets ,  
types of  questionnaires, 
e tc .  In fact there is no 
adequate hypothesis for 
laterality of any prosody 
yet .  The present paper 
covers part of a cross- 
cultural investigation of 
hemispheric role of proces— 
sing affective and 1 i— 
stic prosody carried ou in 
normal subjects and in 
brain—damaged.patients. The 
aim of the study is to 
clarify the extent to which 
traditionally known right 
hemisphere involvement in 
the process is adequate. 

The paper deals with neural 
representation for the per— 
ception and imitation in 
normal listeners. 

2.!ETHOD 
2.1.Subjects. 
Male and female adults, 
post duates, aged 20-50, 
r —handed. 
2 .  . Stimuli. 
The stimuli were Russian 
phrases of different prosc— 
dic types — both linguistic 
and affective. The set was 
formed of -(i)oommunica— 
tively different phrases, 
designating types distinr 

shed from each other by 
intonation alone: (ii)syn— 
tactically different phra— 
ses — declarative, inter— 
rogative, imperative, ex— 
olamatory, e t c .  (iii)phra— 
ses with differing sentence 
accents, depicting semantic 
factors and revealing com— 
municative centers of the 
sentence — arbitrary syne 
tactic complexity with me— 
aning differentiating pro— 
Body; (iiii)emphatic pro- 
sody types, expressing sur— 
prise, politeness, anger, 
delight, e t c . ,  all chosen 
at  random. The stimuli were 
read and recorded by a pro— 
fessional. 
2.3.Procedure. _ 
Every subject was listening 
to the same recording. The 
stimuli were presented mo— 
naurally to either the l e f t  
or the r t ear in random 
order, no se being presenr 
ted to the other ear. After  
the presentation of every 
sentence subjects were as- 
ked to choose o n e ”  of ” t h e  
answers printed on the 
test—cards. - T h e  reaction 
time and types of answers 
were registered. ' 
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3.RESULŒS. 
The data demonstrate right— 
hemisphere advant e for 
processing emotions -stimue 
l i  - there were signifi— 
cantly fewer_errors and.the 
shortest latent periode 
when the stimuli were pre— 
sented to the l e f t  ear than 
to the right one. Communi- 
catively or syntactically 
different phrases appeared 
to be a complex perceptual 
domain — some intonation 
types -”analytical” -seem 
to involve le f t  hemisphere, 
while the others —”Gestalt- 
like"— show a privileged 
role of the right hemi- 
sphere. Sentences of dif— 
ferent phrase accents 
showed surprising latera— 
lity effects  -the majority 
of subjects revealed lef t— 
hemisphere dominance accor— 
ding to reaction time and 
correctness o f “  answers. 
This stands in marked. cone 
trast to the results for 
prosody perception reported 
earlier, Ade uate imitation 
of prosody d not reveal 
definite right hemisphere 
superiority as it  could be 
expected a priori. I t  ap- 
peared that cognitive and 
oommunicational validity, 
the de 9 of syntactic 
complex ty and.novelty can 
produce strong effect  on 
hemispheric preference." 

4.00NCLUSIONS.- 
Our previous research de— 
monstrated that right— 
hemisphere mechanisms may 
be responsible for adequate 
actual sentence division 
and for other semantic fac— 
tors needed_ for sentence. 
interpretation (e.g. prosc— 
dic expression of given/new 
distinction - functional 
sentence perspective). Our 
experiments in linguistic 



competence show that cere— 
bral hemispheres play es— 
sentially different roles: 
the right one operates 
largely with extralin— 
guistic reality, i t  relates 
sign to i t s  different.  The 
l e f t  hemisphere interre— 
lates signs, refines the 
process of speech produc— 
tion. In analyzing grammar 
i t  uses transformational 
rules while the right hemi— 
sphere uses "given/new" 
strategy, which in Russian 
may be provided by the de— 
f ini te  word order of speci— 
f i c  prosody - the fact that 
has never been investigated 
in the light of hemispheric 
specialization. 
The findings under discus— 
sion suggest that not only 
linguis 10 prosody may be 
associated with l e f t  hemi— 
sphere mechanisms versus 
right hemisphere mechanisms 
as emphatic but that lin— 
guistic prosody itself is 
most possibly divided be— 
tween the hemispheres de— 
pending on the semantic 
factors. ' 
In our study we find evi— 
dence for  left—hemisphere 
preference f o r  the lin— 
guistic types of prosody 
and right hemisphere pre— 
ference for  emotional 
prosody, which is  in accor— 
dance with literature data 
from brain—damaged 
patients. The most informa- 
tive appeared to be senten— 
ces of different actual 
sentence division. The per— 
ception of  such phrases 
demonstrated surprising 
laterality e f f ec t s  — the 
majority of  subjects reve— 
aled l e f t  hemisphere domi- 
nance fo r  complex phrases 
that needed special analy- 
sis versus right hemisphere 
dominance for  wellknown, 

7 2  

previously familiar 
"Gestalt—like" phrases, 
%sychologically “idioma- 

ic" .  
We consider these findings 
to be of interest because 
of several _fac tors :  ( i )  
normal subjects used for 
the procedure, ( i i )  line 
guistically‘balanced stimu— 
l i ,  ( i i i )  new type of pro— 
cedure — noise for  masking 
the other side of percep— 
t ion,  reaction—time measur 
ring, specially designed 
"answer—cards " , e t c  . 
NOTE: The help of prof .  
N.Svetozarova, Len” rad 
State  University, in ape 
construction and recor ‘ , 
and her invaluable commen s 
are gratefully acknow— 
ledged. 
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L'I'NFLUEHCE DE LA DUREE DANS L'IDEHTIFICATIOH DES 
LIQUIDES: ETUDE COMPARE! EN ESPAGNOL DE BUENOS AIRES ET 

EH FRANCAIS DE MONTREAL 

Bemlt lunes“, Inria Amelia Garcia Judo” et Higeelina Gains” 

‘Universié u Québec i Montréal, Canada, et "Laboraton‘o de Investigaciones 
Semaines, comen, Buenos Aires, Argentine 

AB S'I'RACT 
Th‘n paper compares acoustical and temporal 
cues of Il! and fr! in Montreal French and 
Buenos Aires Spanishvith their identimation 
insyllabi: context 
Tm Argentinian ml tro French Canadian 
speakers recorded short nuances in which 
Illarrl !rr'iiguruincli',‘i'Candlalcir 
connu with tin vovels m, la! and lof. 
Segura: of du: “Murmur: seleœd for 
pemeptual analysis. Itvas found tint, mstof 
thetinæ,inbothlanzuœes,theliquilsare 
perche-ed as nnduhtbrs of the intensity or 
tin timbre of tire contigmus vowel and that 
may cannot be mum unless the selected 
Mountains Mormon cycles ofthet 
voute]. The modulatiom take different etapes 
according t: tir: langue, the oonsomnt, its 
pmeinthesyllableandthecomigmus vowel 

1 .  INTRODUCTION 
Ceuavañfaitpertie d'unproietpltovese 
portera sur l’analyse des simflimdes et des 
différences entre les consonnes latérales et 
vibrantes du parler espen de Buenos Aires 
et du parler harnais de Montreal Des études 
anûrbures présentent des observations sur les 
propriétés «musiques et perceptuelles de ces 
communes en espagnol (Guirao et Rosso [4], 
Garcia Juredo, Guirao et Rosso [3]) et en 
hormis (CMcoulofl [1,2], Somme [5,6,7], 
Tonsigmm [BD. 
Nous mas proposons de comparer les 
principales caractiristiques acoustiques et 
temporelles de Il! et fr! en rehtionavec leur 
identificatlon en contre syllabilue, en 
Mum de debnniner la duree minimle 
… pour l’ilentifimt'nn de ces sons et 
d'analyser les changemnts qui maniement 
dans la portion critique du segment temporel, 
c’est—Hire la portion où il y a recouvrement 
des timbresde locomonneetdelavoyelle 
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adjacente. La présente étude doit Em: 
compliée par une étude perceptuelle faisant 
appel à des auditeurs des deux langues. 

2 .  METHOD! EXPERIHEHTALE 
Quatre locuturs moulins, deux argentins et 
deux canadiens, ont enregistré des phrases 
comes oonenant les émissions de II! et fr! 
en contres de CV , V0 et la./CV avec les 
voyelhs t‘a/, f i l  et loi. L’orde complexe 
chum par ordinateur et dont des exemples 
sontillostres dans les figures 1 et 2 de lapege 
suivante a servi de base à l'étude acoustique. 
On pouvait y voir la voyelle, la liquide, airoi 
que la port'nn critique. Un traitement de ces 
sons a êe' effectué en tenant compte de leur . 
variation dans l’ordre temporel Nous avons 
sélectionné au moyen de curseurs des 
segments du train d ondes de chacune des 
syllabes emises. Nous mm erouite ecoue' h 
portion corresporrlant a la consonne afin de 
déterminer si elle pouvait etre identifiée 
isolement. Puis les segmeno ont ét‘. ernputes 
de leurs extrémités à commencer par cell: de la 
voyelle jusqu’à Fobœntion de la portion 
temporelle minimle mns permettent de 
percevoir encore la syllabe. L’étude a pom’ sur 
ce mot minimum. 

3 .  RESULTATS 
D’une façon générale, les liquides se 
presenent comme une modulation du timbre 
ou de l’amplitude de la voyelle alimente. Cette 
nndification peut s'étendre à rente h syllabe, 
ouse limi'eraune partie decelle—ci Lorsque 
seulement une partie de la syllabe est ainsi 
mdifn'e, 11 est possibb d ’observer un 
'tradingoif': uneplusgrandedurêedela 
voyelle mdifieeavecunedtnee plusbreve de 
la voyelle nbre équivaut a la combinamn 
opposée d’une durée plus brève de h voyelle 
mdifiêeavecunedmee pluslonguedela 
voyelb hbre. 

——-vvv'\*'1'«'1‘Ï°T'Ÿ‘MUW”, ' 

1 lia 
Figure 1: Esp. [la] 

1 5 1 . 1 3 1 !  
1 - =uma—«u…… 

Figure 2: Esp. [ar] 

3 . 1 .  Syllabus avec Il! 
3.1.1. Positions initiale vs finale 
En espagnol, lorsque Il! est en position 
initiale, ou observe un segment de basse 
amplitude dont le timbre est celui d‘une 
voyelle neutre suivi d un auue de plus grande 
amplitude qui correspond au noyau manque. 
La transition entre les deux segments est 
abrupte avec la!, moins abrupte avec foi et 
graduelle avec f i l .  En harnais, la syllabe avec 
la! présente les mêmes caractéristiques que sa 
correspondante esmnole. Par contre, avec 
lol ,  on a observé chez un hcuæur une 
diphongaison, fl! iront perçu comme un [i] 
et la syllabe, [io], au lieu de [lo]. Enfin, 
lorsque Ii! est la voyelle, chez un des 
infonnateurs, il y a superposition complète 
entre celle—ci et le liquide, de sorte que le 
segment entier se perçoit comme un [i] 
prolorné. 
En position finale, Il! espagnol montre une 
transition gradual]: entre hs voyelles t'a! et 
lol et le liquide et celle-ci se perçoit comme 
une modulation d 'amplimde de celles-la En 
contexte de m, chez un informateur,11 y a 
superposition complète de la liquide et de la 
voyelle, alors que chez l’autre, on perçoit 
d ’abord un [11 suivi d une pulsion sans timbre 
defini, elle-meme suivie d’ un autre [i] 
d ’amplitude plus faibh que le premier. En 
harnais, on observe une transition greduelle 
des trois voyelles avec la consonne, acela près 
que, dans les contextes de la! et de f i l ,  
3 ajoute une vélerisation,!i1! et la!! étant 
perçus respectivement [in] et [se]. A noter que 
le {of précédant 11! dans les segmeno 
[rennais est la voyelle brève ouverte comme 
dans tof, nonle fo! femrê long de peine 
A l'exception des contextes où le liquide et la 
voyelle se recouvrent complètement, la durée 
du segment critique pour les deux langues est 
de l’ordre de 20 à 30 mec en position initiale 
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et près du double en position finale. 
3.1.2 Position interrocalique fait}? 
En espagnol et en harnais, les séquences 
lala! et lolo! reproduisent les mêmes phases 
que celles déja observées dans les 
combinaisors lol!, Jia! et {loi et les 
seznænts critiques sont de durée comparable 
en espagnol, légèrement supérieure en 
fiançais. Quant à la séquence fall! de 
l’espagnol, si on _peut bien recomiaître h 
passage de la première voyelle a le liquide, il 
nenvapasainsipourle passage de celle—cie 
f i l ,  parce que, dès le début de son 
déroulement, Il! prend le timbre de cette 
voyelle. Pour ce qui est de la meme suite en 
français, on constate que la! se transforme en 
[e] par hamnnisadon partielle avec la voyelle 
f i l  et que le liquide prend elle aussi ce 
nouveau timbre: raw devient [eei]. 
3.1.3. Les durées minimales 

TABLEAU 1 
Durées minimales des segment permettant de 

recommître le liquide Il! (mac) 

Informateurs 
argentins canadiens 

1er 2e let 2e 

{la} 65 68 SO 43 
lli! 11? 178 *140 115 
flo! '?0 60 '?S 89 

(all 9? 175 100 116 
111! *18? 105 161 234 
loi! 125 78 98 132 

lala! 123 124 104 121 
!ali! 110 145 129 110 
lolo! 14B 140 169 175 
*Superposition totale de la voyelle et de la 
liquide. 
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Les perdons de durée du when ! occupées 
par hvoyelb libre veriantentre menaces 
pour la posit'mr initieh. Des exception: 
s’observent dem b context de lil: oem 
voyelle occcupe en effet 73% de h durée du 
segmentespegnolde l?emec etflyaunces 
de recouvrement comt des deux sors en 
… .  Pour hpositionfineb, laproportion 
de voye libre sesitue entre 2595 «48%. La 
durée minimale nécessaire pour üentifier h 
liquide estplm grande hrsqne celle-ci est en 
positienfinale. Enoutre, pourcliecunede ces 
deux positions, à une exception près, c’est !: 
context: de Ii! qui montre les durées les plm 
bogues. Toutefois, en postman lmervocalique, 
il y a équilibre dans les durées vocaliques 
aventetaprèshliquideperceque chacunedes 
mmfomittmuppuifavomamh 
reconnaissance de celle-ci. 
3.2. Syllabes un: tri 
En général, fr! 63mm! se réalise comme 
une interruption ouun silence dam b segmt 
vocalique. Ceciestsurbutvraienpostuon 
initiale dome-. Enpositbn m, eneffet, 
cete comm peut pariah se linker comme 
une modulation d’inensiû ou de qualiû de h 
ment précédent. En français, m peut 
presenter des vibrations (numb: mu, 
observabhs dans les tracés acoustiques, mais 
DE} ”Hiatus perçus a r m  npetrt aussi 
presenter des forum: sens mm.  Dam 
les deux cas,b résulhtauplenpemeptœlm 
une moduhtion de la voyelb alimente. Ilpeut 
égalememse réelbercomme une ir'mt'rve,à 
l'imm' du Ir! mm Enfin, en male, 11 
Peut diphbœœr Moselle qui précède. 
3.2.1. Positions initiale vs finie 
Lafialisafnn de fr! Wespagml suivi de 
la! et loi se mme par la prod… 
d'une voye d’appui dont la durée ne peut ' 
être inférieure à trois cycles. Cet élément 
vocaliqne est suivi d'une inuruption d'une 
durée non inférieure à 15 me. Avec lil, 
l'appui muslin: se réduit à une sirnpb 
pulsion suivie de l’interruption, de sort que 
lril est perçu [pri] ou [br-i]. En (remets, 
devant le! et loi, Ir! initielest perçu comme 
une voyelle de basse mm et de timbre 
indéfini Toutefois, dans un cas avec la!, il 
epperart comme unsonzutmralsimfleire inns 
{motive sonore. Les deux contextes de lil 1: 
permettent pas de percevoir la consonne: dans 
l’un,ilyereductionde surfœeetmla 
syllabe est disparue; dans l’autre, c’est un [il 
sans mdulationquiestperçumrtaubœde 
la syllabe et l'identification pliorohgique de 
lri! ne se fait qu‘au niveau du mot ' 
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En mml, les! et Joe! se menant de h 
même façon que lorsque Il! termine h 
syllabe, à savoir un sewn! vocalique dont 
l'intensiû beisse usine…. se 
transforment en un mm mm de durée 
égale ousupfin‘eure. Ce chargements produit 
densun mamas màwmtæmm 
critique). Par contre, on trouvera apres Il! 
une interruption d'environ 25 msec suivie 
d‘une voyelle brève de même durée, ou une 
interruption suivie d’un pubbn. En harnais, 
comme en cam, Ier! et loi-I se 
presenent comme des mun vocalunes 
modulée. Dans un contexte de la! et hs deux 
commas Iohilyadiphtmzabonde h 
voyeneetlrleerealüecommeunlolouun 
[u]. Enfin, précédé de fil, b !r/ … …  
se perçoit comme une voyelb centrab ou 
communle]. _ 
3.2.2. Position inhumane (ale? 
Enespaznol, onvoitseneproduire youths 
suies {Wet/milesmêmes phesesqm 
dans hs suites dejà observées de furl; Ire} 
tit/rol. Encequicoœeme led/,le risen: 
des deux voyelles adjacentes est lineaire 
pour l'flendfhation de h consacre, celle-ci 
étant réduit: firm bref immune silencbux. En 
(remis, ir! se Wanna en êBrnent 
vocalique de basse mum. Deus ler-el. cet 
element prend h timbre des deux voyelbs; 
dans fort!, il prend b timbre de h seconde, 
m que dam ler-ol, cm: un inforrnetur, il 
adopt ! timbre de la première voye et, che: 
l’autre, il se percoäcomm un [u]. 
3.2.3. Les durées nini—les 

, nomma 
… W d æ m m u  

reconnaîtrehliquide {s'/(mme) .. ' 

Informemns 
£110n … 

ler Ze 1er 20 

Ire! % 73 52 . … 
[fil 62 78 tm .. 
m: 95 _ 114 137 90 

.11!" _ 97" 99.145'230 
Iirl 98 110 ' 155 W . 
lot! ou 144 197 11!! 

JW' 136 se ' “… tso 
mu . too _ 97 ter rue 
raro/_- .. too - m zoo 157 
I"'rznpossitiiliù de séparer le! de h myth. 

Dans les deux bogues, lorsque Jr! est en 
position initiale, h portbn du segment 
occupée par la voyelle, excluent les appuis 
vocaliques des Ir! w k ,  varie entre 33% 
et66%,evec une moyenne euburde 50%. En 
positbnfinelemetæ portion varie entre 5096et 
m pour l’espagnol (myenne de 56%)_et 
entre 13%et435seubmntpourbfrnmais. 
Il fem toutefois noter que ces panama: 
faibles releves ennemis sont des frectbns de 
mums relativement bres, pu'mque fr! 
final se presente essentiellement comme une 
mduhtion gruduelle de le voyelb qui 
précède. Pour cete raison, les durees 
minimehs nécessaires pour l'identificatbn de 
fr! fine! sont plus longue que cenes mamas 
pour momma Ir! initial, ù plu forte raison 
hmœ celui-cim mur,… c’est! ces 
pour k segmentlrel ue'sz mec:_l!n 
espagnol cette différeme reliee aux posruons 
end is: iimier auconexe de hwy-snafu. 
En ce qui comme le position hummus, 
il faut nour h duree tres longue du segment 
loro} chez le premier informent canadien: le 
liquide ayant pris b timbre de h voyelb 
prudent, elb ne peut être perçue et reconnue 
avent h debut de l’animation de foi. 

4. REMARQUES 01mm: 
En vue de h poursuite de notre recherche, 
nous retiendrons les observations générales 

bruirle “tre identifiée en Un ' ne peut jamais e 
phn percepmel sans h presence d’au mins 
une partie de lavoye adjacente. 
Il! estsemblebledans hs deuxlanzuesetse 
present comme une modulation d'emplrtule 
«mannoise. hvoyeneacjmne. 
Ir! est different, puisqu'en espagnol, il_se 
present mm comme une menupnon 
précédée d’un appui vocalique, abrs qu’en 
ambflprend des m m ,  imluent 
ceux d'une mun, hbn que b plm frequent 
qu nous ayons observe soit une moduletbn 
de h voyelh &… … & celb 
produiu par fil. _ 
La duree minirmh … pour percevoir 
hellquidesestplusbœœ,bnqmcelbs—ci 
sont en position finale de syllabe que 
lorsqu’elles sont & l'initieh. Ceci rem 
denslesdeuxlemuesetdenslesuois 
contres vocaliques en ce qui concerne m; 
dans D ces de {rl, cet. difference s'obeerve 
aœsidamlesuohconexesentrencaismeb - 
azimuth end tantamount“ 
defi/. - 
D … d o l l l m m d u m  ' 
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de le! et de loi, lesquels sontsimùires enue 
eux. Lavoyelb fil  et leliqu'xle talents se 
superposer davantage, ce qui argument la 
durée minimale necessaire pour l’identification 
de celle-ci. n peut même arriver que cette 
intimation ne soit possible qu'au niveau du 
mot. 
lin espagnol, m et Ir! peuvent présenter des 
simrlitudesenposition fimle,aceusede 
l'absence d'interruption dens h It!. Les deux 
liquides demeurent button bin différentes 
enpositioninitiole. Enhances, les similitudes 
ou hs differences que peuvent presenter entre 
elles les deux liquides sont independenes des 
positions. 
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ABSTRACT 

This paper examines the perceptual 
effects of first and second order 
anticipatory coarticulation in 
V1CV2—sequences in meaningful 
Dutch phrases, where the CV2—por- 
tion was deleted from the stimu- 
lus. V1 was /a,i,u/ or schwa and C 
was /p,t,k/. Either V1 was ac- 
cented and V2 was not, or vice 
versa. Effects are generally 
stronger when v1 is unaccented. 
Identification of V2 but not for C 
is better from schwa than for 
other types of V1. The effects of 
accent distribution and vowel type 
are additive. 

1. INTRODUCTION 

By first order coarticulation we 
mean the mutual influence of ad— 
jacent phones. When a segment con— 
tains influences from a non-adja— 
cent phone we are dealing with 
higher order coarticulation. Gen- 
erally, first order coarticulation 
is quite strong, and more easily 
demonstrated than higher order 
effects. Nevertheless, it has been 
shown that coarticulation effects 
can manifest themselves across 
several segment boundaries. Ôhman 
[ 2 ]  showed that part of the be- 
haviour of the formant transition 
movements in V1 toward C in V1CV2 
sequences depends on the formant 
frequencies of v2 (and vice ver— 
sa). Lip rounding in anticipation 
of a vowe can begin as many as 
four segments ahead (for a litera- 
ture survey pertaining to these 
and' subsequent claims cf. [1]). 
Additional evidence for the relat- 
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ively large number of segments 
across which anticipatory coar- 
ticulation can extend is provided 
by investigations into anticip— 
ation of nasalit . 

Perceptuaï effects of coartic- 
ulation typically involve the use 
of stimuli of which parts have 
been deleted. The subjects' abil- 
ity to identify the deleted sounds 
is considered a reliable measure 
of the perceptual usefulness of 
coarticulation. Stops turn out to 
be identified well above chance 
level on the basis of the transit- 
ions from, or into, the neighbour— 
ing vowel. Similarly, it was dem— 
onstrated that consonants may 
contain perceptually useful cues 
for the identification of adjacent 
vowels. However, so far, no one 
has been able to show the percep— 
tual relevance of higher order 
coarticulation effects using the 
truncation method. we claim that 
in none of the available studies 
assessing higher order coarticu- 
lation effects did the investiga- 
tors include an optimal type of 
context for assessment of such 
effects. In the present experiment 
we set out to examine the percep— 
tual effects of first and second 
order anticipatory coarticulation 
in V1CV2 sequences under optimal 
conditions. 

vowels located in the central area 
of the traditional two—dimensional 
vowel diagram should be more prone 
to adjustment under the influence 
of context than vowels situated 
along the edges of such a diagram. 
Whereas the latter are accompanied 
by extreme tongue positions, the 

former are produced with the 
tongue in a more or less neutral 
position, from which it can move 
in any direction. we assume, 
therefore, that the central vowel 
schwa carries cues that are per- 
ceptually more useful than those 
carried by other vowels. we have 
tested perceptual effects of coar— 
ticulation in both schwa and the 
three point vowels. we predict 
higher identification scores for 
segments deleted after schwa than 
after /i,a,u/ (hypothesis 1). 

we predict further that effects 
of coarticulation depend on the 
distribution of stress over the 
coarticulatory domain. Stressed 
vowels may cause their features to 
spread further forward into fol- 
lowing,@ and back into preceding 
segments than unstressed vowels. 
One therefore expects weak syl— 
lables to reflect coarticulatory 
influences from neighbouring 
stressed ‘syllables more strongly 
than vice versa. we have used 
stimuli prepared from fragments in 
which either V1 was accented and 
V2 unaccented, or V1 was unaccent- 
ed and V2 was accented. Perceptual 
effects of anticipatory coarticu— 
lation will be stronger when V1 is 
weak and 'V2 strong, rather than 
vice versa (hypothesis 2). 

Assuming additive effects of 
vowel quality and stress distribu- 
tion, we further predict particu— 
larly strong perceptual effects 
when V1 is both central and unac- 
cented, and V2 is an accented 
point vowel (hypothesis 3). ' 

2. HEŒHJD 

Targets were nine Dutch disyllabic 
words beginning with a CV1 syll- 
able in which C was one of the 
three voiceless stops /p,t,k/ and 
V1 was one of the three phono— 
logically long vowels /i,a,u/. The 
targets, such as tafel 'table' or 
koepgl 'dome', were monomorphemic 
words with lexical stress on their 
first syllable. Each target was 
embedded in a fixed set of carrier 
sentences, after one of four com— 
mon, monosyllabic words. Since 
stress (to be realised as a pitch 
accent) was required either on 
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the vowel of the monosyllabic word 
(V1) or the vowel of the target- 
initial syllable (V2), a total of 
72 sentences (9 targets x 4 types 
of V1 x 2 stress patterns) was 
made. 

The set of 72 sentences was 
read by a male native speaker of 
standard Dutch. The final portions 
of the utterances were cut off in 
the silent interval of the voice— 
less plosive at the beginning of 
the target word. The resulting 72 
sentences were copied on a test 
tape in nine series of eight sen- 
tences. In each series the order 
of the stimulus sentences was 
randomized. The interstimulus 
interval was fixed at 7 s (onset 
to onset). 

Stimuli were presented through 
headphones to 62 native Dutch 
listeners. They were instructed to 
indicate which word they thought 
had been deleted after V1, with 
forced choice from nine preprint— 
ed response alternatives. 

3. RESULTS 

The experiment yielded a total of 
62 (subjects) x 72 (stimuli) - 
4,464 CV2 responses. The way in 
which consonant and V2 prediction 
is affected by the type of preced- 
ing vowel (V1) and the accent 
pattern over vu/vz is shown in 
table I. 

Table I: Percent correctly ident— 
ified C and.V2 broken down by type 
of V1 and accent condition. 

RESPONSES FOR 

C V2 
V1 accented 
V1— /i/ 65 32 

/u/ 62 38 ' 
/a/ 85 38 
schwa 80 41 

V1 unaccented ' - 
V1- /i/' - 80 38 

/u/ 64 32 
/§/ 87 44 
schwa 82 50 

Overall 76 39 



C—identification 

The overall correct identification 
score for C was 76%, which is way 
above chance (-33%). Obviously, 
the type of V1 played an important 
role in the identification of C. 
The deleted consonants were, on 
the whole, identified best from 
preceding /a/. The overall effect 
of V1 on consonant identification 
was strongly significant [x2 (3) - 
185.5, p < .001]. While subjects 
identified C significantly better 
from schwa (81% correct) than from 
/i/ (73% correct) or /u/ (63% 
correct), the difference in scores 
between /a/ (86% correct) and 
schwa contexts was likewise found 
to be significant [x2 (1) - 10.2, 
p < .01]. Our first prediction, 
viz. that stops are better iden— 
tified in the environment of pre— 
ceding schwa than after point 
vowels, was therefore not quite 
confirmed by the overall results 
of VC—coarticulation. 

When we next examine the effect 
of accent pattern over V1/V2 it 
turns out that the results support 
our second prediction: with the 
accent on V2 rather than on V1 an 
overall score of 78% was found; 
when the stress distribution is 
reversed the overall score is 73% 
[x2 (1) - 15.5, p < .0011. 
V2—identification 

The vowels /a/ and especially /u/ 
were identified well above chance 
while identification of /i/'was 
not. The total correct identifica— 
tion score is 39%, which is sig— 
nificantly different from chance 
[z - 12.3, p < .001; binomial 
test]. Clearly, anticipatory coar- 
ticulation in word—final vowels 
(V1) can be usefully employed in 
the perception of non—adjacent 
vowels (V2). 

The overall effect of V1 on the 
identification of V2 is substan— 
tial (x2 (3) - 32.8, p < .oo11. 
Identification is significantly 
better when V1 is schwa (45% cor— 
rect) than when V1 is /i,a,u/ 
(between 35% and 41% correct). 
This finding provides evidence 
that hypothesis (1), which pre— 
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dicts larger perceptual effects 
of anticipatory information in 
tokens of schwa than in tokens of 
point vowels, is essentially cor— 
rect for vowel—onto—vowel coar— 
ticulation. 

Examining effects of stress 
distribution on the identification 
of V2 we observe that scores were 
generally higher for stimuli in 
which V1 was unaccented and V2 was 
accented (41% correct) than for 
stimuli in which the distribution 
of stress was reversed (37% cor— 
rect) [x2 (1) - 5.9, p < .05). we 
conclude that hypothesis 2, where- 
by unaccented vowel tokens were 
expected to carry perceptually 
more relevant cues for the percep— 
tion of V2 than were accented 
vowel tokens, is confirmed. 

Crucially, a large difference 
(41% versus 50% correct) between 
the two accentuation conditions 
can be observed in contexts where 
V1 was schwa [X2 (1) - 8.3, 
p < .01]. The value of 50% correct 
identification for V2, measured in 
unaccented schwa contexts, exceeds 
all —other values. This result 
shows that, as far as identifica— 
tion of V2 is concerned, hypo- 
thesis (3), which predicts that 
facilitation of vowel identifica— 
tion should be maximal in the 
context of an unaccented schwa 
followed an accented target— 
initial syllable, stands. 

4. CONCLUSIONS AND DISCUSSION 

we predicted larger percentages of 
correctly identified segments from 
tokens of the central vowel schwa 
than from tokens of point vowels. 
The prediction was confirmed as 
regards identification of the 
deleted transconsonantal vowel; it 
could not be fully confirmed for 
the identification of the deleted 
consonant. Indeed, we found that 
percent correct scores were of 
equal magnitude in the environment 
of preceding /Schwa, a/, which 
were both significantly better 
than the environments /1/ and /u/. 

As concerns the role of V1 with 
respect to the identification of 
V2, our results clearly demon- 
strate the expected effect: of the 
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four vowels /i,a,u,schwa/ the 
central schwa most strongly facil— 
itated the restoration of V2. 
Correct responses were generally 
more frequent in contexts where 
the vowel containing the anticip— 
atory cues was unaccented and the 
target vowel was accented than in 
contexts where the accent distrib— 
ution was reversed. This pattern 
of results was consistently found 
for both first order (C) and 
second order (V2) coarticulation 
effects. Our experiment therefore 
provides substantial evidence that 
prediction (2) as stated in the 
introduction is essentially cor— 
rect. _ 

Moreover, our results indicate 

that the effects of stress dis— 
tribution and V1 vowel type are 
largely additive. Crucially, vowel 
restoration was optimal when the 

target'V2 was accented and when V1 
was unaccented and schwa. Conse- 
quently, our hypothesis 3, pre— 
dicting additivity of stress dis— 
tribution and vowel type, stands. 

Our experiment is the first to 
show convincingly that perceptual 
effects of anticipatory coarticul- ‘ 
ation from—vowel—onto—vowel are 
not necessarily restricted to 
immediately adjacent segments. 
When conditions are carefully 
chosen, the perceptual effect of 
the second order vowel—onto—vowel 
effect can be substantial. Clear- 
ly, the reason why other resear— 
chers have by and large failed to 
uncover convincing perceptual 
effects of vowel-onto-vowel coar- 
ticulation ([1,3,4,5,6]), lies in 

their infelicitous choice of stim— 
ulus material. Notice, in this 
context, that our optimal con- 

dition (predicting an accented V2 
from a preceding unstressed schwa 
across an intervening word—initial 
stop consonant) is by far the most 
frequent triphone type in Dutch 
‘(and probably in English as well). 
This means that such coarticula- 
tion effects have ample opportu— 
nity to be used outside the labor— 
atory in everyday speech percep— 
tion. 
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ABSTRACT 
The intrinsic F0 (IPO) phenomenon 
was hypothesized to cause expecta- 
tions of different pitches for differ- 
ent vowels. Listeners judged for 
pairs of synthetic vowels which 
members had the higher pitch. The 
judgments were clearly based on 
vowel quality; there were also 
heavy effects of the time-order. 
The results can be explained by 
vowel-specific expected F0. This 
supports the view that intrinsic F0 
of vowels is centrally controlled. 

1. INTRODUCTION 
Many explanations have been given 
for the intrinsic F0 (IPO) of vowels: 
under comparable circmnstances, 
.the high vowels [u, i] are pro— 
duced with a higher F0 than the 
low vowels [a, te] , cf. [7]. 
According to the acoustic coupling 
hypothesis, F0 is affected by 
vowel—specific changes in vocal 
tract acoustics. Mechanical cou— 
pling hypotheses suggest that IFO 
depends on physiological interac— 
tion between the articulatory and 
the phonatory systems. From the 
results of our own acoustical and 
physiological experiments [8] we 
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have concluded that none of these 
hypotheses is entirely satisfactory. 

It has recently been suggested that 
IFO is not merely a passive reflec- 
tion of the biological characteristics 
of speech mechanisms, but cen- 
trally controlled [4]. This sugges- 
tion is supported by preserved [PD 
in the esophageal speech of laryn- 
gectomized patients [7]. If IFO is 
learned and automatized in lan- 
guage acquisition, then listeners 
may have different expectations for 
vowel pitches, which in turn may 
cause pitch perception to depend on 
vowel quality. The present study 
tested this hypothesis experimen- 
tally. 

2. PROCEDURE 
The Finnish low vowels [a] and 
[æ], and the high vowels [u] and 
[i] were synthesized using the 
cataract type synthesis. All vowels 
had the same input amplitude con- 
figurations and the following for- 
mant structures (Hz) and method- 
dependent relative amplitudes: 

F1 F2 F3 dB 
a 700 1100 2500 +5-6 
æ 650 1700 2500 +3-4 
u 300 600 2500 +1—2 
i 300 2250 2850 +0-l 

The durations of all vowels were 
23 cs. Five F0 levels (1-5) were 
used. For Level 1, F0 was 104 Hz 
initially, reaching 114 Hz after 9 cs 
and then declining to 84 Hz. 
Levels 2, 3, 4, and 5 deviated at all 
points from level 1 by +3, +6, +9, 
and +12 Hz. Levels 2 and 4 were 
used as the first members and all 
five levels as the second members 
of pairs. Thus the largest differ- 
ences within the pairs were 9 Hz 
(more than a semitone). 1.1 s in- 
tervened between the members of 
each pair and 3.6 s between the 
pairs. All possible vowel pairs, 
160 vowel pairs in all, were 
recorded in random order and pre- 
sented to listeners who had to judge 
for each pair which vowel had the 
higher pitch or if they had equal 
pitch. For each vowel combina- 
tion, 20% of the pairs had equal 
F0, in 40% the first vowel was 
higher, in 40% the second. There 
were two groups of Finnish- 
speaking listeners: 32 university 
language students (4 men and 28 
women, mean age 22) and 66 
members (29 men, 37 women, 
mean age 38) of a well regarded 
amateur symphonic choir, who 
were thought to be more than nor- 
mally trained in discriminating 
vowel pitch. 

3. RESULTS 
In terms of correct judgments, the 
choir performed slightly better than 
the students: For the eight pairs in 
which equal-quality vowels were 
juxtaposed with the maximal (9 
Hz) F0 differences, the choir made 
64% and the students 51% correct 
judgments. Below, the percent— 
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ages of selections as the higher are 
given for the vowels in each com- 
bination (mean over the two time 
orders). The percentages of 
"equal" judgments are given in 
parentheses. (For the students, 
each row represents 640, for the 
the choir, 1320 judgments.) 

Students Choir 
æ -  u 79- 9 (12) 64—24 (13) 
a - u 75- 8 (17) 56-27 (17) 
i - u 68- 9 (23) 56-27 (18) 
æ -  i 49—24 (27) 45-37 (18) 
æ -  a 40-31(29) 53-28 (19) 
a - i 43-35 (22) 39—42 (19) 

Thus, in both groups, [æ] was  
heard as higher and [11] as lower 
compared with any other vowel. 

For all vowel combinations, the 
groups made the time—order depen- 
dent judgments: 

Students Choir 
Vl -V2  28-41 (31) 30-45(25) 

Thus, the second vowel was heard 
as the higher more often than the 
first. This is called (see [2]) a neg- 
ative time-order error (TOE). 
There were, however, clear differ- 
cnccs between the vowels, as well 
as between the groups: 

Students Choir 
æ- æ 12-35 (54) 17-37(46) 
a-  a 11-34 (55) 17-33(50) 
i - i 23-18(59) 17-34(49) 
u- u 25- 8 (66) 23-26(50) 

Thus, for both groups, the higher 
in pitch a vowel was judged when 
compared with other vowels, the 
Stronger was its tendency to be 
judged as higher when second in a 
pair and compared with itself. For 
[u] with the students, the negative 
TOE was reversed to positive. 

For describing and explaining 
TOEs (which are found for many 
kinds of stimuli including tonal 



loudness and pitch), Hellstrôm [2] 
developed a general model for 
stimulus comparisons. According 
to this model, the two pitches are 
not compared directly; their mean 
judged difference ( as measured 
e. g. by D%, the difference between 
the percentages of "first higher" 
and "second higher" judgments) is 
proportional to the difference be- 
tween two compounds. In the pre- 
sent case, each compound corre— 
sponds to one of the vowels in the 
pair, and is a weighted sum of its 
actual pitch, with relative weight s , 
and its expected pitch (its adapta- 
tion level, AL), with relative 
weight I—s (NB: s may be either 
>1 or <1). » 

Assuming identical, linear rela- 
tions between F0 and pitch for all 
vowels in the small F0 range used, 
the expected FO (AL) (in Hz rela- 
tive to the mean F0, 106 Hz) and : 
values (up to a scale constant, k ) 
could be estimated by multiple lin- 
ear regression of D% for each pair 
on its FO values (R was .954 for 
the students, .892 for the choir): 

Students Choir 
ks] ksz AL ks] ksz AL 

a 4.5 5.4 -40 3.1 5.2 -10 
æ 4.0 5.7 -16 4.0 5.7 —13 
i 3.2 5.2 -4 3.6 4.9 -13 
u 0.8 3.6 +7 4.1 5.4 -2 

Mean3.1 5.0 —14 3.7 5.3 —9 
For both groups and all vowels, the 
vowel's weight when first in a pair 
(s] ) was higher than its weight 
when second (sz ). For the stu- 
dents, AL (expected FO) was high- 
est for [11] and lowest for [3]. For 
the choir, [u] had a higher AL than 
the other vowels. 
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4. DISCUSSION 
The purpose of our study was to 
test if perception of vowel pitch de- 
pends on vowel quality, because in 
articulation pitch varies with qual- 
ity. The result was clearly positive: 
other things being equal, the vow- 
els [æ] and [a], which have low 
IFOs, were heard as highest in 
pitch. The results cannot be ex- 
plained by the amplitude differ- 
ences, as we found no clear relation 
between amplitude and experienced 
or expected pitch. The distribution 
of energy in the vowel spectra 
might be of greater importance. 

However, our results indicate that 
the most important factor for 
vowel-specific pitch is expected 
F0, which is higher for the high 
than the low vowels. By reference 
to Hellstrôm‘s [2; 3] model, the 
different AL and : values explain 
both all vowel—specific pitch differ- 
ences and the TOEs in our data. 
Besides, pitch discriminability 
(indicated by ks ) in the student 
group was much poorer for [u] 
than for the other vowels. The re- 
sults thus clearly support our hy- 
pothesis that because in articulation 
F0 varies between vowels, per- 
ceived vowel pitch depends on 
vowel quality. 

It is interesting to note that in an- 
other recent study [9] the vowel 
[ u ]  was produced with higher 
subglottal pressure than the other 
vowels [i æ a]. Thus the vowel 
[u] seemed to be different from 
other vowels also in terms of the 
physiology of speech production. 
These effects may have been em- 
phasized by the especially dark 
quality (low F2) of Finnish [u]. 
The question whether our findings 

share a common basis, e.g. higher 
respiratory effort in production per- 
ceived as stress, remains open for 
speculation. 

Our study also supports the view 
that IFO is an inherent property of 
vowel prototypes in the brain; even 
trained singers cannot eliminate its 
effect on perceived pitch. In vowel 
pitch perception, then, the IFO be- 
haves somewhat like formants, 
which are not perceived separately, 
but as integrated characteristics of 
vowel quality. IFO, nevertheless, 
has no phonologically distinctive 
function in languages [5]. Our re- 
sults are in accordance with those 
speech perception theories which 
maintain that speech perception is 
based on articulatory rather than 
acoustic parameters of speech 
sounds; see [6]. 
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ABSTRACT In this , Stran e's SC result 
The 'on of vowel—less IbI- is maiden-erg us begîn with the 

vowel-It! sy les was tested at various assumption that target formant values, 
signal tonoiseratios. Contrary towhat 
has been shown in previous studies [7], 
vowels in these “silent-center" syllables 
were not identified at the same 
as vowels in full s llables. This œlls 
into question the to which the pa— 
ception of silent-center syllables can be 
seenasevidence forme theoryof 
dynamic specification. 

LINTRODUCTION 
Dynamic Marion is a recent 

theory of vowel Elan-caption proposed by 
Strange [7] in W 'en vowels are con— 
ceived of as gestures having intrinsic 
tintin parameters. Dynamo 
speci cation is in opposition to a 
traditional target thea'y which states that 
vowel recogmtion is based upon 
characteristic frequency values fa the 
first 2 (or 3) formants taken from a single 
time alice in the syllable nucleus. Strange 
cites certain perceptual results in su 
of dynamic specification. Of speci c 
interest here is the correct identification of 
vowels in vowel—less syllables. 

Using a wavefrom editing 
technique, “silent-center” syllables were 
generated, in which the vowel nucleus 
was attenuated to silence, leaving 3 or 4 
pitch periods of consonant transition at 
either edge of the syllable. Strange found 
that subjects were able to identify the 
vowels in silent-center [SC] syllables 
with nearly the same accuracy as they 
could the vowels in full syllables, thus 

' refuting a simple target theory. If 
recogmtion can wowed in the absence of 
vowel nucleus information. then this 
information is not the deta'mining 
property of vowel identity. 
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formant transitions and other dynamic 
attributes all pla a role in the 
idartification o vowels. These factors 
ncrmally provide redundant and 
overlapping information about vowel 
identi , thus it is not surprising that 
iden ' cation can be relatively accurate in 
the absence of some of this information. 
SC syllables are an example of a stimulus 
where some vowel information is absent, 
but a great deal remains. In favorable 
listening situations. it is possible to make 
up for the lack of one sort of information 
by focusing on remaining informtion. 
Because vowel identification is a familiar 
task and an experimental setting is 
relatively free of distractions and ambient 
noise, the listening conditions in 
Strange‘s experiment were close to ideal. 
Under degraded listening conditions, 
however, listeners may rely more on each 
source of information than they otherwise 
would. My claim, then, is that Strange's 
SC result is due to the favorable listening 
conditions under which she tested 
identification performance. To 
investigate this claim, Strange's 
Experiment 3 [7] was partially replicated. 

2. PERCEPTUAL STUDY 
2.1. Stimuli 

Stimulus materials consisted of 
IbI—vowel—ItI syllables in the carrier 
phrase "! say the word ItI somemore,‘ 
for each of 10 vowels. The speaker was 
an adult male with a midwestem dialect. 
Stimuli were digitized and waveform 
edited to produce SC syllables according 
to criteria defined by Strange [7]. 

Full and SC syllables were then 
embedded in wide—band noise. Two 

sorts of SC syllables in noise were 
created: in the first (SCI), the amplitude 
of the initial and final components has 
been boosted such that their 
amplitude is equal to the full syllable 
peak; in the second set (SC2), amplitude 
of initial and final components is the 
same for full and SC versions cfa 
syllable at the same SIN. Six SIN were 
created for each syllable for each 
It/ by varying the amplitude of the 
signal in relation to constant amplitude 
noise. All stimuli were embedæd into 
the same carrier phrase. 
2.2. Subjects & Procedure 

Stimuli were randomized, and a 
listening test was created. Stimuli were 
Ell-Mad in blocks of 2 l; interstimulus 

terval was 4 seconds, interval between 
blocks was 8 seconds. The task of the 
subject was to circle the ItI word they 
hard on a preprinted answer sheet. 
'I‘herewereatotalof252 itemsinthe 
test—it lasted approximately 30 minutes. 

The 26 subjects tested were U.T. 
undergraduate volunteers who were paid 
for their participation. 20 of the subjects 
spoke a Texas dialect; dialects of the 
remaining 6 varied. Subjects were tested 
inalaborata'ysettingingroupsofîltoô. 

2.3 Results & Discussion 
Table 1 below gives percent 

correct b syllable type and SIN, 
co across vouels. Exarmmng‘ ' this 
data it is apparent that vowels were 
perceived more accmaœä in full syllablea 
thanmeitherSClorS syllables. 
Figure l shows these same results 
graphtcally. . 

A two-way analysis ofvan'ance 
on syllable and SIN was performed; 
both of these were shown to have 
an effect, but their intaaction does not. 
Syllable type (full versus SCl versus 
SC2) is si niñcant for F .162 .22 at 
p<.025; isalsosi ‘ cant c 
($,l62)=8.01 at p<.001. T—tests for 
differences among the means of the 3 
conditions were performed, which 
showed that full syllables are 
si ' tly different from eitha' type of 
S syllable (p< .025), and that the two 
m g  SC syllablea are not significantly 

t. Thus it that given : 
more difficult iden ' tion task, vowels 
are significantly more difficult to perceive 
in SC syllables. 

l : Overall percent correct by syllable type. 
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3.CONCLUSIONS 
The results of this study show 

that while it is easy to identify the vowels 
in silent-centa- syllables, this identifi- 
cation is not as accurate as for full 
syllables. It was shown that under 
degraded listening conditions, when the 
listener is more dependent upon the 
redundacies of the speech signa], 
identification performance is significantly 
better for full syllables than for silent- 
centers. The ability to accru-ately perceive 
a vowel in a syllable where it one is not 
physically present is certainly 
re le. The current data show that 
even at low SIN, subjects identify vowels 
in SC syllables at well above chance 
level. However, given the poorer 
identification performance on SC 
syllables in difficult listening situations, 
we are not justified in claiming that 
transition information has 
importance than the nucleus in the 
specification of vowels. This is not to 
sa that nucleus information is 
pnvileged, for the representation of a 
vowel as a static point in FllF2 space is 
clearly insufficient to account for the 
present results. It is clear, however, that 
syllables containing nucleus information 
are better perceived than those without it. 

Perhaps a dual-target model of 
vowel specification [1] can provide an 
explanation for the current results. If a 
vowel is specified by formant values in 
both the nucleus and offglide, 
identification should be more accurate 
when both of these are present in the 
stimulus, as is the case for full syllables. 
When some of this information is _ 
missing, as in SC syllables, a dual-target 
model predicts the poorer identification 
performance shown here. 
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ABSTRACT acoustic cues, it was decided to 
This study developed a perception test experiment with complete waveshapes 
to determine the minimal duration (full spectral cues) of Steady-state 
threshold levels of vowels on the basis ' portions of vowels to determine on the 
of short bursts of complete waveshapes basis of short bursts the minimal 
(full spectral cues) of five vowels [i e a durational thresholds for consistent 
o u]. vowel classification. It was hoped that 

acoustic cues, it was decided to 
1. INTRODUCTION experiment with complete waveshapes 
Although considerable and meaningful (full spectral cues) of steady-state 
work has been done in the area of portions of vowels to determine on the 
vowel perception over the last several basis of short bursts the minimal 
decades, recently developed and fairly durational thresholds for consistent 
accessible instrumentation is now .vowel classification. It was hoped that 
available which allows for relatively we could also thereby ascertain 
easy access and manipulation of the something about the degree of 
speech signal [3]. Different difficulty in vowel perception as the 
approaches have been used such as time duration of bursts decreased, i.e., 
bursts of vowels at set-time intervals to verify through other means that high 
with manipulation of F1 and F2 vowels [i] and [u] are generally easier 
frequencies [2,3]. Other studies have to classifyr as maintained in 
involved masking techniques [5] and Liebermann [5] and as found in 
still others have dealt with vowel previous cross-language studies by 
formant transitions for vowel vs. Weiss [7,8], showing that durational 
consonant vs. semi-vowel identification variation affects the high vowel [i] less . 
[4]. Most . vowel perception than other vowels. 
experiments share in common the fact 
that they' use synthesized vowels with 2. PROCEDURE 
manipulations of F1, F2 and/or F3 Five vowels [i e a o u ] were produced 
relative to each other in frequency, in steady-state fashion by a male 
band—width and/or synchrony. speaker (F0 = 100 Hz : 2 Hz) and a 
Shortcomings of some of these models female speaker (F0 = 201 Hz i 3 Hz). 
have been shown by Bladon [1]. These vowels were digitized using the 
Since hitherto most experiments have MacSpeech Lab II/MacAudio II 
dealt with synthesized vowels and hardware/software program. A sam- 
manipulations of the spectra in efforts pling rate of 44 KHz was used in the 
to isolate specific functions of distinct recording of the utterances which 
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yielded a frequency response ceiling of 
20 KHz. Using built-in routines of the 
MacSpeech Lab program, the 
utterances were equalized in 
amplitude and segmented on the basis 
of full-wave diSplays. They were then 
seg-mented first into 300 ms segments 
(which served as the reference cue in 
the perception tests) and then into 
smaller whole-wave units. The 
formant distribution figures (LPC) for 
both the male and female utterances 
are given below: 

Male: F0 F1 F2 

[i] 100 285 2405 
[e] 101-102 408 2242 
[a] 98-99 652 1019 
[0] 101-102 489 775 
[u] 99-101 285 775 

Female: F0 F1 F; 

[i] 201-204 285 2691 
[e] 198—201 449 2405 
[a] 201-203 530 1223 
[0] 199-200 245 571 
[n] 201-203 408 775 

Segments were cut from the mid—point 
of each vowel. From the male speaker 
sample segments of increments from 
one to four complete cycles yielded 
four samples in duration from 10 to 40 
ms. A parallel procedure was followed 
for. the female speaker. However, 
since the F0 was twice that of the male, 
one to eight complete cycles yielded 
samples in duration from 5 to 40 ms. 
In addition, a one-half cycle segment 
of each vowel beginning with the first 
positive rise of the wave was isolated, 
yielding additional segments of 5 ms 
for the male and 2 ms for the female. 
Thus the male voice yielded five 
segments of each vowel for a total of 
25 segments. Two tests were 
developed: one for each voice, in 
which each token occurred three times. 
This resulted in two perceptual test 
tapes: one of 75 tokens for the male 
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voice and one of 135 tokens for the 
female voice. The tokens were 
randomized and rerecorded at five- 
sccond intervals to minimize the effect 
of short auditory memory. For 
reference purposes, two repetitions of 
300 ms tokens of each vowel for the 
male and female voice were given at 
the onset of each test. 
Both tests were administered in- 
dividually to 38 phonetically unsophis- 
ticated subjects, 16 males and 22 
females, at the University of Florida. 
The mean age of the subjects was 20. 
The order of presentation of the two 
tests was reversed for half of the 
subjects. 

3. EQUIPMENT 
Digitizing was performed with a Mac 11 
with 4 mb. RAM and a 68020 
microprocessor with a Mac Speech 
Lab II/ MacAudio II hardware- 
software package. Analog samples 
from the digitized utterances were 
made with a Teac V-570 cassette deck. 
The listening tests were administered 
individually using a Teac W370C 
cassette deck in conjunction with a 
Technics SU-V450 integrated 
amplifier and a Technics Model SB- 
C36 two-way speaker system for the 
reference samples. 

4. RESULTS 
The results indicated a high degree of 
accuracy in perception of vowels of 
most durations. Variations in re- 
sponses to individual_ vowels were 
significant only for the shortest 
durations. Even a one full-spectral 
wave cue (female - S ms/male - 10 ms) 
was long enough for fairly consistent 
classification. The lengthy interval of 5 
ms between cues no doubt enhanced 
categorical perception by minimizing 
short auditory memory as predicted by 
Repp [5]. There was still sufficient cue 
information even if only half the 
spectral information for one wave form 
was given to enable fairly consistent 
identification of vowels. 
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It is questionable how meaninn a 
ranking order of vowel difficulty might 
be due to the high degree of correct 
classification of responses. However, 
based on a possible 1026 correct 
classifications of each female vowel 
and 570 possible correct classifications 
of each male vowel, the ranking order 
from easiest to most difficult vowel for 
each voice is indicated below. 
Percentage indicates the total errors 
made by all subjects to each vowel. 

Male Emu: 

[o] 2.1% [o] 7.6% 
[u] 5.6% [a] 8.0% 
[i] 5.8% [i] 9.7% 
[a] 5.9% [e] 24.0% 
[c] 14.9% [11] 35.5% 
It is obvious from the above statistics 
that the most difficult male vowel to 
categorize was [e], with 14.9% errors, 
and the most difficult female vowel to 
categorize was [11] with 35.5% errors. 
Thus prior findings that [i] and [u] are 
among the easiest vowels to classify 
are not supported by this study. 
It is also apparent that the female 
vowels posed much greater perceptual 
difficulties even if only vowels of the 
same duration are compared. The 
table below illustrates comparable 
male/female token values. For each 
time variation there were 114 tokens 
for 38 subjects. Errors are indicated as 
a percentage. 

the male [o] which posed no difficulty 
for the listeners even at the shortest 
duration of 1/2 wave cycle (5 ms). 
Recognition levels for the shortest 
durations were as follows: 

Male (tokens for 1/2, 1 and 2 cycles) 

5 ms: 90.4% (81.6-100%) 
10 ms: 92.9% (88.6-96.5%) 
20 ms: 95.7% (90.4-100%) 

Female (tokens for 1/2, 1-5 cycles) 

2 ms: 74.6% (49.2-84.3%) 
5 ms: 74.7% (48.3-90.4%) 
10 ms: 79.7% (40.4-93.0%) 
15 ms: 84.8% (57.9-98.2%) 
20 ms: 87.4% (65.0-99.2%) 
25 ms: 92.8% (84.3-99.2%) 

For context independent recognition of 
vowels the male voice obviously yields 
the best response. With the exception 
of [e] all vowels could be truncated to 
one wave form (10 ms) and still have 
90-100% recognition. For the female 
voice even 2 wave forms (10 ms) would 
yield only 40% recognition for [u] but 
85-93% for all other vowels. 
This study shows that overall best 
results for vowel recognition occurs for 
two wave shapes (20 ms) for the male 
voice with recognition level of 95.7% 
(minimum of 90.4% for any vowel); for 
the female voice the best results are 
with five wave shapes (25 ms) with a 
recognition level of 92.8% (minimum 

TABLE 1: PERCEPTION ERRORS O_F COMPARABLE M/F VALUES 

ml [il le] 
M F M F 

5 13.1 21.9 18.4 37.7 
10 35 1.7 11.4 14.9 
au 4.3 011 9.6 12.2 
30 6.1 7.0 23.5 11.4 
40 1.7 1.7 11.4 11.4 

The study shows that in general errors 
m perception increase as the vowel 
duration decreases. An exception is 

[ll [°] [°] 
M F M F M F 
8.7 9.6 0 10.5 7.0 51.7 
8.7 7.8 4.3 7.0 7.8 59.6 
3.5 11.4 0 3.5 4.3 35.0 
5.2 7.0 4.3 4.3 7.0 28.0 
35 1.7 1.7 5.2 1.7 18.4 

of 84.3% for any vowel). Thus it 
appears that duration, not number 
of complete cycles, is an overriding 
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factor in determining minimal 
threshold levels in perception. The 
threshold for highly accurate 
classification seems to be located at 
between 20-25 ms. 
Analysis of variance failed to establish 
significant correlations regarding 
vowel formant spread or the effect of 
order of presentation. Nor could 
statistically significant differences 
between male and female subjects in 
accuracy of vowel identification be 
established. A larger data base would 
be necessary to confirm this finding. 

5. CONCLUSION . 
The degree of persistence of full- 
spectrum cues through the shortened 
time window was unexpected. A high 
degree of accuracy in vowel perception 
remained even to the shortest burst 
which allowed perceptual/auditory 
access only to half of a wave shape, i.e., 
a time duration of little more than 2 
ms cue. Optimum results were 
obtained in the 20-25 ms token range. 
The implication of these preliminary 
findings is that if full—spectral cues are 
given, an exceedingly small time frame 
will suffice for fairly consistent and 
reliable perception and classification 
of vowels. More than twice as many 
errors were made in classifying the 
female tokens which correlated closely 
to the increase of the fundamental 
frequency of the female voice. We 
plan to expand our study to allow for a 
larger data base in forthcoming 
endeavors. 

N.B. This research was made possible 
through the use of the research 
facilities at IASCP, University of 
Florida. 
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PERCEPTION OF THE HIGH VOWEL CONTINUUM: 
A CROSSLANGUAGE STUDY 

Bernard L. Rochet 

University of Alberta, Edmonton, Alberta, Canada _ 

_ ABSTRACT 
An imitation task in which speakers of 
Enghsh and of Brazilian Portuguese 
repeated a randomized list of 
monosyllablcs recorded by a native 
speaker of Standard French confu'rned 
observations that French /y/ is usually 
pronounced as an [ul-like vowel by 
Enghsh speakers, and as an fil—like 
vowel by Portuguese speakers. The 
results of a perceptual test in which the 
same speakers were asked to identify a 
set of synthetic stimuli constituting a 
high vowel continuum (from lil to lu!) 
revealed that the accented pronunciations 
of French ly/ by English and Portuguese 
speakers are accounted for by the fact 
that these speakers perceive and divide 
the high vowel continuum in different 
ways. 

l. INTRODUCTION 
A phenomenon familiar to second— 
language (L2) instructers is the inability 
of some learners to produce sounds of 
the_ target language not present in their 
nativeuor first (Ln—language inventory. 
For example, evidence from speech 
production reveals that, in attempting to 
speak a second-language whose 
mventory contains the 3 high vowels N, 
ly], and lul, native speakers of 
languages whose inventory contains 
only the 2 high vowels lil and/u/find it 
difficult at that to pronounce the target 
vowel lyl. When anything at all is done 
in the L2 classroom to correct this 
Situation, the problem is usually 
addressed by means of articulatory 
instruction, and the students are advised 
to produce a high vowel which is at the 
same time front and rounded. The fact 
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_that, in spite of such straightforward 
instruction, beginners often go on 
mispronouncing the target vowel /y/, 
show a low rate of success in imitation 
tasks, and fail to detect any difference 
between their faulty pronunciations and 
the target sound, suggests that a faulty 
production of the target sound may be 
attributable--at least in part-40 its faulty 
perception. This interpretation is not 
new, and it is inferred from production 
eVidence in general, and imitation 
experiments in particular, that a sound 
occumng in L2 but not in L1 is judged 
to belong to an L1 category, a process 
labelled "interlingual identification" [3]. 
The purpose of this paper is to 
demonstrate that accented pronunciations 
of the French vowel ly/ by speakers 
whose native languages contain only the 
2 high vowels fil and lu/ reflect the way 
such speakers perceive and divide the 
high vowel continuum. 

2. _PROCEDURE 
This hypothesis was tested by means of 
an experiment consisting of an imitation 
task (to establish in a systematic way 
how each subject pronounced the target vowel M). and of a perceptual task (to 
establish how subjects divided the high 
vowel continuum in terms of the 
categories of their respective native 
languages). In addition to native 
speakers of Standard French, 2 groups 
of 10 speakers each (ranging in age from 
25 to 32) took part in the experiment: 
speakers of Canadian English, who have 
been observed to replace French Iy/ with 
unity-11k: vowel [9]; and speakers of 

_ Brazilian Portuguese, who have been 

observed to replace French Iy/ with an 
lil-like vowel. 

In the imitation task, each subject 
was asked to repeat a randomized list of 

llablea recorded by a mah native 
speaker of Standard French, and 
containing the vowels lil. l'y/. Ill/. and lol 
in different consonantal contexts. In the 
pereeptual task, English and Portuguese 
sub‘ tswere askedtoidentifyas/i/ or 
[ul sets of randomiœd synthetic stimuli 
constituting a high vowel continuum 
(from lil to lui), with one set consisting 
of isolated vowels and the other 2 of 
vowels in the environments lb/__ and 
ldl_ respectively. (Only the results for 
the isolated vowel stimuli will be 
reported here.) The French subjects 
which took part in the ex riment were 
asked to identify each 0 the synthetic 
stimuli as one of the three vowels III. M. 
or lui. The stimuli were synthesized in 
cascade at a lO-kHz sampling rate using 
Klatt's [S] cascade/parallel speech syn— 
thesizer. The vowel portion of the 
stimulus was 200 ms long and varied 
along the F2 dimension between 500 and 
2500 Hz in 100 Hz steps, with F1 held 
constant at 250 Hz. F3 was held 
constant at 2212 Hz for stimuli with F2 
values between 500 and 1800 Hz, and 
was calculated according to the 
following formula for stimuli with F2 
values above 1800 Hz: F3 = 1.4 x (F2- 
220) [6]. F0 decreased linearly from 
120 Hz at the start of the vowel to 100 
Hz at its end. The 21 members of each 
continuum were presented 10 times each 
in random order for forced—choice 
identification. They were low—pass 
filtered at 4800 H:: and delivered 
binaurally through I‘D-149 eaiphones. 

3. ANALYSIS 
3.1. Production (Imitation Task) 
The items recorded for each subject 
during the imitation task were digitized 
and presented in randomized order to 3 
native speakers of Standard French for 
evaluation on a 7—point scale: l=  fil orfil- 
like vowel; 2 = vowel between [il and 
lyl, but closer to lil; 3 = vowel between 
N and ly], but closer to lyl; 4 = Iyl or lyl- 
like vowel; 5 = vowel between ly/ and 
lul, but closer to lyl; 6 = vowel between 
lyl and Ill/. but closer to lui; 7 = [u] or 
lui-like vowel. On the basis of this scale, 
a score between l and 4 indicates a 
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vowelbetween/iland [,andascore, 
between 4 and 7 a vowel n /y/ and; 
Iii/. The stimuli were presented oil-line; 
on a Zenith 286 microcomputer, by 
means of software deväofed at the. 
University of Alberta, delivered 
binauraly through TD-l49 . ; 
When they were not successful in 
repeating French [y] as lyl or an /yl-like‘ 
vowel, Portuguese s ers repeated it 
95% ofthetimeas m'anN-like vowel 
(generally a lait variant thereof), or as a 
vowel described by the 3 French judges 
as falling between lil and ly]. They 
repeated French [y] as lu]. au [ul-like 
vowel, or even a vowel between Iy/ and 
lu/ only 5% of the time. Their mean 
scorse for these non-ly! productions was 
2.1 . 
On the other hand, when English 
speakers did not succeed in repeating 
French lyl as [y] et an IyI-like vowel. 
they were found to repeat it as In! or an 
[ul-like vowel (a la variant thereof), or 
as a vowel between ly/ and [ul 92% of 
the time, and as an lil-like vowel or a 
vowel between M and I'll 8 % of the 
time. Their mean score for these non-ly] 
productions was 5.01. These results 
support observations that Portugese 
speakers generally replace French ly! 
with an fil-like vowel, and that English' 
speakers generally replace it with an lul- 
like vowel [8]. 
3.2. Perceptual Task 
The results of the perceptual task (both 
pooled and individual) were analyzed to 
yield crossover boundary values 
between adjacent vowel categories, and 
to produce graphs of the identification 
functions. 
As shown in Figs. 1 and 2, the 
crossover boundary between lil and lu/ is 
located much higher on the F2 scale for 
English speakers (1900 Hz) than for 
Portuguese speakers (1575 Hz). 
A comparison of the English and 
Portuguese labeling functions with those 
obtained from native speakers of 
Standard French (Fig. 3) shows that 
stimuli with F2 values ranging between 
1500 and 2100 Hz, which are identified 
as Iy/ by French speakers, are most of 
the time labeled as lu/ by English 
speakers and as lil by Portuguese 
speakers. 
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Although this comparison of the labeling 
functions by the three groups of subjects 
is of interest inasmuch as it reveals how . 
these three groups of subjects divide the 
high vowel continuum in their respective 
languages, it should not form the basis 

for an_ explanation of the phenomenon of 
mterlrngual identification. When called 
upon to imitate French ly], L2 learners 
do not have access to French 
categonzation functions, but only to 
natural tokens of that vowel pronounced 
by native French speakers. To 
understand the process of interlingual 
identification, one must therefore relate 
mean F2 values of the vowel ly/ obtained 
from production data to the L21earners' 
rdentrfications functions. 'The average 
value of F2 for French ly/ has been 
grven as 1850/1900 Hz et the high end 
of the range [1] [2], and as 1675 Hz at 
the lower end [6]; the average F2 value 
of the French tokens presented to the English and Portuguese subjects in the 
mutation task of the experiment reported here was 1760 Hz, with extreme values 
of 1612 Hz and 1824 Hz. It can be seen 
from Frgs. ] and 2 that most tokens with 
such values fall within the bounds of the fi/_ category for Portuguese speakers, and 
wrthrn the lu/ category for English 
speakers. 

4. DISCUSSION 
4.1. The parallelism between the results 
of the imitation task and those of the 
perceptual task appear to support the 
hypothesrs that accented pronunciations 
of L2 sounds by untrained speakers may 
be perceptually motivated. It suggests 
that, rn early stages of L2 learning, 
learners perceive L2 sounds in terms of 
therr L1 phonological systems, through 
the _ process of ”equivalence 
classification” [3]. Thus, they may 
classrfy separate L2 phonemes as 
acoustrcally different realizations of the same Ll category, even if they perceive 
the acoustic differences in question. 
Çnce assrgned to that category, the 
intended target speech sound is 
actualrzed according to their Ll phonetic 
realrzatron rules. In the case of Portuguese speakers, most tokens of French ly! fall within the bounds of the Portuguese lil category. Once assigned to thrsperceptual category, such tokens 
are mntated by Portuguese speakers in 
such a way that they are perceived by 
French speakers as belonging to their 
own lil or ly/ categories (see Fig. 3). On 
the other hand, for English speakers, 
most tokens of French ly/ fall within the 
bounds of the English In] category. Once 

assigned to this category, such tokens 
are imitated by English speakers in such 
a way that they are perceived by French 
speakers as belonging to their own lu! or 
ly/ category. The fact that intended 
French lui, as pronounced by English 
speakers, is often perceived by French 
speakers as ly/ is further evidence that 
English Speakers assign both French ly/ 
and lu/ to their single /u/ category; 
English lu/ being characterized by higher 
F2 values than its French counterpart 
[4], its realizations cover a range which 
straddles the French ly/ and lu/ 
categories. 
4. 2. The results of this study further 
provide evidence that there exist 
differences in the way different 
languages divide the high vowel 
continuum. The results of the perceptual 
test for English speakers agree with the 
findings of Stevens et al. [8] who, in 
their crosslanguage study of vowel 
perception, observed a peak in the 
discrimination funcrions for both English 
and Swedish speakers, as one passed 
from the unrounded [il to the rounded 
/y/. Because the English speakers were 
able to perceive the acoustic differences 
between lil and /y/ in spite of the fact that 
there is no distinction between an IV and 
an Iy/ category in English, the authors 
concluded that some natural perceptual 
boundary must exist between these two 
vowels. The identification functions 
represented in Fig. 2 indicate that, 
although English has only two high 
vowel categories labelled lil and II:/. the 
perceptual boundary between these two 
categories nearly coincides with the 
perceptual category between fr! and ly/ in 
French (see Fig. 3) and in Swedish [8]. 
It seems likely, therefore, that the 
discrimination peak observed by Stevens 
et al. for their English subjects occured 
not because of a natural perceptual 
boundary in the region, but because the 
stimuli being discriminated belonged to 
two separate categories. In addition, a 
comparison of the English and 
Portuguese identification functions (see 
Figs. l and 2) shows that the perceptual 
boundary between the two high vowels 
1i! and lu/ does not occur in the same 
location in different languages, and 
suggests that the location of thrs 
perceptual boundary in languages having 
only two high vowels is  the result of 

linguistic experience rather a reflection of 
some basic property of the auditory 
mechanism. 

5. REFERENCES 
[ l ]  DELATTRE, P. (1948), "Un 
triangle acoustique des voyelles orales 
du français", The French Review , 21:6, 
477—484. 
[2] DELATTRE, P. (1969), "An 
acoustic and articulatory study of vowel 
reduction in four  languages", 
International Review of Applierd 
Linguistics, 7:4, 295-325. 
[3] FLEGE, J. E. (1988), "The 
production and perception of foreign 
language speech sounds", in H. Winitz 
(Ed.), Human Communication and its 
disorders: A review-1988, Norwood, 
New Jersey: Ablex Publishing. 
[4] FLEGE, J. E., and J. 
HILLENBRAND (1984), "Limits on 
phonetic accuracy in foreign language 
Speech production", Journal of the 
Acoustical Society of America, 76:3, 
708-721. 
[5] KLA'IT, D. (1980), "Sofware for 
a cascade/parallel synthesizer", Journal 
of the Acoustical Society of America, 
67, 971—995. 
[6] NEAREY, T. M. (1989), "Static, 
dynamic and relational properties in 
vowel perception." Journal of the 
Acoustical Society of America, 85:5, 
2088-2113. 
[7] O'SHAUGHNESSY, D. (1982), 
"A study of French spectral patterns for 
synthesis", Journal of Phonetics , 10, 
377—399. 
[8 ]  STEVENS, K . N . ,  A . M .  
LIBERMANN, M. STUDDERT- 
KENNEDY, and S.E. G. OHMAN 
(1969), "Crosslanguagc study of vowel 
perception", Language and Speech 
12:1, 1-23. 
[9] WALZ, J. (1979), T he early 
acquisition of second language 
phonology, Hamburg, Germany: 
Helmut Buske. 

This research was supported by a grant 
from the Social Sciences and Humanities 
Research Council of Canada (410-89- 
0854). 



UNDERSTANDING DISFLUENT SPEECH: 
IS THERE AN EDITING SIGNAL? 
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University of Edinburgh, Scotland 

ABSTRACT 
The problems posed by the frequent 
occurrence of disfiuency in normal 
speech are important both for psycholin- 
guistic and computational models of 
speech understanding. The most basic 
of these problems is determining when 
disfiuency has occurred. Hindle [l] 
makes use of a phonetic ‘editing signal’ 
which marks the end of the material to 
be ignored and indicates the onset of the 
repair. This paper presents the results of 
gaung experiments on spontaneous 
speech which show that only a minority 
of disfluencies can be detected by the 
point where this signal is claimed to 
occur, but that nearly all are obvious to 
listeners within the first word of the 
repair. 

!. INTRODUCTION 
Unlike written or read language, sponta- 
neous speech is characterised by numer— 
ous disfluencies. For the purposes if this 
discussion, disfluency will be understood 
to consist of two main types: repetitions 
(Example !) and false starts (Example 2). 
Both may be of lengths varying from less 
than a syllable to several words. Other 
hesitation phenomena - silent and filled 
pauses and lexical fillers - will not be dis- 
cussed. 
Exarirple l: Repetition: 
'And‘you'd re— you’d really need about eight ...’ 
Example 2: False Start: 
‘Dem although the bell the rules say that …' 

It is all to easy to miss disfluenêies when 
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transcribing spontaneous speech verba— 
tim. and all too difficult to believe that so 
many occurred when perusing a correct 

' transcription because we appear to notice 
very few of them as they occur. 
One of the factors which may facilitate 
the processing of disfluent Speech could 
be the presence of cues in the speech 
stream prior to the break in fluency which 
prepare listeners for a break. Don Hindle 
[l] makes use of this idea in his algo- 
rithm for parsing speech with disfluen— 
etes: 

Two features are essential to the self— 
correctr'on system: 1) every rey-correction 
site [...] is marked by a phonetically identifi- 
able signal placed at the right edge of the 
expunction site ...' 
(lll p128) 

Hindle’s editing system depends crucially 
on the presence of this editing signal (see 
Labov [2]), defined as [1]. The system 
takes as input a transcription in standard 
orthography of conversational speech 
which has editing signals inserted by the 
transcriber, when noted, at the point of 
interruption. 

The experiments described in this' paper 
are designed to establish the location of 
the editing signal to a first approximation. 
They use materials from a sample of rep- 
etitions and false starts drawn from and 
representative of those in a corpus of 
studio—recorded spontaneous conversa- 
tional English. The first experiment 
establishes that listeners are able to 
recognise that an utterance is disfluent by 
the offset of the first word following a 
disfiuent interruption. The second 

experiment addresses Hindle's supposi— 
tiontlatsnediting signal ‘placedatthe 
right edge of the expander: site’ (ie 
inmediately following the section of 
speechthatistobeignoredandpriorto 
theonsetofthecontinuationnndicates to 
tbelistenerthatadisfiuency ispresent. It 
is found that the majority of disfiuencies 
arenotdenectableatthispointinthe 
u m  The conclusion is reached that, 
il en editing signal is present in disfluent 
peach it is not as a discrete phonetic sig- 
nl, but rather a feature of the prosodic 
dsmption that takes place. 

i. EXPERIMENT ONE 
1.1. Introduction 

This experiment was designed to test the 
hypothesis that disfluency can be recog- 
nised by the offset of the word following 
me interruption point. 

1.2. Materials 
From a corpus of spontaneous speech, 
recorded digitally in a studio. 30 sponta- 
neous «influent utterances were selected, 
each containing a token of one of a set of 
types of disfiuency, to be used as test 
items. The types of disfluency and the 
numbers of each type used were repre- 
sentative of the distribution of types of 
disfiuency identified in the corpus by the 
first author. Test items were divided 
equally among the six speakers whose 
conversations make up the corpus. 
Next, another 30 utterances were chosen 
from the corpus to provide spontaneous 
fluent controls for the disfluent items. 
These items were selected to match the 
disfiuent utterances for structure, length 
and prosody as far as possible. 
To provide controls better matched in 
structure to the spontaneous disfluent 
in…, each such item was edited 
using ILS to remove the disfluency and 
leave, without“ interruption, the fluent 
parts of the utterance. Each of the origi- 
nal speakers then heard the doctored ver— 
sions of his or her utterances and was 
asked to produce 6 finent imitations of 

each. The speakers” responses were 
recorded under the same conditions as in 
the recording of the original conversa- 
tions. For each item. the most accurate of 
the imitated versions was selected to be 
the control for that item, accuracy being 
defined as closest matching in terms of 
rate and rhythm of production. 
Examples of the resulting test materials 
are given below. 

Example 3: 
Spontaneous Disfiuent: 

‘... it’s quite obvious he's he’s on something …’ 

Rehearsed "Disfluent": 
'... it's quite obvious he’s on something ...' 

Spontaneous and Rehearsed Fluent: 

‘... we know that it's not going to ...' 

All the utterances to be used were sam- 
pled on ILS on MASSCOMP through a 
8kHz filter at 20kl-Iz, together with up to 
10 seconds of the conversation which 
occurred prior to the test utterance, which 
provided some discourse orientation. The 
onset of each word in each item was 
determined from a combination of audi- 
tory information and time—amplitude 
waveform. Each item was then gated at 
word boundaries so that the first stimulus 
for an item ran from its onset to the end 
of its first word (it's), the second from its 
onset to the end of its second word (it’s 
quite), the third to the end of its third 
word (it's quite obvious) and so on. 

The test materials were divided into two 
complementary sets of sixty utterances so 
that neither of the two sets of subjects 
heard both the spontaneous and the 
rehearsed versions of any utterance. Each 
set of 60 items was blocked by speaker 
and recorded on a separate test tape. 

2.3. Subjects and Procedure 
’I\venty students and staff members of the 
University of Edinburgh served as sub— 
jects, 10 per group. All were native 
speakers of English familiar with the 
range of accents represented in the 
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experimental materials and all reported 
having normal hearing. 
The experiment was run in two sessions 
of approximately 45 minutes. 

Subjects were given adequate time to 
familiarise themselves with each 
speaker‘s voice and all utterances were 
presented with about ten seconds of the 
dialogue prior to the utterance. 
There were two tasks in the experiment: 
word recognition and disfiuency recogni— 
tion. For the word recognition task, sub- 
jects were asked to write down after each 
gated presentation what they thought the 
latest word presented was and to make 
any amendments required to previous 
words in the appmpriate part of the 
answer sheet. For the disfiuency recogni— 
tion task, subjects were asked to make a 
judgement on a 1-5 scale about whether 
they considered that the utterance was 
fluent at the current word gate. A score of 
1 indicated that the subject considered 
that the utterance was fiuent, a score of 5 
indicated detection of disfiuency and 
intervening scores indicated uncertainty. 

2.4. Results 

In this analysis, only the 1-5 scores for 
the crucial point in the disfluent utter- 
ances (the first word of the restart) and 
the equivalent points in the control utter- 
ances are examined. 

Subjects were able to give fluency judge— 
ments with considerable confidence. For 
disfiuent utterances, they gave average 
scores of between 4 and 5 in the majority 
of cases (max = 50, min = 17, mean = 
40.05); the controls received average 
scores of l or just over 1 (min = 10, max 
= 48, mean = 12.39, for all controls). 

The difi’erences between fiuency judge— 
ments for critical points in disfluent utter- 
ances and the equivalent points in the 
controls were found to be significant 
(Friedman statistic by subjects = 38.2, df 
: 3,17 < .001; by materials = 50.91, 4f= 
3, p < .001). 

There were 2 cases out of the total of 30 
disfluencies where the total score for the 
disfluency judgement was lower than 30, 
indicating that on average subjects 
thought that the utterance might still be 
fiuent. These scores were examined indi— 
vidually in Wilcoxon signed rank tests, 
comparing them with the scores for their 
fluent controls: there was still found to be 
a significant difference between the sets 
of scores, the scores for the disfluent 
items being higher than for their fluent 
controls (first case: n=6, W=0, p<.025; 
second case: n=7, W=0, p<.01). 

2.5. Discussion 

The subjects gave high scores of between 
4 and 5 in the majority of cases where 
disfiuency had occurred and low scores 
of between 1 and 2 where there was no 
disfluency, thus supporting the hypothesis 
that disfiuency can be recognised by the 
offset of the first word after disfiuent 
interruption. 

3. EXPERIMENT TWO 
3.1. Introduction 

This experiment was designed to test the 
hypothesis that an editing signal at the 
interruption point prior to the continua— 
tion enables listeners to detect disfluency. 

3.2. Materials 

Thc materials used in this experiment 
were identical to those used in the first. 

3.3. Subjects and Pmcedure 
There were 20 subjects, as in the first 
experiment. 
The procedure was the same as that in the 
first experiment except that the disfiuency 
recognition task differed: subjects were 
asked to use the 1-5 scale to say whether 
they thought that, on the basis of what 
they had heard, the utterance would con- 
tinue fiuently or disfiuently. Thorough 
explanations and practice sessions pre— 
ceded the experiment. 

100 

3.4. Results 

In this analysis, the critical point in the 
utterance is the word-gate prior to the 
reStart. 
Subjects showed less confidence in their 
fiuency judgements than in the first 
experiment. They gave average scores of 
between 2 and 3 for the critical point in 
disfluent utterances (max: 3. 7, m i n :  
1.3, mean = 2.55); the average scores for 
the equivalent point in the controls were 
of 1 or just over 1 in most cases (min = 
1.0, max = 3.7, mean = 1.9, for all con- 
trols). 
The difi‘erences between fluency judge- 
ments for critical points in disfluent utter- 
ances and the equivalent points in the 
controls were found to be significant 
(Friedman statistic by subjects = 34.62, 
tif: 3, p < .001; by materials = 21.77, df 
= 3, p < .001). 
To examine the results for individual test 
items, Wilcoxon signed rank tests were 
performed, comparing scores for the 
Spontaneous disfluent condition with 
those for the Spontaneous fiuent condi- 
tion. The results of these tests show that 
the scores for the disfiuent condition 
were significantly higher than those for 
the fiuent condition in only 12 of the 30 
cases (p<.05), the difference in scores 
was insignificant in 15 cases and the dif- 
ference was significantly higher for the 
fluent condition in 3 cases. 

3.5. Discussion 

The results show that the hypothesis is 
only supported by a minority, 12, of the 
30 test items. Of these 12, only 9 have 
average scores of 3 or over and the maxi— 
mum is 3.7, which should indicate that 
subjects had a slight feeling that disfiu— 
ency was about to occur. 

A reexamination of the materials to 
search for any phonetic cues which may 
have caused higher scores reveals that the 
12 test items for which the total scores 
were 30 or over fall into one oftwo main 
categories: words which are interrupted 

suddenly (incomplete words); words 
which are lengthened and/or followed by 
: pause and/or creaky 03's“- or an 
inbreath. The majority of the other test 
items consist of complete words with no 
pause before the continuation. 
The analyses suggest that listeners made 
use of cut-ofi's and hesitation phenomena, 
where they were present, in detecting 
oncoming repairs. but in the majority of 
cases. where suchcueswaenotpuseat, 
they were unable to detect imminent dis- 
fiuency. 

4. CONCLUSION 
The experiments reported in this paper 
show that disfiuency can usually be 
detectedbytbeendot'thefirstol— 
lowing the interruption and do not sup- 
port the hypothesis that listeners perceive 
and make use of a phonetically identifi- 
able editing signal placed immediately 
prior to the onset of the confirmation. 
Subjects only indicated that they detected 
oncoming repairs in a minority of cases. 
In the majority of cases, they appeared to 
make use of cues within the first word of 
the repair. 
Further experiments are under way to 
determine more precisely where listeners 
can detect disfiuency and to examine the 
contribution of prosodic cues to the per- 
ception of disfiuency. It is suggested that 
rhythmic and intonational information 
plays a vital role in alerting listeners to 
the presence of disfluency, rather than a 
discrete phonetic editing signal. 
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ABSTRACT 
This study investigates whether 
individual variability in the categorisation 
of a voiced—voiceless speech contrast is 
related to the stimulus type used in the 
perceptual experiment. Continua 
constructed using cow-syntheses, 
computer-edited natural tokens and 
stylised syntheses were used. 
Categorisation of reduced-eue continua 
was also examined for the copy- 
synthesised and natural-edited ranges. 
Greater variability was generally found 
in the labelling of copy-synthesised 
continua. 

!. INTRODUCTION 
An initial study on the perception 

of initial stop place contrasts [1] has 
shown that individuals may vary greatly 
in the extent to which they are affected 
by the neutralisation of specific cues to 
these contrasts. Greater individual 
variability was found in the labelling of 
stops in an lei! environment than in an 
la/ vowel environment and in the 
perception of complex syntheses, copied 
from a natural ntterance, than that of 
more stylised syntheses. 

The aim of the present study was. 
to assess whether the variability was 
related to stimulus type, by controlling" 
yowel environment. Stimulus types used 
included computer-edited natural speech, i 
( cube, 
ante natural tokens h' _- 

zÿnthesised eontinuiim Æt‘ïätä 

Haskins Laboratories [2]. 

2. STIMULI 
The natural-edited and copy— 

synthesis versions were presented in 
three conditions: 
a. fidl—cue (VOT and Fl cutback): 
change in VOT from -20ms to +70 ms in 
nine steps and change in the Fl onset 
frequency. 
b. Ba/VOT : same change in VOT with, at 
vowel onset, formant frequencies 
characteristic of [ba] (rising Fl  onset 
throughout). 
c. Pa/VOT: same change in VOT, with, 
at vowel onset, formant frequencies 
characteristic of [p‘a] (flat Fl onset 
throughout). 
2.1. Natural edited stimulus continua 

Recording were made of tokens 
of [pal and [bal produced by an adult 
English male speaker. Two tokens were 
chosen which were characterised by clear 
formant patterns and a regular 
fundamental frequency trace of around 
10o to facilitate editing in 10ms steps. 

The creation of natural-edited 
stimulus continua was done on a mini- 
computer using a "eut and paste" 
technique. For the Ba/VOT continuum, 
the vowel portion from the [ba] token 
was appended to the burst and aspiration 
portion from the [p‘a] token. For the 
creation ofstimuli with VOT between 70 
.. _ and ._—5. msg the aspiration was 

profitant)“: deleted from the vowel end 
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in 10 ms steps. For mah with negative 
VOTs, the provoking portion was eut out 
from the [ba] stim… and mended to 
the iru'tial burst. The same process was 
carried out for the Pit/VOT continuum, 
except that, in this case, both the 
hum/aspiration and vowel pmtions were 
taken from the [p‘a] taken. In the 'full- 
cue’ continuum, for steps with positive 
VOTs, initial cycles of the vowel portion 
were deleted as VOT increased to create 
formant cutbacks in voiceless tokens. 
2.2 Synthetic stimuli 

The natural tokens used as a base 
for the natural-edited continua were 
analysed using a ten pole closed-phase 
LPC analysis to derive the formant 
frequencies. Amplitude control 
parameters were obtained using an FFT 
analysis [3]. A first resynthesis through 
a 4 kHz bandwidth, software parallel 
formant synthesiser was performed. 
Further modifications to the syntheses 
were then made on the basis of 
comparisons between the natural and 
synthetic spectra on a Kay digital 
spectrograph until a close match was 
obtained. Analogous conditions to the 
ones created for the natural-edited speech 
were prepared. For more details on 
stimulus preparation, see [4]. 

The stylised synthetic Haskins 
continuum was presented in the full—eue 
condition only. The VOT range used was 
the same as above. 

3. SUBJECTS 
Subjects were 18 paid volunteers 

with normal hearing as defined by 
average thresholds of 10 dB HL or 
better, from .25 to 8 kHz. The listeners 
ranged in age from 18 to 29 years 
(mean: 20.7 years) and had no previous 
listening experience of synthetic speech. 

4. TEST PROCEDURE 
Stimuli were presented in the 

form of two-alternative forced—choice 
identification tests over four sessions. At 
each session, seven tests were presented. 

Bach…“ ofloælremrepeated 
randomlyeighttimes.8timuliwere 
prelubdlt : confortable listening level 

_ through headphones. 

5. RESULTS 
A statistical approach based on 

generalized linear models (GLMs) fit by 
maximum likelihood estimation was used 
to determine the extent to which 
performance varied across different test 
conditions. This technique, analogous to 
Analysis of Variance, was used as it is 
especially tailored to the analysis of 
multi-variate data involving binary 
responses (for a more detailed 
description, see [1]). 

Using GLM, phoneme boundary 
and gradient measures were derived from 
the best fit cumulative normal to the four 
repetitions of each test condition for each 
of the 18 subjects (Fig. 1). A mean VOT 
phoneme boundary value was then 
derived for each of the three "full eue" 
conditions. The mean boundaries 
obtained were 13.5 ms (s.e. 5.1) for the 
natural edited condition, 13.3 ms (se. 
6.2) for the stylised synthesis condition 
and 22.4 ms (s.e. 5.0) for the copy- 
synthesis condition. The mean gradient 
values obtained were -2.492 (s.e. 1.865) 
for the natural edited condition, —2.604 
(s.e. 1.997) for the stylised synthesis 
condition, and -1.289 (se. 0.784) for the 
copy-synthesis condition. Highly similar 
phoneme boundary and gradient values 
were therefore obtained for the stylised 
syntheses and natural-edited stimuli. The 
copy-synthesis condition was less sharply 
labelled and showed a shift in boundary. 

The next step of the analysis was 
to investigate difference in labelling 
between conditions for individual 
subjects. For each subject, the condition 
deviances, which are quantitative, 
statistically interpretable, measures of the 
extent to which subjects change their 
labellin g behaviour across conditions (see 
[1]) were calculated. Labelling of the 
stylised synthesis condition was 
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compared with labelling of the other full- 
cue conditions. 83 % of subjects showed 
significant deviances at the 0.001 level 
(deviances greater than 26.1) between the 
copy-synthesised and stylised synthesis 
continua. Significant deviances were 
only found for 44% of subjects when the 
natural edited and stylised synthesis 
stimuli were compared and the range of 
deviances obtained (8.9 to 61.9) was 
generally smaller than in the first 
comparison (22.6 to 174.6). 

Next, the effects of cue reduction 
on phoneme boundary and gradient for 
copy-synthesised and natural-edited 
continua were examined. For the natural 
edited stimuli, the mean phoneme 
boundary increased from a value of 
13.52 ms for the full-eue condition, to 
16.89 ms (s.e 6.14) for the Ba/VOT 
condition and decreased to 0.47 ms (s.e. 
11.73) for the Pa/V OT condition. For the 
copy-synthesised stimuli, the shift was 
from 22.41 ms for the full—eue to 25.04 
ms (s.e. 5.53) for the Ba/VOT and 10.1 
ms (s.e. 15.4) for the Pa/VOT condition. 

Condition deviances were again 
calculated to compare labelling for the 
full-cue condition and the two reduced- 
cue conditions for individual listeners. 
For the natural edited range, very few 
listeners (11%) showed a significant 
deviance (p<0.001) between the full-eue 
and Ba/VOT condition. For the copy- 
synthesised stimuli, a greater number of 
listeners (33%) showed such an effect. 
Greater differences in labelling were 
found between the full-eue and PS./V OT 
conditions. Generally greater individual 
variability in the labelling of this reduced 
cue condition was obtained, showing that 
some listeners were more greatly affected 
by changes in the spectral characteristics 
than others (Fig. 2). With the natural 
edited stimuli, all listeners showed a 
significant deviance between the two 
conditions with condition deviances' 
ranging from 58.7 to 201.4, while, with 
the c0py-synthesised stimuli, only 72% 
showed such an effect (deviances ranging 

from 9.4 to 240.2). 

6. DISCUSSION 
When full—eue ranges were 

presented, more similar results were 
obtained for natural-edited and highly 
stylised Haskins synthetic continua than 
for a copy-synthesised continuum based 
on parameters measured from the same 
natural tokens. One explanation might be 
that, in the Haskins continuum, the 
unnaturalness of the highly stylised 
stimuli is compensated by the clear 
enhancement of the cues which are 
present. With the oopy—synthesised 
stimuli, listeners are having to deal with 
a complex set of patterns which may also 
contain slight inaccuracies in terms of 
formant bandwidth values and intensity 
relations for example. Certain listeners, 
especially in reduced-cac conditions, may 
be more sensitive to these inaccuracies 
and as a result, show greater variability 
in categorisation. 

When looking at the effect of cue 
reduction, it was found that the lack of 
an appropriate F1 onset with short VOT 
(Pa/VOT condition), generally led to a 
smaller number of "voiced" responses, 
showing the importance of spectral cues 
to the voicing contrast. For both stimulus 
types, individual listeners varied in the 
extent to which they were affected by the 
spectral cue to the voicing contrast as 
shown by large differences in condition 
deviance measures obtained. However, 
more homogeneous results were obtained 
with natural—edited stimuli than with 
copy-synthesised stimuli. 
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PERCEPTUAL SPACES OF THE RUSSIAN VOWELS 
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ABSTRACT 
The aim of this work is 

to'analyse the perception 
of non-native vowels by the 
native speakers of Russian. 
The main tasks are: 1) the 
establishment of perceptual  
spaces Of the Russian vo— 
wels under different condi— 
tions:when identifying non- 
native vowels a)isolated 
from the phonetic context; 
b)1n CV and VC syllables; 
2)the definition of the 
number of the distinguished 
vowels. The results allow 
us to maintain that  untrai— 
ned speakers of Russian are 
able to identify reliably 8 
non—native vowels and to 
distinguish 18 vowels.  
1. INTRODUCTION 
It's well-known that the 

number of Russian vowel al- 
lophones which the native 
speakers of Russian are 
able to distinguish is much 
greater (n=18) than the 
number.of the Russian vowel 
phonemes is (n=6)[,'1"]. Nume— 
rous erperimental studies 
of late assure us of the 
fact that Russian listeners 
possess a highly developed 
system of perception of 
°phonetic features of vowela 
One of the latest works in 
this field is that fulfil— 
led by Tchernova and col- 
leaguesEBJ. The authors in— 
ves igated the perception 
of 20 cardinal vowels by 
the untrained speakers of 
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Russian. In the first expe— 
riment the listeners were 
asked to identify all the 
cardinal vowels using only 
10 symbols (the letters of 
the Russian alphabet) as 
possible answers. It was 
revealed that listeners we- 
re able to distinguish abo- 
ut 17 vowels among the 20. 
In the second experiment 
the listeners were prelimi— 
narily taught to transcrip— 
tion, then they listened to 
a vowel "sample" marked by 
a certain transcription 
sign. The listeners were 
able to discriminate all 
the 20 vowels. The number 
of identified vowels how- 
ever increased but little 
(n=9—10). The problems rai- 
sed in such works seem to 
be very actual both from 
the viewpoint,of establi- 
shing the correlation bet- 
ween the perceptual and the 
phonological units, and 
from the viewpoint of ela— 
boration of the strategy of 
foreign language teaching. 
2. PROCEDURE 
At different periods of 

time three groups of un— 
trained speakers of Russian 
were asked to identify the 
vowels of English, Spanish 
and German. English and 
Spanish vowels were isola— 
ted from the words within 
which they were pronounced, 
the German vowels were pre- 
sented for identification 

-5 
-2. 

:â 59m: DIE 
symbols—“M . E 

3.8 

113.1. The distribution of the listeners' answers (by the 
‘X?criteria) on the vowels which give the most reliable 
identification. 
lithin CV and VC syllables. 
The number of listeners was 
43, and the total number of 
vowels and syllables was 
161. In all the experiments 
we received from the liste— 
ners 1947 answers. The lis- 
teners knew neither of the 
above mentioned languages, 
and they also didn't know 
the sounds of what langua- 
ges they were listening to. 
They were asked to write 
what they heard by means of 
the letters of the Russian 
alphabet. 

3. THE CHOICE OP THE LANGU- 
ARES 

._The choice of the langua— 
ges under study was not ac- 
cidentel. It was conditi— 
ened by the facts that, on 
the one hand, the vowel sy— 
stems of English and German 
are more numerous than that 
of Russian (English and 
German contain practically 
all the possible types of 
vowels), on the other hand, 
the vowel system of Spanish 
Very much resembles that of 
Russian (as far as the num— 
ber of vowel phonemes is 
concerned). All these facts 
are of great interest from 
the viewpoint of the study 
of the mechanisms of phono— 
logical hearing. 

4. RESULTS 
The results of the iden— 

tification test are presen- 
ted in Table 1. In ita ver- 

tical column the table con— 
tains only 20 types of an— 
swers given by the Russian 
speakers, thou the total 
number being 3 . As it's 
seen from the Table, the 
listeners use the Russian 
letter<3> more freQuently 
than other letter—symbols 
to mark the vowels they we— 
re presented to. The <3) 
space includes 6 vowels: 
/cgpe$' 98:9 96"]: 951) “ f a / -  
The spaces of the Russian 
Ê2>anÿ(0) änclude 5 vogelÿ: 

>” ŒE , E o a $ e â a e ' 1 3 ;  

(O)“ ADE 93:5 ’JD 99:1) . b e  /° 
Then come the Russianw<w> 
and (Y) including 3 vowels 
9 3 ° h : < H > ‘  / ' : E  a £5 , lie/: 
< y > - / V 5 . u . 5 , u . ‘ z )  / e  The 
most narrow are the spaces 
of (E ) and (H)) including only 
one vowel each:<E)- IE]; 
(F0>— /u:E/. One can also 
see from the Table, on 
which vowels the greatest 
number of answers marked by 
one letter—symbol falls. 
These are the followin vo- 
wels: / ’ - ' £ / . / I s  / , / € n  , 
/d-£ /9/a"D/o/-7-'D / o / V €  /e 
/U-'5/.I’L= 8. All of hem 
are reliably identified by 
the Russian listeners. Fig. 
1 shows the results of com— 
parison of answers' distri— 
butions on those vowels 
which were marked in most 
cases by one letter-symbol. 
The difference between the 
distributions of answers 
for each pair of vowels was 
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estimated by means of X? 
criteria. The comparison of 
the distributionsshows that 
the listeners are able to 
distinguish not 8 but at 
least 12 vowels. As it is 
seen, 4 vowels are placed 
higher than the critical 
meaning of the 13 criteria 
is. Thus, these vowels are 
very well distinguished by 
the listeners too. The vo- 
wels placed below the cri- 
tical meaning of the crite— 
ria on one vertical line 
with the vowels marked (0) 
(see Fig.1), to all appea— 
rance, seem to be identical 
for the Russian listeners 
as far as their phonetic 
features are concerned. 
Fig.1 gives the opportunity 
to represent, firstly, the 
width of the perceptual 
boundaries of the Russian 
vowels, and, secondary, the 
remoteness of non—native 
vowels from the centre for— 
med by the native vowel in 
the linguistic conscious— 
ness of the Russian spea— 
kers. 

Let's analyse another 
group of vowels. While 
identifying these vowels 
the listeners do not take 
unanimous decisions. The 
vowels are: /æ5 /,/.’)E /, 
/ 3 - ' g / . / 0 :  / . / I , ,  /,/Y-'s/. 
/Yz /,flæp /.fifi:p/ see 
Table 1). The task which 
the listeners had to fulfil 
was undoubtedly very diffi- 
cult: to place the vowel 
they heard into a certain 
sphere of a perceptual 
space formed in their memo- 
ry by the native sounds and 
to correlate the articula— 
tion with the unknown vowel 
stimili. Let's consider the 
vowels which differ only in 
one step of Openness arti— 
culatory similar to each 
other. Thus, mistakes to 
within one step of Openness 
are considered to be pos— 
sible. Then the identifica- 
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tion of some of the above 
mentioned vowels improves. 
For example, the English 
læ/ and / 3 : / ;  are identi- 
fied mostly as (E 97(70% and 
60% of all the answers cor- 
respondingly). Comparison 
of the answers' distribu— 
tions shows that these two 
vowels form one perceptual 
sphere for the speakers of 
Russian and they may be 
placed in the space of<597' 
in Fig.1. German / I ' /  is 
identified in the 50% of 
all the answers as (M)and 
in the 50% as<E3>. Thus, 
it may be placed in the 
space o f < H £ 9 7  on F i g . 1 .  
English /3/ and SpanishfiO/ 
are identified as the Rus- 
sian (0)and<A>(50% of all 
the answers corresponding— 
ly). The analysis of the 
distributions shows that 
these vowels stay close to 
each other as far as their 
phonetic properties are 
concerned and they form a 
common sphere / JC) /  which 
can be placed in the space 
of (A0) on Fig.1. While 
identifying the German Ay, 
y:,œ ,pr/ the Russian liste- 
ners use from 8 to 14 sym— 
bols and combinations of 
symbols. These are mostly 
the combinations of a front 
close vowel with a back ro- 
unded vowel. This fact tes— 
tifies to the phonological 
character of the Operation: 
the mechanism of the front 
rounded vowel identifica— 
tion resembles that used by 
the native speakers of Rus— 
sian when identifying the 
Russian vowel allophones 
in the position between or 
after alatalysed conso- 
nants ËZJ. 

The analysis of the dis— 
tribution of inadmissible 
answers shows that the vo- 
wels / Y /  and /œ/ are 
most similar in the space 
of phonetic features from 
the viewpoint of the Rus- 

Table 1. Identification of English,Spanish and German vo- 

wels by the native speakers of Russian. 

fly English. Spanf‘shi G e r m  a. n.L _ 

“6.3“ : I e æ a: A 0 3mm: Ueaoujn: I e:£ 88.0:9 a: ”ce: 
_? 10 5050 30 3,5 51.1: ml 35669432 4,3 3, va 29 

A 10 5 90 80 3 8 1W1f _fu fig. 

O 55 60'5 5 2 299.25] 313515 2.9 w s 
[A 85 5 sam qq 3 ’15 8,6 9,5 
y 10 10 5 90 m m  6358 «H'H'wm; ‘f 
I-(L ?5 191 113.911; 
E 5 so 2m 30mg «… Mz & h _ 
bl- m .5 5 m m  u î ï  ' ZV 

“ï; 25‘ I 421 
OA ; 10 1o 3‘ 12 

5% a % 
f 6 5 1 41% 

Ëë" ' . se 
29 mg ?.! 

{fi- .,; 
770 ; % 

‘” A J [ l J _ I 
sian s eakers. The vowels kers b several symbols: 
/Y-‘/ aid Ath/are well dise-w. //:,9/- E3>./æ5:/- (ESP,/30] 
tinguished by the listenera 

5. DISCUSSION 
The results of the inves— 

tigation allow us to main— 
tain that in the case of a 
non—native vowel identifi— 
cation the Russian lister; 
ners are able to identify 
reliably 8 vowels. The num- 
ber of distinguished vowels 
is equal to 18: 12 (Fig.1) 
/Iz> / ,læ3=/,/90/ . M?! ./Y:/ . 
/¢:/ .  All the vowels can be 
divided into 3 groups as 
far as their perceptual es— 
timation by the native spe— 
akers of Russian is concer- 
ned:1)the vowels which are 
placed reliably in a perce- 
ptual space of a definite 
Russian vowel. Their number 
is 18 and they form verti- 
cal spheres in Fig.1; 2)The 
vowels which are placed in 
& perceptual space, formed 
in a linguistic conscious- 
ness of the Russian spea- 

*—<AO>; 3)the vowels which 
are not placed in a percep- 
tual space ("alien"to it). 
These are the German front 
rounded vowels. 
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A CROSS—LINGUISTIC EXPERIMENTAL INVESTIGATION OF 
SYLLABLE STRUCTURE: SOME PRELIMINARY RESULTS 

Bruce L. Derwing, 

U of Alberta, Canada 

ABSTRACT 
Prior research has shown that there is 
more to English syllables than a mere 
linear sequence of phonemic segments. 
The present research attempts to extend 
the use of techniques developed in the 
English investigations to the study of 
comparable phenomena in other lan- 
guages of diverse types. A preliminary 
report is given on the status of sub-syl- 
labic units in Taiwanese and Korean, 
together with some new findings on 
Korean syllable boundaries. 

]. BACKGROUND 
The experimental investigation of 

syllable structure began with the work of 
Treiman [1,2, etc.], who used a variety of 
smn g manipulation tasks (notably word— 
blending) to determine whether such 
hypothesized units as the onset, rime or 
coda were viable for English. Dow [3,4, 
etc.] continued this work, using primarily 
a unit-substitution task. Taken together, 
this research lends support to the idea that 
English syllables have an onset+rime or 
right—branching structure.z Treiman & 
Danis [6] have recently extended this 
investigation to the question of syllable 
boundaries in English, putting such 
notions as the Maxima] Onset Principle to 
experimental test. A chief purpose of the 
present study was to extend or adapt the 
methodologies developed in these English 
language investigations to other languages 
of diverse types, in order to explore the 
question of the generality of the findings. 
2. SUB-SYLLABIC UNITS IN 
TAIWANESE AND KOREAN 
2.1 Taiwanese 

Since the initial attempts to apply 

1 1 0  

Sook Whan Cho and H. Samuel Wang 

Sogang U, Korea National Tsing Hua U, Taiwanl 

Dow’s unit—substitution task to Arabic, 
Blackfoot and Taiwanese proved imprac- 
tical, it was decided to try a forced-choice 
version of Treiman’s word-blending task 
that could be group administered. Since 
the main question of interest related to the 
direction of the primary bonding between 
the vowel and adjacent consonants, 
subjects were given two alternative 
‘blendings’ of a pair of Taiwanese words, 
one which combined the onset of one with 
the rime of the other and a second which 
combined the head of one with the coda 
of the other, as illustrated by the follow- 
ing example: SANI + CIM] ———> (a) 
SIM] (b) CIN 1. (The numbers following 
each Taiwanese word indicate tone.) Also 
included on the test were several word 
pairs like the following, where both 
choices were of a single type: TAS + PIS 
—> (a) TIS (b) PAS. By comparing the 
results on these items with the first group, 
we could assess whether there was a 
distinct preference for one type of blend 
over the other. 

The forced-choice word-blending task 
was conducted in Taiwan in November 
1990 and in January 1991, yielding 95 
subjects in all. The results, however, 
revealed no distinct preference in favour 
of either onset—rime or head-coda blends, 
as responses to the ‘choice’ and ‘non- 
choice' items were indistinguishable: in 
both cases responses were essentially 
random, except for a slight overall bias in 
favour of choosing the first response. 
regardless of type. This presumably 
means one of two things: ( l)  perhaps our 
subjects did not understand the nature of 
the task, or else were simply not able to 
perform it reliably under the conditions it 

was presented; (2) alternatively. perhaps 
the simple mnosyllables of this lan- 
guage, involving no consonant clusters 
and very severe internal collocational 
constraints, are not readily analyzable by 
speakers into smaller units. This second 
interpretation is consistent with the results 
of Read et a!.[7] from a related dialect, in 
which ordinary subjects (i.e., subjects not 
familiar with the pinyin alphabetic trans— 
literation scheme) proved unable to 
perform the simple task of replacing the 
initial consonant (onset) of a Mandarin 
word by another consonant; instead, their 
performance was highly parallel to that 
found by Morais et al. [8] in a similar task 
with illiterate Portuguese speakers. (See 
[9,10] for further discussion of problems 
with the notion of the phoneme as a 
universal unit of speech segmentation.) 
2.2 Korean 

The Korean language is of much inter- 
est to this investigation, as there are 
reasons to believe that syllables in this 
language reflect a head + coda structure 
rather than the onset + rime organization 
of English (i.e., unlike English, vowel 
nuclei in Korean seem to adhere more 
closely to preceding consonants than to 
following ones). Native speakers report 
this to be the case on the basis of their 
own intuitions, and even the standard 
orthography reflects a judgment of this 
kind. The syllable SAN (meaning ‘moun— 
tain’), for example, is represented at two 
vertical levels, with the Korean letters for 
SA placed on top and the letter for N 
placed below it, thus implying an organi— 
zation like (SA)N rather than S(AN). In 
addition, Youn has recently conducted an 
informal word-blend production task, 
whose results to date support this analysis 
(see [11]). A Korean version of the 
forced-choice word-blendin g task is now 
under way to firm up these preliminary 
findings, but the results of that study are 
not yet available. 
3. SYLLABLE BOUNDARIES IN 
ENGLISH AND KOREAN 
3.1 English 

Initial attempts to apply the Treiman & 
Danis (T &D) syllable-inversion task to 
other languages were generally unfruitful: 
less than 10% of our Arabic subjects, for 

example, were able to perform any inver- 
sions at all. When a similar problem 
emerged in the early stages of the 
Blackfoot investigation, it became clear 
that a new, sirnpler technique was going 
to have to be developed, one that would 
not require literacy skills to perform. 
(This was especially critical for 
Blackfoot, as few speakers know the 
orthographic system that has been devel— 
oped only recently by linguists for that 
language.) 

A new technique that worked involves 
what we call the ‘pause—break' task. In 
this task subjects are asked to choose 
which of two or three alternative 
‘breakings’ of a word sounded the ‘most 
natural.’ To illustrate for the English word 
MELON, for example, the following three 
alternatives were offered (where indi- 
cates the location of the pause): 
(a) /m e...1 en! (where Ill is treated as the 
onset of the second syllable), 
(b) Im el... en] (where Il! is the coda of 
the first syllable), et (c) Im el...l on! 
(where Ill is ambisyllabic). In an exten— 
sive pilot study, this task was presented to 
95 undergraduate English students, all 
native speakers with little or no prior 
exposure to linguistics or phonetics. 'The 
main purpose of this pilot study was to 
evaluate whether the earlier T&D results, 
using more difficult tasks, could be repli- 
cated, and, as indicated in [5], the answer 
was in the affinnative. This new task has 
thus been adopted for testing or re—testing 
in most of the languages in the project, 
but only the Korean data are available at 
this time. 
3.2 Korean 

In the Korean writing system (called 
hangul), letters are used for individual 
segments and written from left to right, 
much as in English, but, by utilizing the 
vertical dimension as already noted 
above, these letters are also grouped into 
syllable-sized ‘bundlcs.’ The hangul 
spellin g of each Korean word thus makes 
a commitment as to the location of the 
syllable boundary which every literate 
speaker presumably knows. The purpose 
of the present investigation, therefore, 
was to establish whether any general 
preference could be found that was inde— 
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pendent of the orthographic norms. 
In principle, we saw two possible ways 

to investigate this. One possible course of 
action, obviously, would be to carry out 
the study among illiterate speakers, who 
would not know the orthographic norms. 
The second approach, which could be 
more readily implemented, was to focus 
the investigation on homOphones having a 
variable placement of the orthographic 
syllable boundary, depending on the 
morphological structure of the words 
involved. The phonemic string MILI in 
standard Korean, for example, is ambigu- 
ously syllabified in the orthography as 
MI/LI (when it means ‘in advance’) or as 
MIL/I (when it means ‘wheat + nom’), 
where a slash is used here to show the 
location of the break between the syllable— 
sized hangul ‘packages.’ For subjects who 
were given the meanings of the Korean 
words in the oral presentation used in our 
study, we expected a close conformity to 
the orthographic norms. For the other 
group, however, who were not given the 
meanings, we saw a possibility for some 
general phonological preferences to 
emerge. 

The first round of Korean data was 
collected in October 1990 in Seoul, when 
two groups totaling 117 subjects were 
presented with six items similar to the one 
above, as well as a number of supplemen- 
tary items selected to test ’cases mostly 
involving intervocalic tense consonants or 
consonant clusters. All subjects were 
undergraduate students in the Department 
of English at Sogang University, the great 
majority of whom grew up in the general 
Seoul area. The results were as follows:’ 
( 1) The clearest cases involved single 
consonants that are restricted 
phonotactically to syllable-initial position, 
such as [Ü (as with SA-ICANG [l.(DI), 
or to syllable-final position, such as /0/ 
(as in PANG-II [1.001). (2) The results 
were also very clear for consonant clus- 
ters, where the preferred break occurs 
between them. This result was virtually 
unanimous if this break corresponded 
with the spelling (as in CHENG-ISO [.99] ' 
and KUK-ISU [.98]), but remained the 
majority choice even when the orthogra— 
phy put the break after the second conso- 

1 1 2  

' A-INI 

nant (e.g., AN-C/A [.74] and KAP—S/I 
[.661). (3) For tense consonants (written 
as geminates) the results were also fairly 
clear, with the preferred break once again 
after the vowel in Spelling—supported 
cases (e.g., A-IPPA [.99] and KA-ICCA 
[.79]), but with a major shift to the spell- 
ingbreakifitoccurred aftertheconso— 
nant (e.g., MU—KK/E [.45] and KA-SS/E 
[.32]). (4) In the crucial crthographically 
ambiguous strings, which mostly involved 
single intervocalic consonants, the pre- 
ferred break position was immediately 
after the vowel; however, as shown in the 
summary of these results below, the size 
of the plurality varied considerably as a 
function of consonant-type.“ (Note that 
two figures are given for these words: the 
first shows the proportion of subjects who 
broke the words at the hyphen under the 
‘no meaning” or ‘ambiguous string’ 
condition, while the second shows the 
result when the meanings were supplied.) 
MI—ILI (.91/.95) vs. MI-L/I (Bl/.27) 

(.83/1 .00) vs. A-N/I (.81I.20) 
I—IPYENG(.66/.97) vs.I—PIYENG(.45I.25) 
CE-/KE (551.95) vs. CE-K/E (.55/.63) 
SO/KA (.53/.97) vs. SO—K/A (521.25) 
If the post-vocalic break position was 
unambiguously supported by the Spelling 
for such consonants, the effect was, of 
course, maintained and even enhanced ' 
(e.g., I—/MOKI [.89/.94]), but if an unam- 
biguous spelling break was located after 
the consonant, a major shift again oc- 
curred in that direction (as in KI-UI [.48/ 
.54]). (Notice that supplying the meaning 
had little efi'ect for these two words, . 
which was the general trend for the non- 
ambiguous items throughout.) The single 
outlier pair among the ambiguous strings 
was KO-IKI (.90/1.00) and KO—K/I (.87/ 
.25), which in the ‘no meaning” condition 
(first numbers) both yielded the kind of 
results expected for [ma-ambiguous 
strings, as discussed in (1)-(3) above. 
(Compare also the second set offigures in 
the first column above, where disambigu- 
ation was achieved by supplying the 
meanings.) Given the very high frequency 
and familiarity of the word KO—IKI 
(meaning ‘meat’), we suspect that our 
subjects were simply insensitive to the 
spelling ambiguity here under the ‘no 

meaning’ condition (KO—K/I is the 
nominalized form of a relatively rare 
word meaning ‘musical piece'). 
4. CONCLUSIONS . 

Our attempt to expand the experimental 
exploration of syllable structure to lan— 
guages beyond English has been slowed 
by the fact that new experimentaltech— 
niques have had to be developed rn nearly 
all cases. Nevertheless, the followmg 
preliminary results can now be reported: 
( l )  Korean syllables appear to be of the 
left-branching or head+coda type, chal— 
lenging the universality of the onset+nme 
strategy; (2) the syllables of the Chinese 
dialects (in this case Taiwanese) continue 
to resist experimental attempts to sub- 
analysis, casting further doubt on the 
universality of the phoneme as a basrc 
unit (cf. [10]); and (3) Korean speakers 
show a decided preference to divrde 
V-lC/V and VC—/C/V sequences at the 
positions marked by hyphens, even 
though their orthography permrts syllable 
breaks at all four of the positions marked 
by slashcs. 
NOTES 
IThe research reported here was supported 
by a research grant from the Socral Scr- 
ences and Humanites Research Council of 
Canada (No. 410—88-0266), awarded to 
the first author. The authors also wish to 
express their deep thanks to Y.B. Youn 
(Sogang University), whose aid was 
indispensable to this project, and to T.M. 
Nearey for his technical assistance. 
2More recent work has suggested an 
alternative interpretation that is less hard 
and fast (sec [5], in this volume). 
3In all of these examples, a hyphen is used 
to show the judged syllable break and a 
slash ([) to show where the break occurs 
in the Spelling; if both breaks comcrde, 
the composite symbol -/ is used. The 
numbers indicate the proportion of sub- 
jects who chose to break the words at the 
place marked by the hyphen. _ 
‘Note that the suggested hierarchy rs _ 
much the same as that found for English 
(sec [5], this volume), except that the 
linkages in Korean, as eXpected, are to the 
following vowel, rather than to the pre- 
ceding one. 
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ABSTRACT 
. Our project was the establishment of a 

grammar for the automatic phoneticization ' 
of Spanish. By examining a lexicon of 
65.000 words and systematically 
examining their transcriptions, we 
formulated a large body of rules. In a 
next step, we will use this knowledge for 
a text-to-speech synthesis application. We 
constituted a data base of 2500 words. 
The resulting system gives a correct 
phoneticization of 98% of the original 
lexicon. We here present the analysis 
method used on this large lexicon, as well 
as a selection of the rules derived. 

]. INTRODUCTION 
La phonétisation automatique consiste à 
passer d'une chaine orthographique 
quelconque à une chaîne phonétique. 
Cette transcription en A.P.I. ou dans un 
autre code relève du domaine de la 
description linguistique et peut être 
utilisée dans une application telle que la 
synthèse de la parole. Ses intérêts sont 
multiples et apparaissent de plus en plus 
comme l’étape nécessaire pour 
l'établissement du dialogue homme- 
machine. Sur le plan hispanique, ce 

champ d’étude a déjà fait l’objet de 
récents travaux [ 1]. 
Résultat d’une collaboration étroite entre 
linguistes et informaticiens, l’outil de 
phonétisation multilangue qu’est TOPH 
[2], défini dans le cadre de la synthèse à 
partir du texte, présente l’avantage pour 
le linguiste de formaliser facilement sa 
connaissance. Conçu comme un module 
adaptable à chaque langue orthographique 
visée en l'occurrence le français, 
l’allemand et l’italien, cet outil a donné 
lieu au déveIOppement de grammaires de 
transcription pour chacune de ces 
langues. Cette étude se veut une des- 
cription linguistique des phénomènes de 
phonétisation mais une étape ultérieure 
consistera à " l'intégration de ces 
connaissances dans un système de 
synthèse (S YNTALIT ). 
Notre contribution consiste en 
l’établissement d’une grammaire de règles 
de transcription orthographique— 
phonétique utilisant le formalisme TOPH 
pour le castillan normatif (prononciation 
de l’espagnol madrilène cultivé). 

2. PRESENTATION DE TOPH 
Formalisation de grammaires de 
transcription, TOPH a été réalisé afin de 
proposer une description concise des 
phénomènes de phonétisation. Le logiciel 
élaboré s’articule autour des éléments 
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syntaxtq' ue: suivants: 
- L'unité linguistique sélectionnée est la 
chaîne gnpbémique 
- Déclaration d’ensembles de natures 
diférentes à savoir les ensembles 
linguistiques et les lexiques d’exceptions. 
- Le linguiste formalise son raisonnement 
sous la forme d'une grammaire 
déterministe (a une quelconque sous- 
chaîne d’un mot correspond une seule 
transcription) de règles de réecriture 
contextuelles. 
- Oui-années du particulier au général, les 
regles sont regroupées par classes, avec 
un ordre local pour chaque règle, défini 
par son ordre d’écriture. 
- Possibilité d’insertion de commentaires 
dans la grammaire bornés par! 
L’intérêt de TOPH réside dans l’accès à 
des traces de réalisation des règles 
sollicitées de même qu’à des résultats 
statistiques sur ces dernières. 

3. GRAMMAIRE DU CASTILLAN 
lagrammaireaétéélaboréesurlabasede 
65000 entrées lexicales issues du 
dictionnaire SGEL [3] dont la 
particularité, outre les transcriptions 
attachées à chaque entrée, réside dans 
l’introduction de nombreux emprunts 
(anglicismes en majorité) plus ou moins 
assimilés au phonétisme du castillan. A 
l’aide d’un ensemble de règles la 
correspondance phonétique de chaque 
graphème est définie en tenant compte de 
toutes ses distributions possibles. 
L’apport constant de termes nouveaux 
auxquels une langue naturelle est soumise 
nécessitera une mise a jour régulière de 
notre grammaire. Ceci pose évidemment 
le problème de la pertinence des lexiques 
liée àleur actualisation. 
Pour la prononciation standard du 
castillan nous nous référons à des 

ouvrages spécialisés [4], [5], [6] . Nous 
nous appuyons en outre sur le 
dictionnaire SGEL (mentionné 
précédemment) à partir duquel nous 
avons dressé des listes d’exceptions pour 
chacune des 29 lettres de la langue. Ces 
listes contiennent toutes les réalisations 
phonétiques déviantes ou supplémentaires 
par rapport aux règles mentionnées dans 
les travaux déjà signalés cela dans le but 
de répertorier toutes les occurrences 
allophoniques pour une chaîne 
graphémique donnée afin de consuuire 
une grammaire de phonétisation la plus 
complète possible. Après ce premier 
travail d’identification et de synthèse, 
nous nous sommes attachés à l’édification 
et à la codification de la grammaire 
proprement dite pour laquelle nous avons 
déclaré les éléments décrits ci-après : 

— 12 ensembles répartis en ensembles 
linguistiques par exemple : 

&) “semi-consonnes” : (y. W) 

b) séparateur de mots 
“#”: (‘s-9 !:! ;tus!) 

c) “except : i” : (articulad, angular, 
unfvoc, axic, auricular, atomic, ocinética, 
odegradable, odegradaciôn, odinamica, 
offsica, ograf, ogrâfic, ôgrafo, ologia, 
olôgico, élogo, oluminiscencia, omasa, 
omecanica, ometria, opsia, oquimico, 
osfera, osintesis, oterapia, otico, otita, 
otropismo, oxido, al, ofita,os, ozoo, alin, 
ato, ante, ogloso, oide,able, abilidad, 
enio, enal, edro, asico, ar, angulo) 

Cet ensemble d’exceptions nous permet 
d’écrire la règle : 
(“#”+b,br,h,u',v) +i+ (“except : i”) = [i] 
sachant que la règle générale (majoritaire) 
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est: 
(“consonne”) +i+ (“voycllc sauf in) : … 

4. RÉSULTATS 
A la lumière des résultats, plusieurs 
remarques s’imposent. Il apparaît que si 
l’on ne considère que les règles de 
prononciation circonscrites aux 
phénomènes réguliers, autrement dit sans 
tenir compte des exceptions ou des 
emprunts, la phonétisation du castillan se 
résume à une soixantaine de règles 
élémentaires. A titre illustratif, nous nous 
limiterons au cas du graphème “g”. Alors 
que ce graphème est communément défini 
comme se réalisant selon 3 allophones , il 
s’enrichit de nombreuses réalisations 
lorsque nous étendons la grammaire à 
l'étude des emprunts et autres exceptions 
(entigrecerse). 
Ainsi si l’on considère le trait régulier, un 
graphème comme “g” sera traité par 3 
règles: 

+g+ (e,i) = [x] 
(“#”.n) +g+ = [g] 
+g+ = [Y] 

En revanche, il en faudra 19 si l’on tient 
compte, par ailleurs, des emprunts: 

(”#"+gro,buldo) +g+ (”#") = [g] 
(“#"+zigza,iceber,basi) +g+ ("#") =- [x] 
(“#"+ban,campin,smokin,bumeran,boom 
eran,rin,puddin,pin,pon,parkin,rnarketin, 
gon,dumpin,dopin) +g+ (“#“) = [ ]  
("#"+tun) +g+ (steno) : [ ]  
("#"+rémin) +g+ (ton) = [ ]  
("#“+gan) +g+ (ster+ismo,#) = [ ]  
("#"+copyri.bri) +g+ 010 = [ l  
("#"+neglig) +g+ (e) = ['il 
("#"+sufra) +g+ (is+t,m) : [Y] 
("#"+he) +g+ (elia+n,nismo) : [v] 
("#"+per) +g+ (ola) = [a] 

("#"+lori) +g+ (a) = [g] 
("#”+ideolo) +g+ (o) = [g] 
("#"+enti) +g+ (recerse) = [g] 
("#"+cat) +g+ (ut) = [g] 
+ g + ( e . i ) = I X I  
("#"JIJ +g+ =lnl 
("#") +g+ ("#") = [xe] 
+g+ = [rl 

Les règles ont été testées sur une base de 
données conséquente et notamment un 
dictionnaire de 2500 entrées, implémenté 
sur HYPERCARD (Macintosh) contenant 
formes orthographiques et phonétiques de 
référence. Actuellement 484 règles et 3 
ensembles d‘exceptions permettent de 
phonétiser automatiquement ce corpus. 
Nous obtenons un taux de succès de 
98%. 

5. CONCLUSION 
Dépourvu d’homographes hétérOphones, 
le castillan s’avère être une langue 
relativement régulière quant à un 
processus de phonétisation. Néanmoins si 
l’on considère la manière dont elle intègre 
les emprunts, nous constatons que ces 
apports lexicaux désorganisent quelque 
peu le phonétisme de cette dernière ou du 
moins n‘obéissent pas aux règles de 
prononciation standard. Cependant 
quelquefois ils semblent avoir été 
pratiquement totalement assimilés par la 
langue (pour les plus anciens) et nous 
obtenons alors deux prononciations 
possibles pour une même unité lexicale, 
une se fondant sur le phonétisme castillan 
et l'autre conservant les traits de la langue 
d’origine (bridge, chauvinismo, 
chauvinista). Matériau vivant, la langue 
nécessitera pour son étude la constante 
réactualisation de nos règles ainsi que le 
renouvellement des lexiques établis. 
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ABSTRACT 
This is a study of temporal patterns of 
stress in Swedish, English and French, 
focusing on durations of syllables and 
phonemes in stressed and unstressed 
positions. In French‘"wc note a finite 
amount of stress induced segmental 
lengthening at phrase internal locations 
which is less prominent than phrase final 
prepause lengthening and also smaller 
than in Swedish and English. If com- 
pared on the basis of the same number of 
phonemes per syllable the stress induced 
lengthening is less in French than in the 
two other languages. These results are 
interpreted within the concept of "stress 
timing" versus "syllable timing". 

1. INTRODUCTION 
The main purpose of our presentation is 
to report on some experiments on the 
realization of stress pattern. We have re— 
cently extended our studies of Swedish 
prose reading [4] to a pilot study of 
French and English [5]. A primary 
object has been durational structures. 
How does stress influence the duration 
of syllables and individual speech 
sounds? To what extent will language 
Specific differences in syllable 
complexity influence overall durations 
of stressed and unstressed syllables? Can 
our results contribute somewhat to the 
perspective of "stress timing" versus 
"syllable timing"? We have results from 
a small pilot study of a Swedish text 
translated into French and English. 
A few remarks about terminology may 
be needed. In French phonetics [7] the 
terms "stress" is often avoided and is re- 
placed by the partial synonym "accent", 
e.g. in connection with so called "accent 
d‘insistance", indicating a marked accent 
usually falling in & syllable preceding the 
one that would otherwise have been ex- 
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pected to receive some degree of promi— 
nence. In French, the phrase and sen- 
tence groups, outlined by the intonation 
pattern and further marked by group 
final lengthening, is considered primary. 
In addition, however, there exists - just 
as in English and Swedish but less 
apparent — a subdivision of a phrase into 
smaller units around content words that 
are mainly marked by local F0 contours. 
This is what Delattre refers to as "minor 
continuations" [3]. One outcome of our 
study is to verify the existence of these 
prosodic word accents, and to quantify 
their small but usually finite durational 
correlates. We have found it profitable to 
make a general distinction between these 
minor accents and those which are fol- 
lowed by a pause. Their durational pat- 
terns are systematically different. 

2. RESULTS 
Our studies confirm this general view. In 
all three languages, stressed or accented 
syllables display a prolonged duration. 
ln French, the stressed induced syllable 
lengthening is not limited to phrase final, 
prepause locations. The phrase internal, 

_ minor accentuations are associated with 
an increase of the order of 50 ms, com- 
pared to 100-150 ms for English and 
Swedish. In French the durational com- 
ponent is often negligible, whilst a typi— 
cal slow rise of FO followed by a faster 
resetting constitutes the remaining cue. 
Prepause lengthening was found to be 
greater in both Swedish and English 
compared to French. 
A closer view of stress induced length- 
ening within a stressed syllable reveals 
characteristic differences. In all three 
languages, prepause lengthening affects 
phoneme durations in essentially inverse 
preportion to their distance to the 
boundary. In French, this pattern con— 
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Fi .1. A co arison of stress induced segmental lengthening {measured duration minus 
unî‘tressed ”rlgference) in Swedish, French and English. The cross-hatched columns 

represent stressed vowels. 

trasts drastically to that of the internal 
minor accents, where consonants after 
the stressed vowel do not appear to 
receive any stressed _tnduced 
lengthening. As shown in Frg.1, the 
lengthening profiles within stressed syl- 
lables in nonterminal posrtion are 
different for French, English and 
Swedish, with an overweight on conso— 
nants following the vowel in Swedish 
and consonants preceding the vowel rn 
French, whereas in English the profile rs 
more symmetrical. _ 
We shall now look more closely into 
average stressed and unstressed syllable 
durations in the three languages. Fol- 
lowing traditional definitions of syllables 
and excluding prepause stresses, we 
found rather similar values for _un- 
stressed syllables, 125 ms for Swedish, 
140 ms for English and 130 ms for 
French. The corresponding values for 
stressed syllables were 290 ms for 
Swedish, 300 ms for English and 220 ms 
only for French. 
However, we may argue to what extent 

these differences depend on syllable 
complexity. For unstressed syllables we 
find 2.1 phonemes per syllable _for 
French and 2.3 for Swedish and English. 
In French the particular distribution is 
very much dominated by two-phoneme 
syllables, essentially of CV_—type. An ap- 
parent difference exists wrth respect to 
stressed syllables. In our text we found 
an average of 3.0 phonemes per syllable 

for Swedish, 3.1 for English and 2.3 for 
French. _ 
Do these differences fully explain the 
durational data? The answer is no. Our 
procedure for the test is more fully de- 
scribed in [5]. It accounts to plorung 
syllable durations against number of 
phonemes. For Swedish unstressed syl- 
lables we find 
d = 10 + 50m _ (1) 
where (1 is the syllable duration and m 
the average number of phonemes. For 
English and French we found somewhat 
larger values for m greater than _2. For 
Swedish stressed syllables we obtained 
D = 57 + 77m _(2) 
The result was similar for English, 
whilst for French we noted a best fit rn 
terms of 
D = 81 + 52m _ (3) 
Now, if we compare the Swedish and the 
French data with respect to the same 
number of phonemes per stressed sylla- 
ble, e.g. m=3, we find D=290 ms for 
Swedish and 235 ms for French. This 
analysis reflects a true stress induced dif— 
ference. _ _ 
We shall now take a more detailed vrew 
of the differences between stressed and 
unstressed syllables in the three 
languages. Fig.2 shows successrve sylla- 
bles within a long sentence rn English, 
French and Swedish. Here the ordinate 1s 
the difference in duration between a 
syllable and an unstressed reference, 
determined as the sum of average un- 
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stressed segmental durations of the 
phonemes contained. Stressed syllables 
are cross-hatched. 
Again we note the smaller stresscd/ 
unstressed contrast in French than in 
Swedish or English. In all three' 
languages the verb phrase - "she could 
perhaps get an impression of" - at the 
end of the sentence is deemphasized as 
seen by the negative values of the nor- 
malized syllable durations, indicating in- 

creased tempo. In all three languages 
there is a definitive prepause lengthen- 
ing, affecting unstressed as well as 
stressed syllables. There is no phrase 
mitial shortening of unstressed syllables, 
at least not for French, but unstressed 
syllables immediately following a non— 
terminal stress in French tend to be 
shortened. Occasionally, a phonologi— 
cally unstressed syllable is lengthened. 
This is found in the last syllable of the 
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word "musty" and the first syllable of the 
word "flottaient", which could be con- 
sidered as an instance of "accent 
d'insistance", also seen in the first sylla— 
ble of "cela". Also the noun "lumière" is 
somewhat lengthened, supporting the 
following adjective "jaunc". Some of 
these traits are of course Speaker specific 
but still of some general interest. 

3. STRESS TIMING VERSUS 
SYLLABLE TIMING 
"Stress timing" versus "syllable timing" 
are concepts frequently used in language 
descriptions. The stn'ngency and rele- 
vance of these terms, originally coined 
by Pike [6] and promoted by 
Abercrombie [1],  have often been ques— 
tioned. What evidence do we have for 
referring to Swedish and English as 
"stress timed" and French as "syllable 
timed"? The initial postulate concerning 
stress timing was a constancy of inter- 
stress intervals irrespective of the num— 
ber of syllables contained. Since long, 
this extreme postulate has been refuted 
[2]. Here follows a condensed summary 
of our earlier discussion on this issue [5]: 
( 1 )  Even though weak isochrony tenden— 
cies are found in English and Swedish, 
they do not seem to be of a sufficient 
perceptual salience to serve as a basis for 
a theory of stress timing versus syllable 
timing. 
(2) Most content words receive some 
degree of accentuation also in French, 
which potentially could constitute a 
basis for stress timing just as in English 
or Swedish. However, in French the 
phrase internal stresses are less apparent, 
whilst the regulan'ty of the succession of 
syllables becomes dominant. 
To sum up, we have found that the 
smaller contrast between stressed and 
unstressed syllable durations in French 
compared to English and Swedish is 
both a matter of a smaller contrast in 
syllable complexity and a lower degree 
of stress induced lengthening. In addi- 
tion, the relative precision and low de- 
gree of vowel reduction in unstressed 
syllables in French reduces the 
stressed/unstressed contrast. Another 
argument in the same direction is the 
relatively moderate F0 span of nonter- 
minal stresses compared to the more 
dominant prepause contours. In our view 
the main arguments for referring to 
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French as "syllable timed" and Swedish 
and English as "stress timed" are the 
following: 
The stress timing is not a matter of 
physical isochrony of interstness inter- 
vals, but a perceptual dominance of 
heavy syllables, the succession of which 
is sensed as quasi-periodical. A language 
is sensed as syllable timed, when these 
stress cues, including contrasts in sylla- 
ble complexity and precision are re— 
duced. 
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TOWARDS AN ACCOUNT OF LAN GUAGE—SPECIFIC 
PATTERNS OF THE TIMING OF VOICING 

C. Wills and G. Docherty 

Department of Speech, University of Newcastle-upon-Tyne, UK. 

ABSTRACT 
Results are presented from a study of the 
timing of voicing in English obstruents 
produced by native Speakers of French 
and Spanish. It is suggested that in 
attempting to account for the timing of 
voicing (in native as well as non-native 
performance) an incomplete picture may 
be obtained if the variability in speaker 
performance is omitted from the account, 
and if excessive attention is focused on 
VOT as Opposed to overall laryngeal— 
supralaryngeal coordination. 

1. INTRODUCTION 
Instrumental studies of the phonetic 
performance of non-native speakers of a 
langua e (particularly English) have been 
used ê) as evidence in support of a 
model of acquisition of L2 (e.g_.[2]), and 
(b) to shed light on the status of fine- 
grained phonetic variability, specifically 
regarding the extent to which it is a 
language-Specific and learned aspect of 
phonetic performance (e.g. [3,6]). Studies 
of consonant production in L2 have 
focused almost exclusively on VOT, and 
the basis of comparison between different 
groups of subjects has typically been the 
mean VOT for particular categories of 
stops. 

In this communication it is suggested that 
by commonly adopting the approach just 
described, previous studies may be ' 
Overlooking some of the fundamental 

‘characteristics of the L2 (and L1) speaker 
performance. It has recently been 
preposed that the phonetic representation 
of an utterance may consist not of a 
string of precise target Specifications, but 
may instead be characterised by built-in 
variability and underspecification [1,4]. 

The implication of this is that an account 
of performance focusing exclusively on 
mean scores may only be painting part of 
the picture. Furthermore, recent work on 
both the detailed characteristics of 
laryngeal timing in stops [5] and on the 
phonetic and phonological representation 
of the voicing contrast [1] suggests that 
greater observational and explanatory 
emphasis should be placed on the overall 
timing and coordination of laryngeal and 
supralaryngeal gestures, and that 
variability of VOT (for example) may 
arise from variability of other timing and 
control parameters as opposed to being 

- directly manipulated itself. 

It seems timely therefore to investigate 
whether these revised notions of target 
and control with regard to the timing of 
voicing lead to rather different inferences 
being made about speech production 
from data obtained from L2 performance. 
This is the -' aim of a project being 
undertaken at the University of 
Newcastle-upon—Tyne, and the goal of 
this paper is to present a snapshot of 
some early results. 

2. PROCEDURE 
The aim of the experiment described 
below is to study the production of Ip], 
/b/, /s/ and /z/ in English by native 
speakers of French and Spanish. This 
paper deals only” with the results 
pertaining to [b] and [2]. Five native 
speakers of French and three of Spanish 
were recruited. The French speakers had 
all lived in the North-East of England for 
over 8 years. Due to difficulties in 
locating subjects, the group of Spanish 
speakers was rather heterogeneous (a 
factor to be borne in mind in interpreting 
the results). SP1 had lived in the UK for 
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years. SP2 for 20 years, SP3 for 15 
us. of 5 native English 

îpeakfl's was used for control s. 
enceforth the subjects are ref to as 

ENGl-S, FRI-5 and SP1-3. 

All the speakers were recorded producing 
(a) a list of 16 isolated English words (5 
repetitions) Ëntaining 4 cases each of 
initial lp.b,s,z./; (b) the same words 
embedded in a carrier sentence (5 
repetitions). The FR and SP speakers 
were also recorded producing 5 
repetitions of a matched set of isolated 
(16) French .and (12) Spanish words 

'vely (the Spanish list was shorter 
due to absence of initial lz/ rn Spanish) 
and the same words embedded rn a 
French or Spanish carrier sentence (only 
3 repetitions of the carrier sentences were 
obtained from SPI—3). The conditions are 

' referred to henceforth as (l) Eng/Eng 
(i.e. English su ects/English words or 

a…) ‘2’ sin sans 5 S . Hi q 'ty gs 
werepmïandg in studio conditions. Subjects 
were asked to read the material from 
printed lists at a comfortable rate. 

Wide-band spectre were made of 
the data using a LSI Speech Workstation, 
and were displayed on the screen of a _PC 
terminal aligned with the corresponding 
speech waveform. The following 
measmements were taken for each token: 
VOT only) taken as the interval 
between ereleaseburstofastopand 
the onset of the first vertical striation for 
a following vowel; stop duration defined 
as the interval between the release burst 
ofthestopandthepointatwhichthe 
second and higher formants disappeared 
from the spectrOgram_ durmg the 
transition from the preceding vowel (tlus 
measurement could only be performed rn 
the carrier sentence conditions given the 
need for a ‘ g vowel context); 
fricative duration defined as the interval 

- between the onset and offset of the noise 
component visible in the spectrogram 

‘ to the fricative; media] 
voicing. defined as the presence of 
vertical striations during the intervals 
Ëeviously identified as a stop et 

.CGÎÎVG'. 

3. RESULTS - 
Space prevents a detailed exposition of 
the results. Table 1 shows the mean 
VOT, consonant duration and medial 
voicing for lb] and M produced under the 
various conditions by the FR and SP 
speakers only. The principal findings are 
as follows. 

- In M in isolated words both negative 
and positive VOTs are found in Fr/Fr. 
Fr/Eng and Eng/Eng. Eng/Eng stops have 
few negative VOTs, Fr/Eng rather more, 
and Fr/Fr the nàpfsft. W m  Ër 
S [Eng speakers ' er ' g to_ e 
säbject. SP1 produced only prevorced 
(i.e. negative VOT) stops in both 
languages. SP2 produces both short lag 
VOT and prevoiced stops in both 
languages, but with a difference m 
wei tmg such that the VOTs are 

ominantly short lag in the English 
words and negative in the Spanish words. 
SP3 uses both patterns in English without 
any apparent weighting, but produced 
almost exclusively prevoiced stops m 
Spams‘ h. 

- In [b] in carrier sentences, both the 
English and French subjects' performance 
is characterised by a good deal of 
variability. On the whole, the Fr/Fr stops 
are more 'voiœd' (i.e. more commonly 
entirely voiced, and with generally 
preportionally longer intervals of medial 
voicing) than stops uced in either the 
Fr/Eng or Eng/Eng conditions. The stops 
in the latter two conditions are similar 
with the exception that the Fr/Eng stops 
are considerably longer on average. 
There are large differences in the 
realisation of [bl by SP subjects across 
the two languages. SP1 and SP3 in the 
Sp/Sp condition produce [bl 
predominantly as fully voiced labral 
approximants. In the Sp/Eng conditions, 
both subjects consistently produce stop 
closures, but with variable timing of 
voicing, producing both fully voiced and 
partially devoiced tokens of Ib]. _SPZ 
produces both fully voiced and partially 
devoiced stops ' across all three 
conditions. 

- in [2] in isolated words the principal 
feature is the variability in the data. 
French and English subjects produce 
predominantly fully voiced or partially 



Table l: Mean VOT, consonant duration (CD), media! 
complete devoicing. (B) partial devoicing and (C) eompl 
and SP speakers (figures in parentheses are standard 
s.d.saregivenin mShor-tfallsinusreflectcases 
uncertainty forced exclusion of a taken. 

Mean VOT in Ib! in isolated words -- up“: new giveufor +" and -re VON 

B 
1 
6 
7 
16 
10 

3 
7 
3 

~
5

:
°

~
w

 

Fr/fi [’t/Eng 
Frl 19(8/5) '71(20/13) Fri 21(6-17) '74(-/1) Fr2 13(5/5) '72(14{5) m 11(2/13) '96(31/6) l'-‘r3 24(15/1 6) '“(24/44) H:) 16(4118) '74(-/1) FM 17(—/1) '80(22/15) PM man) 7204218) Frs 12(3/8) '62(22/9) Frs - 124026) 
Sp/Sp SWF-ns 
Spl '] mao/20) Spl - '119(23/20) Sp2 MGM) ’52(10/15) Sp2 140117) °57(1 1/3) Sp3 10(—/l) '48(21!17) Sp] 260249) '65(32J11) 

:::: “Cage… amat; MM voie-ing « i l …  q/‘a'nu'ng patterns/“or IH in «mer—sentences 
A B C F n l )  MV A Frl 740 4/20) 74(14/20) - - 20 151 (84/20) 137(40/19) 1 m 91 (30/20) 90(18/æ) — 3 17 166670/20) 140(43/l7) 3 Fri! 670/20) 61 (14/20) - 9 11 990 5/20) 83(19/20) - Fr4 103(22!20) 100(24/20) - 3 17 18669220) 98(28/20) - Frs 93(21/19) 71 (29/19) - l 1 8 220(79/16) ] 10(57/1 6) 0 gta/15? Sp/Fns p - - - - - 113 ] Sp2 61 (14/11) 54(l4lll) — 7 100522)) 23:26:]? 4 Sp3 66(l9/6) 660916) - - 6 102(20/7) 85(26fl) - 

:le“ com… Wan, medal voicing mds… q/‘tinùg patterns for [sl in isolated words r/Fr CD MV A B C Fr/Eng(CD) MV A Frl 140(51/20) 146(55/14) 6 2 12 168 (43/20) 163(38/10) 10 Fr2 12406120) 98(46/16) 4 8 8 140(35/20) 1096418) 2 Fri) 122(18/30) 66(47/19) 1 l l  8 124(14/20) 49(40/18) 2 FM 1340920) 433220) - 19 1 13307120) 38(43/1 6) 4 Frs 150(37/20) 158(34/17) 3 - 17 l42(48/1 9) 134(60/19) — Sp/Sp SP/Ens gg; : — - - - 12460/20) 106(66/13) 7 sp3 . - - - 60(13I20) 56(17/16) 4 - - - 12805530) 87(62/8) 12 
:::: «anse… WM:; MM man; “ ‘ c  q…]: Ænpîwm for I:! ru cerner sentences 

r CD MV Frl 140(42/20) 140(42/20) - - 20 1650320)) 159(40/16) : Frz 1416520) 1310113220) - 3 17 160(37/20) 146(49/19) 1 Fri) 107(12Æ0) 101 (23/20) - 6 14 121 (l SM) 96010120) - Fr4 154(40/20) 1286220) - 9 11 135(20/20) l16(40/17) 3 F15 124(27/20) 96(41/23) - 9 11 18807/20) 173(55/20) - SP/SP SpÆns 2:; : - - — — 124(18/12) 56(-/1) 10 spa . - — - - 84(14/11) 76(21/10) 1 - - - - 148(9/12) 48(22/9) 3 
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voicing (MV),andno.ofcasesof(A) 
ete voicing observed in [bl and Ir! by FR 

deviations/number of cases). All means and 
where either speaker ermr or measurement 

devoiced [2/ in all three conditions. No 
trends emerge regarding changes 
produced by French speakers in their 
performance of Fr/Eng. Wo features 
emerge from the Spanish data (in which, 
of course, ers face a novel situation 

'ven the absence of word-initial /zl in 
'sh). SP1 consistently initiates 

phonation before the start of the fricative 
noise characterising the Iz/ (mean voicing 
lead : 121ms -— not shown in Table 1), 
and on some occasions to 

uce a fricative wrthout any 
phonation, whilst on others voicing 
continues all the way through the 
fricative into the following vowel. In all 
the SP subjects there is a tendency for 
theretobealarernumberofcasesof 
completely devorced lzl in the Sp/Eng 
condition than in the Eng/Eng condition. 

- in [2/ in the carrier sentence condition, 
variability in realisation is the principal 
feature, with cases of full voicing and 
partial devoicing being found across all 
the subjects. and with full devoicing 
being found somewhat less frequently. In 
the Fr/E‘n condition, there is a tendency 
for [2] to ve shorter intervals of medial 
voicing than are found in Fr/Fr tokens. 
Completely voiceless tokens of [2] are 
found more commonly in Sp/Eng than in 
Eng/Eng. 

4. DISCUSSION 
The absence of data from monolingual 
French and Spanish speakers precludes at 
this stage a statement re arding the 
degree of interaction of L1 in the data 
(e.g. along the lines described in [2]), but 
the results do confirm the findings of 
(amongst others) [3] and [6] that the fine 
detail of phonetic realisation may be 
altered in the production of consonants in 
L2. The results conform to previous 
studies showing that VOT is one 
parameter which can be observed to alter 
rn L2 performance. The data pertaining 
to [2] shows that speakers are also able to 
manipulate laryngeal-supralaryngeal 
timing in the uction of other sounds. 
In the light of this, it would seem fruitful 
toworktowards abroaderaccormtofthis 
aspect of non-native speaker performance 
than has been offered so far, recognising 
that VOT is a reflection of a more 
general process of gestuœ coordination, 
and thereby approximate an account 

which covers trmrng’ ' of voicing in general 
asopposedtoonlymswps. 

'lhedataalsosuggeststhatanaccountof 
the speakers' performance which 
presented no more than the mean VOT, 
consonant duration, and medial voicing 
wouldonlypüntpartofthe 'ctuœ.and 
in particular would obscure abundant 
inter- and intra-subject variability 
observed in the data, and consequently 
one of the major features of that data. For 
example, the mean medial voicing for 
FRl's lzl in Fr/En isolated words would 
notbeagood ectionofthefactthat 
halfofthetokenspmdmdbyFRI are 
completely devoiced, and almost all the 
remainder ane fully voiced. The 
observations made in this study could 
only be fully characterised by 
consideration of means and some 
measure of variance. Observations 
expressed in this way will allow full 
evaluation of the subjects' performance in 
the light of the work mentioned in 1. 
regarding inherent variability in phonetic 
targeting. This work is now rn progress. 
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INSTRUMENTAL PHONETIC FIELDWORK 
TECHNIQUES AND RESULTS 

Peter Ladefoged 

Linguistics Department, UCLA, Los Angeles, U.S.A. 

ABSTRACT 
Phoneticians can now take much of their 
laboratory apparatus into the field. Tape 
recorders have long been available, but their utility is much increased when they are used in conjunction with a portable computer. The computer not only provides convenient editing and play back facilities, but also can produce spectrograms, pitch curves, and other acoustic analyses. In addition, physiological parameters such as pressure and air flow and electroglottograhic data can be recorded and analyzed in the field on a portable computer. Photography (including video recording) and palatography are further tools for field use. 

]. INTRODUCTION 
There is a story about Daniel Jones, the great British phonetician who dominated the field in the first half of this century. When he was about to go off on a field trip someone asked him what instruments he was going to take with him. He pointed to his cars and said: “Only these.” It is surely true that by far the most valuable assets a phonetician can have are a trained set of cars. It is also true (and Daniel Jones would certainly agree) that the ears should be coupled to highly trained vocal organs that are capable of producing a wide range of sounds. There is no substitute for the ability to hear small distinctions in sounds. There is also no substitute for the ability to pronounce alternative possibilities, so that one can ask a speaker which of two pronunciations 

sounds better. One of the most efficient procedures for getting results in the field is to test different hypotheses by trying out various vocal gestures of one’s own. 
Nevertheless, however well trained they might be, phoneticians who now go out with only their ears and their own vocal apparatus are doing themselves a disservice. 

2. RECORDING 
What sort of machine should be used for making field recordings? As portable computers become more available, the days of dependence on tape recorders may be passing. Direct recording onto portable computers may be used, with the tape recorder being regarded simply as a backup. The computer system should be capable of sampling speech at 20—24,000 Hz for high quality listening and analysis, and at 10,000 Hz for the analysis of vowels and similar sounds. Even when considered just as devices for reproducing sounds, computers are much more versatile than tape recorders. Fieldworkers want to be able to record word lists or short paragraphs and then to play back selected pieces over and over again, so that they can hear subtle nuances of sounds that are new to them. They also want to be able to hear onc sound, and then, immediately afterwards, hear another that may contrast with it. Both tasks can be done somewhat cumbersomcly and tediously using tape recorders. But they are trivial, normal operations on any computer equipped with a means for digitizing and editing recorded sounds. 
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Figure 1. A spectrogram of [kos, pos, poj’, pos] ‘money, milk, language, clan 
name’ in Toda, made under field conditions. 

3. ACOUSTIC ANALYSES 
In addition to being useful as a 
sophisticated playback devrce, a 
computer can provide several _types of 
analysis that a fieldworker mrght find 
useful. The best display of the general 
acoustic characteristics1 of1 a sortrtîrdkris 3 
s trogram. Figure s ows e n 
olfecspectrogram that can be produced on a 
portable computer without a_color (gray 
scale) screen, printed on a light weight 
battery operated printer used rn the field. 
The display in Figure 1 was created by a 
commercially available program, 
Signalyze. This program should not be 
judged by the spectrogram rn thrs figure; 
the spectrograms it can generate on a 
color screen on a laboratory computer are 
much more impressive. But _eve_n the 
display that it is possible to pnnt rn the 
field can be very useful. The words 
shown illustrate the four contrastrve 
sibilants that occur in Toda, a_ Dravrdran 
language spoken in the Nilgm Hills m 
India. Each of these words ends rn a 
different sibilant. The overall spectral 
characteristics of these sibilants are 
evident. The laminal dental sibilant at the 
end of the first word has the highest 
frequency, and the retroflex srbrlant at the 
end of the last word has the_ lowest. The 
apical alveolar and (lammal) palato— 
alveolar sibilants at the ends of _the 
second and third words have very similar 
spectral characteristics. (The lowenng of 
the spectral energy peak at the end of the 
second word is a non-distinctive feature, 

bein sim ] due to the closure_of the hp 
for tlgte cogsänant at the beginning of the 
next word.) These two srbrlants are 
distinguished primarily by their on- 
glides. The increasing second formant at 
the end of the third word rs due to the 
raising of the blade and front of the 
tongue for this laminal sound. In the last 
word, the lowering of the third formant rs 
probably due to the sublingual cav1ty that 
is formed by raising the up of the tongue 
for this retroflex sibilant. A great deal of 
information can be obtained even from 
these low quality spectrograms, produced 
under field conditions. Of course, sull 
more information can be obtained from 
high quality spectrograms produced by 
this or another program on a laboratory 
computer at a later date. _ _ 
Another kind of analysrs that rs very 
useful to the fieldworker rs one that 
indicates the pitch. The Srgnalyze 
program discussed above wrll also 
generate good displays of the 
fundamental frequency (and it wrll 
produce narrow band spectrograms, 
which are sometimes even more useful 
for pitch analysis when a creaky vorce 
quality or other unusual spectral 
characteristics are involved). . But a 
number of other programs will also 
provide similar information. Figure 2 
shows the fundamental frequency in a set 
of words with contrastmg _tones rn 
Sukuma, as analyzed by a public domain 
modification of SoundWave, written at 
the University of Uppsala, Sweden. 
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Figure 2. The tonal contrast between Ikuïlaamba/ ‘to lick’, and lkulaamba/ ‘to be 
dear’, in Sukuma, a Bantu language,spoken in Tanzania. 

The final kind of computer analysis of 
speech sounds that will be discussed here 
is  one for determining the formant 
frequencies, the principal aspects of 
vowel quality. A common way of 
obtaining formant frequencies is by 
inspection and peak picking using 
superimposed LPC and FFI‘ displays. 
The Uppsala software mentioned above 
provides a convenient way of producing 
displays of this kind in the field. When 
making an FFT it is important to 
remember the system limitations. In 
effect, an FFT provides the amplitudes of 
the spectral components that are present 
on the assumption that these components 
are all multiples of a wave with frequency 
depending on the number of points in the 
FFT. The greater the number of points 
in the FFT, the longer the wave length, 
thus the lower the frequency of this 
wave, and the smaller the interval 
between calculated components. But any 
program calculating an FFT will have a 
certain maximum number of points 
permissible (usually something like 512 
or 256). Accordingly, the only way to 
further increase the accuracy in the 
frequency domain (Le. to decrease the 
interval between measured components) 
is to decrease the sample rate. This will 
have the effect of decreasing the range of 
frequencies that can be observed. But it 
will also mean that all the components 
calculated will be within that range. 
Given a 512 point FFT and a sample rate 
of 20,000 Hz, there will be 256 ' 
components spaced about 40 Hz apart in 
the range up to 10,000 Hz. But if the 
sample rate is reduced to 10,000 Hz, the 
components in the same FPT will be 
spaced about 20 Hz apart in the range up 

128  

to 5,000 Hz. It was for this reason that 
it was suggested earlier that if vowel 
formants were being studied it is 
advisable to use a lower sampling rate. 
The alternative would be to use an FFI‘ 
with a larger number of points, but no 
analysis system will permit the maximum 
number of points to be increased beyond 
some fixed limit. 

4. PHYSIOLOGICAL DATA 
Acoustic analyses made from good 
quality tape recordings can provide large 
amounts of data. But they often do not 
indicate in an unambiguous way 
important articulatory facts such as the 
degree of nasalization, the phonation 
type, the direction of the airstream or the 
timing of movements of the vocal organs. 
The best way of gaining information on 
these phonetic parameters is by recording 
a number of aerodynamic parameters, 
using a portable computer. The general 
form of the system we use is shown in 
Figure 3. We can record the audio signal 
and up to three physiological signals. 
Typically these include one pressure 
(either the pressure of the air in the 
pharynx obtained by passing a tube 
through the nose, or the pressure of the 
air in the mouth using a more convenient 
tube between the lips), and the oral and 
nasal air flow. This system provides 
good data on degrees of nasalization. We 
have also used it to record an 
approximation to the subglottal pressure 
bymeansofatubewithasmallballoon 
on the end of it in the esophagus, in 
investigations of prosodic features. 
Electroglottograhic data can be recorded 
in a similar way 

Nasal flow 
'—""—'(p'ressure) 

transducer 

(Pharyngeal) 

nasal catheter [— pressure 
, transducer 

Oral flow 
(pressure) 

‘ transducer 

\ . 

mouthpiece 

\flexible cushion 

Tape 
recorder 

microphone 

J . , — J ‘ —  

-—J‘-——j‘“ Portable 
W m !  oscilloscope 

Portable 4 channel 

computer 
A-D conversion 

Figure 3. Apparatus for obtaining aerodynamic records in the field. 

' workers want to know not only_the 

Êîäier but also the place of articulation. 

Photographs of the lips can be very 

informative particularly if a_ mirror is used 
so that a full face and Sldc v1cws are 

recorded simultaneously. Palatography is 

also a well known traditional method of 

obtaining articulatory data that can_be 

used in the field. The comparative 

simplicity of this technique should not 

disguise the fact that it is still one of _the 
most useful ways of obtaining 
information. on the place of articulation 
and on distinctions between apical and 

laminal gestures A useful way of 

recording the (static) palatographie 

records is by means of a v1deo camera, 

which can also be used for recording the 

(dynamic) movements of _the lips as 

mentioned above. Video images can 

easily be transferred to a computer, 

where they can be analyzed and measured 

—— all while still in the field. 
Finally, it should always be remembered 
that Daniel Jones was right. All the 

paraphernalia of the modern phonetics 

laboratory can never replace the human 
observer. 

My thanks are due to Tony_Traill for his 
wonderful collaboration in an earlier 
version of this paper. 
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AN ACOUSTIC STUDY OF XHOSA CLICKS 

Bonny Sands 

Linguistics Department, UCLA, Los Angeles, U.S.A. 

ABSTRACT 
Clicks in Xhosa, a Bantu language 
spoken in South Africa, are made with 
one of three front closures, and with one 
of five accompaniments. The dental and 
lateral click types are characterized by an 
affricated release, while the alveolopalatal 
click type is not. Coarticulatory relations 
between clicks and vowels are less 
extensive than those between other 
consonants and their following vowels. 
Neither the front nor the back click 
closure varies much according to vowel 
context. The only coarticulatory effects 
seen are due to lip rounding, which uses 
an articulator which is not involved in the 
production of clicks in Xhosa. 

1. INTRODUCTION 
There is much that is unknown about 

how clicks pattern with respect to Other 
consonants. First, it is not clear whether 
clicks involve the same features as other 
consonants. And it is not clear whether 
the phonetic properties of these features 
are the same for clicks as they are for 
pulmonic consonants. An invariant 
acoustic property which is argued to exist 
for some feature or place of articulation 
should alSo exist for clicks sharing that 
feature or place of articulation. A feature 
such as [coronal] should have the same 
definition for pulmonic stops and 
fricatives and clicks. Unfortunately, the 
work on acoustic invariance [4] has 
largely ignored clicks in the determination 
of acoustic properties of features. 
Second, the way clicks interact with 
neighboring segments may be different 
from the way pulmonic consonants 
behave. Do clicks coarticulate with 
neighboring vowels? 

2. CHARACTERISTICS OF THE 
FRONT CLICK CLOSURE 
The data analyzed in this study were 
taken from a recording, kindly supplied 
by Professors Louw and Finlayson, of 
four male and four female Xhosa 
speakers saying words containing each of 
the 15 phonemic clicks before each of the 
vowels N. /e/, /a/, /0/ and lu]. Temporal 
characteristics of the clicks were also 
analyzed and are reported in [5]. The 
spectra in this study were made using a 
25 ms window starting at the release of 
the consonant. Spectra were made on the 
DSP Sonagraph using speech sampled at 
40,960 Hz. Frequencies range up to 
16,000 Hz. The power spectra of the 
click bursts of eight speakers for the 
voiceless aspirated, voiceless unaspirated 
and breathy voiced clicks before each of 
the five vowels were analyzed, giving 
120 tokens of each click type. As the 
back click closure is released shortly after 
the release of the front closure, some 
noise from the back release may be 
included in the 25 ms window used. 

The degree of coarticulation 
between a stop consonant and a 
following vowel can be examined by 
comparing the spectral pattern of the 
consonant burst before different vowels. 
If vowel position is anticipated in the 
consonant, the burst will  show 
modif icat ions that echo some 
characteristics of the vowels. 

2.1 SPECTRAL ANALYSIS 
As seen in Figures 1 and 2, the dental 
clicks have a diffuse spectrum, and a 
great deal of energy above 6000 Hz. 
Dental clicks typically have energy 
present from 0 to 9000 Hz, and energy of 
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Fi 1: Mean spectra of the 
deäutarf, alveolopalatal and lateral 
clicks before the vowels Ii,e,a/ for 
two male Xhosa speakers. Each 
curve is the mean of six spectra. 
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Fi 2: Spectra of voiceless 
ungalslœpirated dental clicks of one 
female speaker of Xhosa, before 
each of the five vowels. 

lesser amplitude present up to 16,000 
Hz. The amplitude level of the dental 
clicks is lower than that of the lateral or 
the alve010palatal clicks. While all of the 
dental clicks can be characterized as 

having a diffuse spectrum, as would be 
predicted by [1,6]. 

As Figure 2 shows, tokens 
preceding the rounded vowels show a 
concentration of energy in the lower 
spectral region resulting from attenuation 
of amplitudes in the higher frequency 
range. The energy in the lower 
frequency band is greater in amplitude 
relative to the energy above 10,000 Hz 
for the clicks before rounded vowels. In 
particular, they show a peak of energy 
around 3000-4000 Hz. 

A /k!e/ 
m {, 4 12 16 
i 
t /k!a/ 
u 

d 0 I —8 12 16 
e 

A 

0 4 8 12 16 

Frequency (in kHz) 

Figure 3: Spectra of voiceless 
unaspirated alveolopalatal clicks 
of one female speaker of Xhosa, 
before each of the five vowels. 

For the alveolopalatal clicks, as 
seen in Figures 1 and 3, there is typically 
one main band of energy in the low 
frequency range, between 1000 and 1700 
Hz. The frequency range of this band 
tends to be higher for the female speakers 
than for the males. Alveolopalatal clicks 
are non-anterior and have a compact 
spectral shape. This is similar to 
pulmonic coronal consonants which are 
not anterior, which are usually 
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characterized as having a compact 
spectral shape [1]. 

'The effect of a rounded vowel on a 
preceding click can be seen for the 
alveolopalatal clicks in Figure 3. As for 
the dental clicks, those preceding the 
rounded vowels show a concentration of 
energy in the lower spectral region, that 
is, below 2000 Hz. Energy occurs in a 
narrower band for the clicks preceding 
rounded vowels. The majority of tokens 
before the unroundcd vowels have fairly 
prominent energy between 3800 and 
4800 Hz, but the majority before rounded 
vowels do not. It may be that all 
alveolopalatal clicks have audible energy 
in this range which does not appear in 
spectra designed to show the prominent 
peaks, as it is of such low amplitude 
relative to the low frequency band of 
energy. 
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Figure 4: Spectra of voiceless 
unaspirated lateral clicks of one 
female speaker of Xhosa, before 
each of the five vowels. 

. The lateral click bursts, as seen in 
Figures 1 and 4, have a diffuse spectrum 

in the frequency range of 0 to 5000 Hz. 
They often have energy up to 8000 Hz or 
beyond, but i t  is typically of lower 
amplitude relative to energy below 5000 
Hz. The energy i n  the spectrum is 
greatest in three broad frequency ranges, 
which are lower for male speakers than 
for female speakers. The spectrum can 
be delineated into regions presumably 
because of zeros caused by side cavities 
to the lateral channel of airflow. The 
majority of tokens before the unrounded 
vowels have energy present in the first 
range, between 1000 and 2000 Hz. The 
second region ranges from 2100-4000 
Hz for female speakers, and from 2000- 
2900 Hz for male speakers. The third 
region ranges from 4000-4800 Hz for 
female and from 3000-4500 Hz for male 
speakers. As seen in Figure 4, the peak 
of energy which occurs below 2000 Hz 
tends to be at a lower frequency for clicks 
preceding a rounded vowel. The lateral 
click bursts share certain acoustic 
characteristics with other laterals. Lateral 
clicks and lateral approximants typically 
have energy at 3000 Hz and above. 
While lateral approximants typically have 
energy around 1200 Hz, the lateral clicks 
typically have a prominence between 
1000 and 2000 Hz. 

There were no consis tent  
differences between the power spectra of 
any of the three click types before the 
vowels Ii, e, al. In particular, no 
consistent effect of the high front vowel 
IV is seen. This is the vowel which 
commonly causes extensive coarticulation 
effects with other consonants. There are 
however notable differences between the 
power spectra of the clicks preceding /i, 
e, and a/ and those preceding the rounded 
vowels /0/ and In]. which is an expected 
result of anticipation of the rounding of 
these vowels. Before rounded vowels, 
clicks show a shift in energy to the lower 
frequency region. 

3. CHARACTERISTICS OF THE 
BACK CLICK CLOSURE 
It may be that transitions into a following 
vowel are affected by click type. We 
might expect some information about 
click type to be contained in the vowel 
onset transitions, as this is often 
considered to be the primary cue for place of articulation of pulmonic stops. Alternatively, vowels following clicks 
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might be expected to all have onset 
transitions which are indicative of a 
dorsal consonant since the release of the 
back click closure follows the release of 
the front one. 

Measurements were made of 
formant transitions and vowel formants 
for the first three formants of the vowels 
li, e, a, o, u/ occuring after dental, lateral 
and alveolopalatal voiceless unaspiratcd 
clicks. The vowels of 7 Xhosa speakers 
were analyzed. Formants were measured 
using LPC analysis on the Macintosh 
using UCLA/Uppsala Soundwave. A 
256 point analysis window was used, 
and speech was sampled at 11 KHz. 
Formants were measured in the middle of 
the vowel and at the onset of voicing, and 
averaged. 

2500 

E 2000 7 
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à 1500 ' 

2 g 1000 " + dental 
g alveolo- —û— ”« soo - ° © palatal 

—O— lateral 

onset mid 

Figure 5: F1 and F2 at 
onset and middle of fil, 
averaged over 7 Speakers. 

No significant differences in the 
vowel formant onsets, were found for 
vowel by front click closure, using a 2— 
factor ANOVA. There is no significant 
acoustic evidence indicating that the 
vowel formant onset transitions vary due 
to type of front click closure. As seen in 
Figure 5, the difference between the 
onset for li] following each of the click 
types was very similar. The dentals 
show marginally lower F2 and F3 than 
the laterals, but these differences are not 
significant. 

4. SUMMARY 
Clicks have similar spectral 
characteristics to non-click consonants. 
Coarticulatory relations between clicks 

and vowels are less extensive than those 
between other consonants and their 
following vowels. However, this is not 
surprising, considering that the tongue 
body cannot freely vary its position in 
clicks because both the front and the back 
of the tongue have to be in particular 
positions to produce the consonant. 
Coarticulation involving the tongue 
position of vowels must be limited. This 
is similar to the constraints observed in 
vowel to vowel coarticulations across : 
consonant with a secondary palatal or 
velar articulation. The only coarticulation 
effect seen is that due to the anticipation 
of vowel rounding, since this does not 
involve a gesture used in the click 
prodution. These facts seem more 
compatible with & phonological theory in 
which the articulators are primary nodes 
[2] rather than features for place of 
articulation [3]. 

Many thanks go to Ian Maddieson in 
particular, and also to Pat Keating, Peter 
Ladefoged, Keith Johnson and John 
Choi for their helpful insights and 
comments. 
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THE EFFECT OF LINGUISTIC EXPECTANCY ON PHONETIC 
TRANSCRIPTION: 

DEVELOPING AN ADEQUATE ALIGNMENT ALGORITHM 

C. Cucchiarini" & R. van Bezooijen“ 

" Department of Language and Speech, Ni jmegen, The Netherlands 
" Institute of Phonetic Sciences, Amsterdam, The Netherlands 

ABSTRACT 
This paper describes an alignment algor- 
ithm developed for transcription compar- 
ison. Theoretical and practical problems 
connected with the use of such a pro- 
gram are considered (l). 

1. INTRODUCTION 
A segmental transcription is the auditory 
analysis of an utterance into discrete 
units of sound represented by phonetic 
symbols. Such an analysis may be 
undertaken either to give a very detailed 
description of an utterance (a110phonic 
transcription) or to indicate the distinc- 
tive categories of a language (phonemic 
transcription). Implicit in this distinc- 
tion is the notion that the transcription is 
made by a transcriber who is familiar 
with the language to be transcribed. A 
different type of transcription may be 
obtained when a transcriber is required 
to transcribe an unknown language. The 
result is a so-called impressionistic tran- 
scription. The term impressionistic here 
refers to the fact that the transcriber has 
no recourse to the phonological system 
of the language being transcribed. 
All three types of transcription, i.e. allo- 
phonic, phonemic, and impressionistic, 
have long been used in many fields of 
linguistic research as a means of record- 
ing speech material. However, the valid- 
ity of these procedures has hardly ever 
been questioned. This is surprising, 
especially if we consider that analyses of 
this type are subject to the influence of a 
great number of variables relating both 
to the transcriber (experience, degree of 
familiarity with the language being tran— 
scribed, concentration, auditory acuity 
ctc.) and to the type of speech under 
investigation (speech style, length of the 
utterance, rate of speech etc.). ' 
In the light of these considerations we 

thought it would be useful to determine 
to what extent transcription performance 
can vary as a function of some of the 
factors mentioned above. Three vari— 
ables were selected for investigation: 1. 
the transcriber's degree of familiarity 
with the language transcribed, 2. the 

' presence of linguistic context, and 3. 
speech style. What these three variables 
have in common is that they are all relat— 
ed to linguistic expectancy, albeit to dif- 
ferent degrees. 
In the following section we will describe 
the method used, paying particular atten— 
tion to the alignment program deve10ped 
for transcription comparison and to the 
problems associated with the use of such 
a program. In section 3 preliminary 
ëedsults of its application will be present- 

2. METHOD 
2.1. Transcription alignment 
ln order to determine the effect of the 
above-mentioned factors on transcription 
performance we need to be able to meas— 
ure the difference between two transcrip- 
tions of the same utterance. Since pho- 
netic transcriptions are linear sequences 
of symbols, the overall difference 
between two transcriptions of the same 
utterance is here defined as the sum of 

; the differences between corresponding 
elements, i.e. symbols describing the 
same articulatory event. This irnplies 
that before two strings of symbols can be 
compared they have to be aligned, i.e. 
each symbol in one string has to be 
matched with the corresponding symbol 
in the other string. 
Considering the enormous amount of 
material in our investigation (8640 tran— 
scriptions to be compared thousands of 
times) it was unthinkable to align tran- 
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scriptions by hand. A program was 
therefore developed which makes it pos- 
sible to automatically align different 
transcriptions of the same utterance. 
The algorithm employed in our align- 
ment program very much resembles the 
one developed by Picone et al. [2]. This 
is an adapted version of the standard 
dynamic programming algorithm, which 
aligns two strings of symbols minimiz- 
ing the cumulative distance between 
them [l]. String alignment is performed 
on the basis of distance measures 
between symbols. If the two transcrip- 
tions do not contain the same number of 
phonetic symbols, null symbols are 
inserted. On the basis of the distance 
values, the alignment program deter— 
mines which symbols are missing in one 
of the two transcriptions (or have been 
inserted in the other, depending on the 
point of view). Owing to space limita- 
tions, we cannot go into the difficulties 
involved in deriving the distance values 
for transcription evaluation. These diffi— 
culties concern not only the choice of the 
numerical values, but first and foremost 
the choice of the domain in which 
speech sounds are to be compared, i.e. 
perception, acoustics or articulation. Suf— 
fice it to say that for want of a better 
solution we eventually decided to use 
two matrices, one for vowels and one for 
consonants, in which sounds are defined 
by feature values [3]. The features 
adopted are essentially articulatory. This 
choice was primarily motivated by the 
fact that phonetic symbols are defined in 
terms of articulatory characteristics. 
The major differences between our pro- 
gram and that of Picone et al. concern 
the input matrix: 
l .  Picone et al. use phoneme distance 
matrices while our program employs 
matrices containing feature values. The 
distances between Speech sounds are 
computed as the program needs them. 
Although this makes the system slower, 
it has the important advantage of making 
it possible to include diacritical marks. 
Their effect on the different phonetic 
symbols is computed before determining 
the distance between two basic symbols. 
2. The matrices adopted by Picone et al. 
contain perceptually based distances, 
whereas our features are essentially 
articulatory. 

3. Apart from a few exceptions, both 
s disallow vowel-to-consonant 

matches. In Piconc et al. this is achieved 
by adding an extra matrix in which dis— 
tances between vowels and consonants 
arc greater than distances to the null 
symbol. A restricted number of matches 
between vowels and consonants is 
allowed by defining their distance to be 
lower than the distance to the null sym- 
bol. In our program vowel-to-consonant 
matches are prevented by rule. Possible 
exceptions are to be included in a sepa- 
rate list with their respective costs. 
At best, an alignment program will per- 
form as well as a human expert [1]. Of 
course human performance does not 
mean a hundred per cent correctness, as 
there can be string pairs which are sim- 
ply difficult to align, even for an experi- 
enced phonetician. This may be the case 
when two transcriptions are very differ— 
ent, both quantitatively (number of sym— 
bols contained) and qualitatively (nature 
of the phonetic symbols). 
When phoneticians align transcriptions 
by hand they use their knowledge of 
speech production and perception to 
arrive at what they think is the best 
alignment. Altematively, when an auto— 
matic system is used this knowledge has 
to be externalized in the form of rules, 
constraints or costs, which tell the align- 
ment program what to do. It is evident 
that even the best combination of rules 
and distance values cannot guarantee the 
performance level of a human expert, as 
the latter has access to much more infor- 
mation, can use his intuitions and can be 
more flexible. In other words, we have 
to settle for something which can only 
approach human performance. This 
means that in any alignment program 
human corrections will eventually be 
required. 
When an alignment program produces 
unsatisfactory output there are two pos- 
sible solutions: 1. one can alter the out- 
put or 2. one can change the structure of 
the program (rules and distance values). 
Although the first solution would be the 
easiest, it is extremely ad hoc. Morever, 
it may be argued that if the program pro- 
vides an undesirable solution it does so 
on the basis of the knowledge built in it. 
So, instead of manipulating the outcome 
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one should change the information whichled to it. This would imply using 
the alignment program diagnostically to 
check whether the distance values are 
well chosen. For example, if the two 
following transcriptions are aligned as in 
_1 »;hile we want the alignment to be as 
1n . 

1 d E n t 2 d E n t 
d E 0 m d E m 0 

then it is clear that the distance value 
between lt! and lm/ is too small in rela- 
tion to that between In! and lin/. Also 
changing the distance values has its 
drawbacks. Theoretically, it is not cor- 
rect since distance values are based on 
feature counting and therefore have their 
own motivation. From a more practical pornt of view, there should be no objec- tion to using the outcome of the align- 
ment program in order to improve the 
distance matrices, as we know them to 
be_far from ideal. 
With null symbols things are different. In this case, feature counting cannot be applied Simply because null symbols have no features. As a consequence, the 
distance value between a phonetic sym- 
bol and a null symbol can only be moti- vated by the efficiency of the alignment 
program: as long as the alignment is cor- 
rect the null symbol values are also cor- 
rec 
In the following section we will present some results of the application of our alignment program. 

3. ADEQUACY OF 
ALIGNMENT PROGRÏIŒ PRELIMINARY RESULTS 
So far, the alignment program described above has been tested on 1680 transcrip- tion pairs. These were transcriptions made by fourteen Language and Speech Pathology students at the University of Nrjmegen, in two experimental rounds. The material transcribed in the first round consisted of 120 spœch fragments 
containing sequences of sounds across word boundaries, extracted from their original contexts so that they sounded' like nonsense syllables. The fragments 
differed with respect to language variety 

(Dutch, a Dutch dialect, and an unknown 
language, vrz. Czech) and speech style 
(reading vs. Spontaneous speech). The 
material transcribed in the second round 
consisted of the same fragments, this 
time presented in their original contexts (usually two or three words). The tran— 
scriptions were made in accordance with the pre—1989 version of the IPA. As mentioned above, null symbols con- 
stitute a problem because one simply 
does not know what value they should 
be assrgned. Initially, we gave null sym- 
bols maxrmum values, computed on the 
basrs of the distances between phonetic symbols. So, for vowel deletion we 
obtained a value of 10 and for consonant deletion a value of 15. This choice 
turned out to be not very felicitous for two reasons, one theoretical, the other 
practical. First, it is not clear why delet- mg a consonant should have a higher value than deleting a vowel. Second, when used as input to the alignment pro- ' gram these values produced a few instances of distorted alignment, in that matching null symbols with vowels led to a smaller cumulative distance than matching them with consonants. In a second tnal we adopted the value 15 for both vowels and consonants. As the alignment program aims at minimizing the cumulative distance between two strings, givmg null symbols such a high 

value may result in alignments with an insufficient number of null symbols. Conversely, lower values may lead to alignments with too many null symbols. In order to get a general idea of how our program works we checked all align— ments obtained to determine whether they were correct. Cases of incorrect alignment were classified as follows: 1. incorrect alignment due to an insuffi— crent number of null symbols 
2_. incorrect alignment due to the inser- tion of too many null symbols. 
3. inconect alignment due to incorrect distance values between segments 
4. difficulty in finding the right corre— spondence between the two strings 
Out of a total number of 1680 string pairs, 87_ (5.17%) turned out to be incor— rectly aligned. The distribution observed was the following: 
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Table 1 .  Incorrect alignments 

errortype  | 1 l 2 l 3 l 4 l  

cases ! 7 | 7 1  ] 3 | 6 | 

As is clear from this table the number of 
incorrect alignments of the second type 
is disproportionately high. This has two 
main causes. The first, which accounts 
for 52 cases, is the impossibility of 
matches between vowels and conso— 
nants. We expected this to be a problem 
and had already planned to use a list of 
exceptions (see section 2.1.) First, how- 
ever, we wanted to get an idea of the 
incidence of these cases. Now the ques- 
tion is whether the exceptions should be 
included in the program, which could 
have undesirable results for other string 
pairs, or whether they should be applied 
afterwards. 
The second cause, which accounts for 19 
cases, is the incorrect matching of 
diphthongs with long vowels. In its 
present form, the program aligns the 
long vowel with the first part of the 
diphthong and then matches the second 
part with a null symbol. Since this 
appear counterintuitive it will have to be 
changed by making it possible to match 
the whole of the diphthong with the long 
vowel. 
Apart from these cases, for which a solu- 
tion has already been suggested, the 
number of incorrect alignments is small 
(0.95%). This would seem to indicate 
that, with the improvements proposed 
above, the program should work satis— 
factorily. 
At this point another crucial question 
arises: are the distance values used for 
transcription alignment to be used also 
as an indication of error gravity? This 
question particularly eoncems the values 
attributed to null symbols. For instance, 
in our case the extremely high cost asso- 
ciated with null symbols led to satisfac— 
tory alignments, but it also had the effect 
of strongly influencing the average dis— 
tance between transcriptions computed 
by the alignment program (for vowels 
and consonants separately). In fact, the 
transcription pairs with the highest dis— 
similarity scores were those in which 

null symbols had been inserted. In order 
to gain more insight into the effect of the 
null symbol value on transcription align- 
ment we let the program align the same 
transcriptions again, but this time with 
an average value for null symbols, viz. 7. 
This led to exactly the same distribution 
as that presented in table 1. Obviously, 
the value 7 is to be preferred to 15 
because it has less impact on the dis- 
tance measure and still produces a high 
proportion of correct alignments, Even 
this lower value, however, has the effect 
of penalizing null symbol insertion. Of 
course this need not be wrong. If one 
thinks that omitting segments or insert— 
ing them is a serious mistake then it is 
right to associate a high cost with null 
symbol insertion. Perhaps one would 
like to introduce gradations in the cost of 
deletions, so that ornitting certain seg- 
ments is considered more serious than 
ornitting others. In general, one cannot a 
priori exclude the possibility that under 
certain circumstances it may be appro— 
priate to adopt different values for tran- 
scription alignment and transcription 
evaluation. Each case will have to be 
considered separately and the outcome 
will depend on the purpose of the tran— 
scription. 
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ABSTRACT 
This paper explores the possibilities of 
usmg narrow transcriptions as an 
enriched alternative to an open response 
identification test in the evaluation of 
synthetic speech at the segmental level. 
To that end, transcriptions of synthesized 
phonemes were compared with the cor- 
responding identification data. It is con- 
cluded that transcription should not be 
used in place of but rather in combina- 
tion with an identification test. 

1. INTRODUCTION 
Probably the best known test for evaluat- 
mg synthetic speech at the segmental 
level is the Modified Rhyme Test (MRT) 
[6], used extensively for the comparative 
evaluation of American English synthe— 
srs systems. In the MRT, initial and final 
consonants are tested separately with 
meaningful English CVC words. For 
each stimulus word the listeners are pre- 
sented with six alternatives, from which 
they have to choose the correct response. 
Although the MRT has several advan- 
tages, such as speed and case of adminis- 
tration to untrained subjects, it has been 
cntisized extensively in the literature, 
especrally with respect to the restrictions 
unposed on the responses and the limited 
phonetic contexts in which the target 
consonant's are presented [cf. 3]. The 
objections raised are particularly serious 
if the test_is to be used for diagnostic 
purposes, i.e. to assess the flaws of a 
system with a view of improvement, 
rather than comparative purposes, i.e. to 
relate a system‘s overall performance to 
that of other systems or other variants of 
the same system. 
An alternative approach, adopted regu- 
larly rn the diagnostic evaluation of 
synthesrs of European languages [e.g. 
2,7] rs to use an open response task with 

meaningful and meaningless words of 
various structures, such as CVC, VCV, 
VCCV, and CVVC. In this way, the 
confusions found reflect true, unbiased 
perceptual characteristics of the stimulus 
sounds and information is gained on the 
intelligibility of phonemes in a wide 
variety of phonetic contexts. With the 
right equipment, the responses can be 
analyzed (semi-)automatically and pre- 
sented insightfully in terms of percentag— 
es correct phoneme identification and 
phoneme confusion matrices. The sub- 
JCCtS need to be trained in the use of an 
unambiguous notation system, but the 
time investment can be relatively small 

.if foreign language students are used. 
Although the approach described can 
certainly be considered to be an 
improvement over the MRT in diagnos- 
tic evaluation, one could speculate 
whether it would not be possible to have 
an even more finely tuned measuring 
instrument. For it is not difficult to point 
out some characteristics of open 
response identification tests which in 
their turn limit the type and detailedness 
9f the information yielded. For example, 
if the subjects perceive more than the 
intended number of input phonemes, 
they are forced to make a choice. Also, 
responses are limited to the phoneme 
mventory of the language in _question. 
DeViations from standard, natural pho- 
neme realizations (e. g. undue aspiration, 
excessively abrupt voice onset, inade- 
guate segmental duration) cannot be 
indicated. Moreover, voice quality fea- 
tures, such as creak or whisper, are left 
out of consideration. Nevertheless, it 
could be argued that these types of infor- 
mation can be relevant to improve the 
segmental quality of synthetic speech, 
especrally With respect to acceptability 
(naturalncss, pleasantncss). 

If one wants to go further than improv— 
ing synthetic phoneme quality from a 
purely functional point of vrew, i.e. in 
terms of identification as the intended 
phoneme, one may consider taking 
recourse to highly trained listeners who 
have an extensive symbol inventory at 
their disposal to denote subtle and devi- 
ant sound characteristics, without any 
preim sed restrictions. The possibili- 
ties o this approach were first explored 
by Van Gerwen and Vieregge [5], who 
used the narrow transcriptions made by 
one experienced ear-phonetician to 
improve the quality of a text-to-speech 
conversion system for Spanish. More 
than 200 words were transcribed twice, 
the first time to assess segmental imper- 
fections, the second time to check the 
effects of alterations. 
The present study was designed to gain 
insight into the relative merits of narrow 
transcriptions and data yielded by an 
open reSponse identification task as 
means of diagnostically evaluating the 
segmental quality of synthetic Speech. 
The comparison took place within the 
framework of the Dutch SPIN-ASSP 
program (1985-1990), which was set up 
to improve text-to—speech conversion for 
Dutch. First, methodological details will 
be given. Next, results will be presented 
and discussed. 

2. METHOD 
2.1 Open response identification task 
In April 1990 a segmental intelligibility 
test was conducted to evaluate the output 
of seven synthesis systems for Dutch. 
For each system, 100 CVC words and 
100 VCCV words, phonotactically per- 
missible combinations of Dutch pho- 
nemes, were presented in an open 
response identification task. Most words 
were meaningless, a few were meaning— 
ful. Each phoneme was presented in 
several phonetic contexts (for further 
details, see [1]). Eleven advanced stu— 
dents of English from the University of 
Nijmegen served as subjects. All had 
some practical knowledge of phonetics, 
specifically applied to the pronunciation 
of English, but none had any experience 
in listening to synthetic speech. They 
were paid for their participation. 
Each CVC and VCCV stimulus word 
was presented once, with an interstimu— 

lus interval of 4 sec. The responses were 
typed on terminal keyboards. All conso- 
nants and vowels had to be identified, 
using a specially deve10ped, simple but 
unambiguous notation system. The task 
was an Open response task in the sense 
that any combination of phonemes could 
be responded with, provided the number 
of phoneme responses corresponded 
with the number of intended phonemes 
in the stimulus word. At a later stage, the 
subjects' responses were analyzed (semi- 
automatically) in terms of percentages 
correct phoncmc identification and pho- 
neme confusions. 
The identification task proper was pre- 
ceded by a short training of 30 minutes 
in which the notation to be used was 
explained and practiced. Furthermore, 
in the actual identification task, each 
subblock of CVC and VCCV stimuli 
was preceded by 10 practice stimuli of 
the corresponding type and synthesis 
system. 
2.2 Transcription task 
A large part of the stimulus material pre- 
sented in the identification task was tran- 
scribed by 30 students of Speech and 
Language Pathology from the University 
of N ijmegen as part of a comprehensive 
course in segmental transcription of 
pathological speech. They worked in 
pairs, each of the 15 pairs yielding con- 
sensus transcriptions for 70 CVC and 
VCCV words, 10 for each synthesis sys- 
tem. 
Since it would have been too time- 
consuming to examine the transcriptions 
of all phoneme realizations, it was clear 
a selection had to be made for the pur— 
pose of the present study-. It was decided 
to consider the transcriptions of the reali- 
zations of one target phoneme for each 
of the seven CVC and VCCV phoneme 
positions for each of the seven synthesis 
systems, i.e. the realizations of 49 target 
phonemes. In view of the special rele— 
vance of a good diagnosis for poor pho- 
neme realizations, in each case the pho- 
neme which had yielded the lowest mean 
intelligibility score in the identification 
task was selected. The intelligibility 
scores for the target phonemes varied 
considerably (between 0% and 84% cor- 
rect), as a function of phoneme category 
(vowel versus consonant), phoneme 
position, and synthesis system. 
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On the average, each target phoneme 
occurred in 5.9 different words, amount— 
ing to a total of 291 phoneme realiza— 
tions. The students' consensus transcrip- 
tions of these phoneme realizations were 
checked by the second author, an ear- 
phonetician experienced both in the tran— 
scription of normal and pathological 
speech. A small part of the material 
(about 15%) was transcribed by him 
alone. The transcription system used 
was the one described in [4], i.e. the 
Extensions to the International Phonetic Alphabet for the transcription of atypical 
speech. 

3. RESULTS AND DISCUSSION 
The neatest way to establish the relative 
merits of an identification test and tran— 
scription as tools for improving synthetic 
speech would be a pretest-posttest 
design in which the effects of alterations 
based on the outcomes of the two meth— 
ods were independently assessed and 
compared. It may be clear that this 
approach is practically unfeasible. 
Instead, we decided to use the results 
from the identification task as a refer- 
ence for establishing the possible useful- 
ness of transcription as an alternative 
means in diagnostic evaluation. After all, 
synthetic speech is primarily developed 
to allow man—machine communication in 
various applications. So, a first prereq- uisite of synthetic output is that it can be 
understood by "normal" human listeners, that the sounds produced are interpreted 
in terms of the intended phonemes. Any 
segmental diagnostic evaluation method 
should be capable of showing to what 
extent this basic condition is fulfilled. In 
other words, if transcription is to be con- 
sidered as a valid diagnostic tool the data it yields should agree with the identifica- 
tion results obtained in a segmental intel- 
ligibility test. 
Ideally, in addition to this basic informa- 
tion, narrow transcriptions should yield 
more. However, as was stated before, the 
usefulness of this extra information for 
diagnostic purposes can really only be 
assessed by formally testing the percep- 
tual effects of the resulting alterations 
applied to the system in question. In the 
present study all transcription details 
throwing light on particular synthesis 
characteristics were considered as poten- 

tially useful on two conditions, (1) that they were systematic, i.e. occurred in at 
least half of the transcriptions pertaining 
to the realizations of one particular target 
phoneme, and (2) that they could not be 
inferred from the results yielded by the 
identification task. 
With these definitions of what consti— 
tutes basic and extra information in 
mind, the transcriptions were carefully 
examined. To facilitate generalizations, 
each series of transcriptions pertaining to 
the realizations of the same target pho- 
neme were assigned to one of the fol- 
lowing three categories: - 
1. Equivalent to the identification meth- 
od, i.e. leading to the same qualitative and quantitative interpretation in terms 
of correct and incorrect phonemes. 
2. More informative, leading to the same 
qualitative and quantitative interpreta- 
tion and, in addition, providing extra 
information as defined above. 
3. Misleading, leading to a qualitatively 
or quantitatively different interpretation, 
suggesting an overestimation or an 
underestimation of phoneme intelligibili- ty. 
The distribution of the (series of) tran- 
scriptions for the 49 target phonemes 
was 30, 7, and 12 in categories ], 2, and 3, respectively. So, in 30 cases (61%), 
spread over all 7 synthesis systems, the transcription and identification methods were found to be equivalent in the sense 
that they yielded the same basic informa- tion in terms of correct and incorrect phonemes. 
In 7 cases (14%), spread over 5 systems, 
transcription appeared to be more infor— mative, providing additional information which was considered potentially useful for the improvement of the segmental quality of the synthesis system at hand. The information pertained to voice qual- ity (3 cases), to the undue presence of & final consonant in VCCV words (2 cas— es). to diphthongization (1 case), and to 
overly strong phoneme realization (1 case). 
In 12 cases (24%), spread over 6 sys— 
tems, the transcriptions proved mislead- ing in the sense that they did not corre- spond with the pattern of responses obtained in the identification task. In 7 cases the difference was qualitative, in 5 
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cases quantitative. Of the _latter, 2 would 
have led to an overestimatron and 3 to_a_n 
underestimation of phoneme mtclllglblll- 

. We were somewhat amazed by the 
relatively high number of category 3 cas— 
es, since we had expected the transcnp- 
tions to generally show the same pho- 
neme distribution as found rn the 
identification task. The pomt was_ not 
clarified by an inSpection of the original, 
unchecked transcriptions, since the M- 
ferences found hardly affected the cat— 
egorization (there was only one doubtful 
case . 
In 3313! case, the outcome of the present 
study suggests that it is somewhat nsky 
to use narrow transcriptions made by 
highly trained listeners as a substrtute for 
an Open response identification task wrth 
moderately trained listeners. Apparently, 
the transcriptions are not_always a good 
predictor of the commumcatrve adequa— 
cy of a system in terms of phoneme. cat— 
egorization. Moreover, the transcnptron 
approach has other drsadvantages as 
well. One needs highly skilled listeners 
who have been trained extensively;_the 
method is extremely time—consumrng; 
the designer of the synthesis system has 
to be able to interpret the transcription 
symbols; and the data are very difficult 
to summarize in an insightful manner. 
This does not mean to say that we deny 
any role to transcription in the evaluation 
of synthetic speech. After all, the 
present study revealed several cases 
where transcriptions provided potentially 
useful diagnostic information not dedu- 
cible from the results yielded by an Open 
response identification test. The reader 
may recall that only those transcription 
details were categorized as potentially 
useful that occurred systematically rn the 
transcriptions of the realizations of the 
same target phoneme. This is a rather 
strict condition, and it cannot be exclud- 
ed that much more potentially useful 
information was contained in the tran- 
scriptions of individual items. _ 
We are convinced that narrow transcnp- 
tion can contribute significantly _to_th_e 
improvement of synthetic speech if it 1s 
used with specific questions in rrund,_r.e. 
at a more "local" level. One could think, 
for example, of a configuration in whrch 
a system developer consults one or more 

transcribers to test the validity of specif— 
ic hypotheses based on his own percep- 
tion - after all, it is : well-known fact 
that system developers generally lose 
objectivity when listening to the output 
of their own system - or, perhaps even 
better, to clarify the outcomes of a for— 
mal identification test. In our experience, 
the efficiency of this procedure rs 
enhanced if the written transcriptions are 
accompanied by oral explanations. 
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ABSTRACT 
We analyze the acoustic organisation of 
French consonant clusters (with two 
consonants) in three contexts: word 
internal position, word juncture provided 
with major boundary and word juncture 
provided with minor boundary. We use a 
specific classification of consonant 
clusters. Durations and acoustical 
transitions between both consonants are 
analysed in this paper. 

l-INTRODUCTION 
Some studies describe the acoustic and/or 
articulatory structure of the consonant 
structure[4] [S].The aim of our study is to 
evaluate the acoustic differences which 
can appear between a French word 
internal consonant cluster ( two 
consonants) and the same cluster linking 
two words. We suppose that the acoustic 
features, we observed in word consonant 
clusters, may support modifications if we 
change the boundary between the two 
consonants. 

2.CONSONANTS AND CONSO- 
NANT CLUSTERS 
We classified the French consonants in 
order to draw up a consonant cluster (GC) 
classification. 
2.1.Consonant classes [1] 

' -St0psz ip! N M M M! lg/ 
-Fricatives: If/ ls/ m lvl 12! m 
-Vocalic consonants: glides Ij/ M lwI. 
liquids N lrl and nasals lml ln/ ml. 
2.2.Consonant clusters classifica- 
tion [2] [3] 
We divided the GC into two ups: 
Homogeneous consonant c usters (both 
consonants belong to the same consonant 
class), and heterogeneous consonant . 
clusters (both consonants belong to 

different consonant classes). In these two 
groups, three types of GC can be deduced 
from the consonant classification: 
Homogeneous GC: 

Hol -—-> stops + stops 
H02 ---> fricatives + fricatives 
Ho3 --—>voc.cons.+ voc. cons. 

Heterogeneous GC: 
Hel ---> stops + fricatives 
He2 —--> fricatives + vocalic cons. 
He3 ---> stops + vocalic cons. 

3-SPEECH MATERIAL 
We selected two corpuses. In the first, the 
Word Corpus (CM, "Corpus Mots" in 
French), the GC are word internal; word 
initial for the hetemgeneous groups (plat) 
and medial for the homogeneous ones 
(obtus). We took into account only the 
GC from French lexical words. All the 
words are included in the same sentence: 
"Ce n'est pas …, qu'il faut dire". In the 
second corpus, the Juncture Corpus (CJ, 
"Corpus Joncture" in French), we 
considered two levels of junctures: the 
first in a major boundary and the other in 
a minor boundary. In fact, the sentences 
of CJ follow the very simple syntactic 
structure: SN+SV. The first type of 
juncture (CJ a) is between SN and SV (the 
major syntactic boundary), the second 
(CJ b) is inside SV (between V and N. the 
minor boundary). We expected to obtain 
different acoustic effects with regard to 
the type of juncture which separate the 
first and the second consonant (C1 and 
C2). As a consequence, for each GC we 
analysed a triple comparison: 
example: 
CC: "ce n'est pas près qu'il faut dire“ 
CJa: "l'équipe ralentit son allure" 
CJb: "ce retard handicape Robespierre" 
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We recorded two speakers (male) who 
read the three corpuses twrce. The total 
number of recorded words is 336 (112 for 
each corpus)- 

4-ACOUSTICAL ANALYSIS 
4.1.Duration . _ _ 
We observed the variations rn durauon 
between CM, CJa and CJb (means and 
coefficient of variation) for the consonant 
clusters (duration of C 1, C2 and GC) and 
for each consonant class. In the same way 
we compared the correlations of the 
durations of CC/CJa, CC/CJb, CJa/CJb, 
for each class of GC and for all together. 
4.2.Transition phase [2] [3] 
An important point in the study of the 
consonant clusters is to observe the 
transition phase between C 1 and C2. Two 
possibilities are considered: _ 
The Direct Passage (PD): the G_C_rs 
composed by Cl aooustical characteristics 
+ C2 acoustical characteristics wrthout 
any other segment. 
The Transitory Segment (ST): a segment 
different from the acoustic characterrsucs 
of C1 or C2, appears toward the 
boundary; it can be either a transformauon 
or an insertion. In order to evaluate the 
distribution of the Transitory Segments, 
we have to draw up the acoustrcal 
characteristics of each consonant class: 
-Stops : silence (or voicing wrth regard to 
the phonological description) and burst: 
-Fricarives : noise with a_ stable specrfic 
frequency (voiced or unvorced). 
-Vocalic cons : voiced formannc structure. 
Any possible variations of these srmple 
descriptions (with regard to the 
phonotypical transcription) wrll tell us if 
the transition phase is PD or ST realrsed. 

S-HYPOTHESES 
When we defined the Juncture Corpuswe 
drew up hypotheses about the acoustrcal 
variations brought by the boundary degree 
between Cl and C2: 
- the data of CJb would be Closer to the 
data of CC (as long as we consrder that 
the word boundaries disappear m 
continuous speech in French). 
— the CJa clusters would be longer than 
the CJb ones (as long as the major 
boundary acoustic effect could be a 
duration increase of C1, C2 or _both) 
- the disappearance of ST rn the ÇJa 
clusters (as long as the ST presence rs a 
cue for strong coarticulation), and 

apparition of pauses between Cl and C2 
(evidence of a major boundary). 
- the increase of partial and total 
assimilation numbers in the CJb clusters, 
and decrease in CJa ones (comparing 
them to CC clusters). _ _ 
The results of the acousticai analysrs wrll 
confirm or not our hypothesrs. 

6-RESULTS 
6.1.Mean duration : 
Table ]: Mean duration (M) and 
coefficient of variation (C) of all the 
consonant clusters for the three 
corpuses: 

car cul en 
c tt c m  6 

g c1 rosier ezîulvfig} 
.. c2 95 gas vtistlsvïe 
à ce 193323 159326114sjfl 

In the three contexts, C1 is always longer 
than C2, but the difference seems to 
decrease in the CJa context. The general 
means of CJa are slightly longer than 
those of CJb. We can explain the long 
durations of CC remaining that the CC 
clusters always belong to accented 
syllables. 

Table 2: Mean duration (M) and 
coeff ic ient  of var ia t ion  (C)  of  
consonant classes in C l  position (C1), 

C2 position (C2) and in general (STOP, 
FRI, VOC) for the three cor uses: 

lent en cm 
r H — C  rt € 

ciltos 32 17 as 77 se 
g cz so salsa au] 56 23 
: ro ror 32h: 30173 se 

c1 10? se se sales 29 
E c2 se 27 ss 25 es 32 

un 101 as 96i30 u so 
cr 106 a: se :9 69 39 

g c2 97 as rs zelssâaa 
> vue 99 34 74§31166§31 

We do not notice changes in the three 
corpuses for stops: stops are always 
longer in Cl  than rn C2 posrtron. For 
fricatives, we see a difference between 
CC and CJ (a and b): CC fricatives are 
longer in first than in second posrtron; rn 
CJ (a and b) they tend to have the same 
duration whatever their positron. Vocalrc 
consonants are longer in first than rn 
second position in CC; we notice the same 
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for CH) (but with a slighter difference), 
and the opposite for CJa. We  must notice 
the strong stability of CC (whatever the 
consonant class), and the similaiity 
between CJa and CJb with the exception 
of vocalic consonants. Consonants seem 
to be longer in CJa than in CIb. 

6.2.Correlations : 
Table 3: Correlation matrix of C l ,  C 2  
and consonant clusters for the three 
corpuses in getääl (number: 92)  

C‘! €.? et €!  €.? “‘ 

U e.? 0.255 0.022 
w 0.430 0.275 

Significant correlationsfor 0,01 and 0,02 
probability : CM/CJb, CJa/CJb, CM/CJa 
(only for C1). ' 
Not significant: :CM/CJa (for C2.GC). 

Table 4: idem tables: H01 (number: 16) 
C H  C I A  

4, a | c: ce a: 6‘: w 
4 c: -0.152L 
5 ce lama 

œ poms 
e 0.102 -0.052| 

s c: Jone .212 
w | 0.51? p.252 

Significant correlations for 0,01 and 0,02 
probability : CM/CJb (GC only). 
Not significant: : CM/CJa, CM/CJb (for 
Cl),  CJa/CJb. 

Table 5: idem tableâ: H03 (number: 20) 
Cl! C I A  

4, c: ] c:.» ce J a t‘! et 
4 c: 43.02:] | 
3 c2 -o.13: | 

,x- -0.20g 
, c1 10.091 [0.201 

0 ce 0.337 | 0.341 
œ 10.25 L p.220 

Significant correlations for 0,01 and 0,02 
probability : none. 
Not significant: : all. 

Table 6: idem table3: nez (number: 28) 
CH: C I A  

\… :: ce cz- [ a  :: w 
4 “16.425 
8 c: -0.17: | 

w 0.103 | 
€ ,  10.051 10.017 

U ca 0.247 | won 
x 0.7“ L p.204 

Significant correlations for 0,01 and 0,02 
probability : CM/CJa (for Cl) .  CMJCJb 
(for C1 and GC), CJa/CJb (for C1). 
Not significant : CM/CJa (for C2, GC), 
CM/CJb (for C2, GC). CJa/CJb (for C2). 

Table 7:ldem table3: He3 (number: 32) 
C H  C I A  

Eyre: :: or.—|“ ce au 
üîosse 

a €: "1.143 l 

gr .387 | 

. a no.522 [0.159 
U ;, 0.280 | E3” 

« l PM? I J 10-292 
Significant correlations for 0,01 and 0,02 
probability : CM/CJa (for C l ) ,  CM/CIb 
(for C1 and GC). 
Not significant : CMJCJa (for C2), _ 
ggCJb (for C2), CJa/CJb (for Cland 

We  do not give tables for H02 nor Hel 
because we have not enough values for 
the results to be relevant. In table 3, all the 
correlations are significant with the 
exception of CMJCJa (for CZ and GC): 
our hypotheses are partially confirmed: 
there is a better relation between CM/CJb 
than between CM/CJa. We  observe very 
bad correlations in H01 and H03 (tables 4 
and 5). For Hel and He2 (tables 6 and 7 ) ,  
the correlations are quite similar, with 
particulary good results for CM/CJb (C1 
and C2) and CM/CJa (C1). CZ seems to 
support variability when we change the 
context, instead of C1 which is  the stable 
consonant of the cluster in all contexts. 
But C2, in He2 and He3 is  the vocalic 

“consonant and this phoneme seems to be 
instable in all cases (see table 5). 
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6.3.Transition Phases 
Table 8: Distribution of the Transitory 

Segments in the six consonant cluster 

classes for the three corpuses; vbieing 

opposi t ion ( o p p  d e  v s t )  and similar 

voicing (vst simi) inside clusters are 

separated in each class: 

20 

C C  r— 
O u )  fi 

12° 9- 03 « N  
100 "‘ ici?. 

" 0 0  
80 & 3’. 
6° 33:17 40 &? 

W 
hot ho2 h03 hé1  I162 h63 

I opdevst 
vstsimi 

° Ch: 
120 g 

100 

80 

60 

40 

20 

O 
ho1 h 2 hos hé1 hé2 hé3 

. A— o p d e  vst 
A-vst simi 

Cjb n 
° v- 100 , … 

ao 
60 
4o 
20 

ho1 h02 h03 hél hé2 hé3 
B-opde  vst 
B-vstsimi 

Here our hypotheses are not confirmed: 
we do not notice a decrease of ST_ in the 

CJa realisation, nor an increase in CJb 

ones. In fact, the tables show stability in 

the distribution of ST whatever the 

context. These data confirm the correation 

results: strong stability for He2, He3; 
variation for H o i ,  H03 (Hog and Hel 

values are not sufficient to be Significant). 

W e  observe a great proportion of ST 
when the two consonants are differently 
voiced: here the voiced consonant is in 
general partly (or, more rarely, completly) 
devoiced. When the consonants are not in 
voicing opposition, some ST are also 
present: it can be an insertion of a vocalic 
element (particulary in H o l ) ,  or the 
"consonantification" of the vocalic 
consonant ( l  following stops or 
fricatives). We  did not note any pause in 
CJ a context. 

7.CONCLUSION 
Some of our hypotheses seem to be 
partially confirmed by the results of the 
acoustical analysis: CJa clusters tend to be 

longer than CJb ones; the acoustic 
organisation of C] b clusters tends to look 
like CM one, instead of CJa. In fact, 
acoustic organisation seems to be more 
stable when clusters are inSide a word; but 
we must Specify that the sentence in CC 
was always the same, it could also 
stabilise the GC production. Stability also 
characterises stops and fricatives instead 
of vocalic consonants which are 

acoustically more heterogeneous. 
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ABSTRACT 
Although there is a lot of everyda 
knowledge about the effect o 
alcohol on speech production, 
scientific studies on the subject are 
sparse. In the experiment reported 
on here 33 subiects read a iven text 
in sober condition and in in oxicated 

results show a 
marked increase in speech errors, a 
decrease in readiness to correct 
errors, as well as a number of 
segmental effects, e. . lengthening 
and (de)nasalization. ' 
as well as forensic implications of the 
findings are discussed. 

1. INTRODUCTION 
lt is common knowledge among 

indicating that speech produced 

reduced in amplitude, and more 
error-prone than s eech produced in 
sober condition [3 . but we are still in 
need of precise descriptions. 
The present studv was motivated by 
this lack of data as well 
forensic application of phonetics, 
where the expert is often asked in 
court whether there is any indication 

recording. One of the 
spectacular cases in 

which the uestion of alcohol abuse 
' concerned the Exxon 

Valdez oil spill. ln cases like this it 
would not only be desirable to know 

the effects of alcohol 
production but also whether 

there is a correlation between the 
effects displayed and the amount of 
alcohol consumed. (This is of prime 
importance e.g. for the question of 
diminished responsibility). 

more r ecer 

phoneticians t .at the consumption 
of alcoholic bevera es, es ecially in 
lar e quantities, a .ects t e verbal 
be avior. Yet while the effect of a!— 
cohol on certain neurophysiological 
mechanisms has been subject to a 
large number 
surprisingly little. effort has been 
made among 
speech scientists to. find out exactly 
what is the effect of alcohol on 

investigations, 
2. EXPERIMENT 
Ari experiment 
involving 33 mais subjects who were 
23 years old on the average (SD = 15 
months). The task reported on here 
was the readin of a phonetically 
baianced text ( he North 
the Sun) which was done in sober 
condition first. Subjects were then 
given 40% proof vodka. 
indicated to them that a blood 
alcohol concentration of between 0.1 

was desirable for the 
purpose of the investigation and 
approximately how much vodka they 
would have to consume to achieve 
that, but there was ce pc 

phoneticians carried out 

s ortcomings of the existing studies 
few of them have 

actually tried to measure the degree 
of intoxication. instead, they often 
had to use the Widmark formula 

allows for a very rough 
ue to the difficulties in 

dealing with drunken subjects in an 
experimental situation, the number 
of sub ects was usuall 
i.e. un er 5 [e.g. 3,5]. T 
number of very 

is that only very 

us there is a 

' the exact amount _ they 
Ë'ÊÊË'ËÊW to drink. Thus, maximum 
alcohol levels of between_0.02% and 
0.21% were actually achieved. The 
drinking time_ amounted to. 90 
minutes; 30 minutes later subiects 
were tested by‘means of a SlEMEs 
Alcomat breat alyser for their breatn 
alcohol level (which has a close to 

rfect correlation to blood alcohol 
gavel [1]) and subsequently read the 
text. 

O D  
a . 

% %Err‘iger of parameters including 
rate of articulation, fundamental fre- 
quen , segmental features and 
speec errors were investigated, the 
former by means of a computer pro- 
gram specially deSigned for speech 
analysis, the latter by auditory 
analysis. This presentation Will, for 
reasons of time, focus on speech 
errors and selected segmental 
features. 

4. RESULTS 
4.1 . Segmental features _ 
There are some descri tions about 
the effects of alcoho en certain 
s ech sounds like /ts/,jn/, /I/, /r/ 
eïcî cf. eg. (3, 5]), but In analysmg 
our ata we found that the segmental 

rspective was too narrow in order 
?: explain some of the chan es 
observed in the sense that a num _er 
of sounds are affected by certain 
general processes. l Will thus t _to 
outline some mechanisms w ich 
seem to be affected by alcohol 
intoxication. 

4. .1.Velar action . _ 
Th1e relimina audito analySis of 
the ata revea ed a mar ed increase 
in denasalized articulation of the 
nasal consonants in intoxrcated 
condition. A systematic evaluation of 
this phenomenon in relation _to the 
maximum individual intoxication 
shows that even at very low levels _of 
breath alcohol concentration (i.e 
below 0.08%), about 30 % of the 
subiects exhibit an increase in de— 
nasalazation of nasale; above 0.08% 
there is a drastic increase, and 
above 0.16% all subjects have de- 
nasal consonants. ln View of this 
finding we also looked for the 

om lementa effect, namely the 
siesaïization (;? vowels as compared 
to the sober condition. Again, the 
correlation with the de ree of al- 
cohol intoxication is 0 VIOUS, but 
vowel nasalization sets off at a_later 
stage, i.e. above 0.08% BAL. (Fig. 1) 
It is important to note that the 
denasalization of vowels implies the 
nasalization of vowels, Le. there is no 
case of consonaut uenasalization 
without vowel nasa iza Ion. 
We explain these findings by a 
decrease in velar motility due to 
impaired motor control. A local effect 

the mucosa seems highly 
Œprobable since lNT-checku s 
conducted throughout t e 
experiment revealed no effects on 
the laryngeal or pharyngeal mucosa. 

. . . Slurred Articulations 
sri: of the most frequently 
mentioned effects of alcohol on 
speech is the so-c_alled slurred or 
incomplete articulation of use ment“ 
or clusters which are then re uced , 
usually at the ex ense of the ploswe 
element [2, 4]. he avera e number 
of incomplete articula ions _ C(3er 

erson at the maximum mdm ual 
EAL is increased even at low levels 
of intoxication as_ compared to the 
sober condition; it triples above _a 
BAL of 0.53% and rises a ain 
drastically above 0.2%. (Fig. 2) (it as 
to be emphasized that only the 
changes compared _to the sober 
condition were taken into account.) 
As is shown by an in-depth ana. sis 
of the data, the sounds affecte _ by 
incompleteness are mostly apico- 
alveolars of different manners o_f ar— 
ticulation, Le. ploswes, fricatives, 
nasale, and laterais. This indicates 
that the motor control of the tip of 
the tongue, which has to perform the 
most delicate _ articulatory 
movements, is impaired and thus 
these movements are not carried out 
completely. 

4.1.3. Se ment Le_ngthening 
Segment engthening forms one of 
the most commonly stated effects o 
alcohol [2]. The percentage of 
subjects showmg vowel and 
consonant lengthening rises from 
18% (vowels as well as consonants) 
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o _ — _ _ ll—n— :|— 
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% max. BAL 

_ sober ESEE-i intoxicated 

Figure 3 
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below 0.08% to 50% (consonants) 
and 81% (vowels) above 0.08% max. 
BAL. Thus the steady-state portions 
of certain sounds seem to be 
increased at the expense of the 
articulatory precrsron of others. 

4.2. Production Errors 
Speech errors _have lon been used 
as an indicator or mental 
processing; therefore we_ also 
analyzed them in two different 
respects: (a) the number of speech 
errors (slips of the tongue) in the 
read passage; (b) the readiness to 
correct the errors committed. There 
isadoublin of 5 ech errors above 
a breath acoho concentration of 
0.08% and a drastic increase above 
0.16% as compared to the sober 
condition. (Fig. 3 This means that 
even in a compara ly simple task like 
reading a text which does not involve 
cognitive planninÛq, there is a si nifi— 
cant increase at 08% alcohol evel. 
The readiness to correct these errors 
which is commonly viewed as an 
indication of an internal monitoring 
mechanism was greatl impaired (i. 
e. reduced to about 1 (3) even at very 
low levels of intoxication. There is no 
Significant change up to 0.2%, but 
above that BAL, there are hardly an 
attempts to correct the errors et al .  
Also, there is a growing ercentage 
of false corrections et i h BALs, 
which amounts to over 3 % of all 
corrections et BALs of 0.16% and 
above. 

5. DISCUSSION 
Alcohol is known to be neurotoxic, 
Le. to impair coordination and nerve 
transmission. In speech, this results 
in a reduced and/or imprecise 
movement of two articulators which 
reqUire the most precise control 
mechanisms: the tongue tip and the 
velum, whereas other sounds are 
sustained for a longer period than in 
sober condition. ith all of the pa- 
rameters discussed here the effect 
shows even at low BALs, but there is 
a marked increase above 0.08% and 
again at 0.16% (consonant denasal- 
ization; vowel length); or 0.20% 
(vowel . nasalization; incomplete 
articulations). This seems to suggest 

that the effects of alcohol do not 
increase gradually but m steps. 
The _study also shows that even in a 
reading task, there is a significant in— 
crease in the number of speech 
errors paralleled by a decrease in the 
attempt to correct the errors. This 
suggests that not onl production 
processes are impalre but also the 
reception and comprehension of 
texts. 
From the forensic perspective it has 
to be pointed out that even tho h 
most effects of alcohol are enera y 
very consustent, there is aways a 
small number of subjects who do not 
show them. Thus, there is no one—to- 
one relationship between the con- 
sumption of alcohol and the effects 
on speech in the sense that the 
presence of one (or better: several) 
of _the impairments mentioned here 
pcint to an intoxication of the 
speaker but their absence may not 
be taken to prove soberness. 
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ABSTRACT Speech utterances of children and adults are_compared with respect to phono- logicallyshort and long vowels, voiced and voiceless plosives, and the interaction between vowel duration and followmg consonant. It appears that four-year—old children and, to a lesser extent Six-year—old children have not yet mastered the temporal control of these vocahc and consonantal segments. Results. are interpreted in terms of a deve10ping timing mechanism. 

I. INTRODUCTION 
From a segmental and suprasegmental pomt of view, acoustic-phonetic research of young children's speech utterances contnbutes to a better understanding of the development of speech motor control such as phonetic timing [l].  Phonetic timing _concerns start and duration of phonetic intervals such as vowel duration, syllable duration, etc. [4]. One of themost appropriate instruments to investigate the timing mechanism in speech, as well as to s tudy the development of this mechanism, are durational analyses of the utterances and their_se_gmental constituents. Different linguistic factors will affect the duration of Single phonetic intervals; concerning phonological features that serve to distinguish_words (e.g. the short-long opposrtion in vowels, voicing and also contrastive stress) length is one of the main characteristics and influences duration of phonetic intervals. 

Concerning developmental research, several studies have shown that children have a slower speaking rate and that segmental durations are longer and more variable than those of adults [7]. These 

temporal parameters approach the adult norrri With increase in age [ 1], [5]. Most studies make use of an imi ta t ion  procedure with nonsense words or a sentence repetition task. This in order to compare in a direct way young children's data to adult data and to control for the set of utterances across ages. 
However, the phonological features of the child's Speech utterances will be reflected by durational values that are appropriate to his/her own developing mechanism [1]. Therefore, we chose to make use of spontaneous but controlled speech utterances instead of imitative speech._ In this paper we want to emphasize two aspects that relate the linguistic parameters of 'vowel length' and voicmg' in Dutch to the phonetic- acoustic cues 'duration of the vowel' and duration of the closure‘. As will be CVlat,‘ short and long vowels diffe- rentiate in short vs. long duration while vorced and voiceless plosives are characterized by short vs. long closure duration [4]. 

Firstly, two basic questions can be formulated as follows: ]) how do young children handle durational values of short vowels as opposed to long vowels and 2) how do they handle differences in closure duration of intervocalic voiced and voiceless plosives? 
Secondly, the contextual effect of lengthening of the vowel preceding a vowed _consonant (short closure) and shortening of the vowel preceding a vorceless consonant (long closure) will be examined in the utterances of children and adults. This phenomenon, which is known as temporal compensation [4] is not inherent to the phonological system of _Dutch but is considered to be an articulatory coordination. One of the 

150' 

claims to be made is that the temporal 
coordination between V and C is only 
mastered gradually by young children. 

2. METHOD 

2.1. Subjects 
Pour different age groups participated in 
the experiment: four-, six- and twelve- 
year-olds, plus adults. So far, only 
results of the two youngest age groups 
and adults are available and will be 
presented here. Each group consisted of 
six subjects, equally divided over male 
and female speakers. All of them were 
monolingual speakers of Dutch and none 
of them was judged to have any hearing 
loss or speech disorder. All subjects 
lived in the same area of the South-East 
of the Netherlands. 

2.2. Material 
Data are presented that refer to a set of 28 
meaningful words. They are all two- 
syllabic (C)V$CV(C) words with lexical 
stress upon the first syllable ($=syllable 
boundary). The intervocalic consonant 
was either a voiced plosive, that is /b/ or 
Id], or a voiceless plosive, that is /p/ or 
It!, e.g. the words 'kabel' (cable) vs. 
'stapel' (pile). In approximately half of 
the words the vowel preceding the 
intervocal ic  c o n s o n a n t  was  a 
phonologically short vowel [al. lol. /8/. 
or III, otherwise it was a long vowel la], 
lol, or /e/. Experimental research with 
young children imposes several 
constraints upon the selection of 
meaningful words to be used: No exact 
minimal pairs could be found, 11 words 
with intervocalic voiceless plosives and 
17 words with intervocalic voiced 
plosives were selected (among which 
optimally matched pairs), the initial 
consonants were not always identical and 
we had to make choices of one— 
morphemic as well as two—morphemic 
words. To avoid an imitation procedure 
all the words were elicitated by picture 
cards. 

2.3. Procedure 
The elicitation procedure was based upon 
pictures drawn on separate cards. In all 
age groups we chose for the same 
procedure and all subjects pronounced 
the same set of words. The words were 
elicitated by questions or sentences that 

had to be completed only by the word 
itself. This task would account for a 
Spontaneous but controlled speech 
production without imitation whatsoever. 

2.4. Recordings _ 
Recordings of the four-year-old children 
were made at home with a Tandberg 
recorder and a microphone Sennheiser 
MDZIHN. The six- and twelve-year—old 
hildren and the adults were recorded in a 
laboratory setting with a Revox A77 
recorder and an electrolaryngograph to 
registrate the exact timing of the vocal 
pulsing. All subjects were recorded twice 
and both recordings were used for 
analysis. Even four— and six-year-old 
children pronounced 'correctly' 90% of 
both voiced and voiceless plosives; i.e. 
during segmentation both visual and 
auditory information indicated that 
neither substitution of voiced by 
voiceless plosives had taken place (and 
vice versa), nor any deletion of 
intervocalic plosives. 

2.5. Measurements 
The synchronous audio- and electro- 
larynx signals were stored digitally on a 
microVAX ll computer and the speech 
editing system provided visual and 
auditory information for segmentation. 
To be consistent in measurements we 
always concentrated upon the oscillo- 
graphic signal using the traces of 
laryngeal activity for verification. In this 
paper we report on the following 
measures: 
- vowel duration preceding intervocalic 

voiced and voiceless plosives 
- closure duration and burst duration 

of the intervocalic plosives 
— word duration 
We do not want to dwell upon the criteria 
used for segmentation; they can be found 
in [2] and are in accordance with most 
criteria used in literature. 

3. RESULTS 

3.1. Vowel duration 
Mean durations of the separate vowels, 
as well as mean durations of short 
vowels pooled and long vowels pooled, 
are presented in Table 1. As can be 
deduced from the data, vowel durations 
between the  age groups differ 
considerably. 
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Between the four- and six—year—old 
children no significant difference was 
found in overall vowel duration. Vowels 
of _four- and six-year—olds were 
srgmficantly longer than those of adults 
[F(1.10)=36.20;p<.001 and F(1,10)=— 
35.42; p<.001]. Between four—year-olds 
and adults a 76% reduction of short 
vowels and a 47% reduction of long 
vowels was found; between six—year- 
olds and adults rcductions of 52% and 
36% respectively was found. The short- 
long Opposition, which is an important 
phonological feature in Dutch, was 
clearly present in all age groups and the 
relative durational differences between 
_short and long vowels was quite similar 
1n the three age groups. 

Table I. Mean durations in ms. of all vowels in 
the age groups. Below mean durations of short 
and long vowels are indicated as well as the 
rauo. 

Short vowels 4 6 adults 
la! 147 125 84 
la! 146 120 81 
la! ' 152 128 87 
N 140 1 19 79 
Long vowels 
la! 239 217 159 
loi 218 184 140 
le! 234 184 140 
short 146 121 83 
long 233 206 152 
ratio 0.63 0.59 0.54 

In Fig.1 we have indicated this short - 
long Opposnion across ages. We can see 
that both types of vowels shorten in the 
same amount with age. 

ms. 
nae-0.96 o long 

300 - 
842-088 0 short 

200 " 

100 -
\

 

o l ' l ' | 

t o u t  s i x  adults  

Fig.l_Reduction of short and long vowel 
duration across groups; regression lines 
predictmg reduction of ‘vowel duration‘ from 
age'. 

Regression analysis of the variable 
'vowel duration' upon 'age' shows that 
the proportion of variance of short and 
long vowel duration can be perfectly 
predicted from age (R2=.96 and R2=.98) 

3.2. Closure duration 
Closure duration of the intervocalic 
plosrves [p,tf and lb,d/ are compared in 
F1g.2. As a measure of contrast, the ratio 
vorcedoiceless closure duration was 
calculated. In par. 3.1 we have shown 
that the ratio short/long vowel duration 
_decreases with age, i.e. the contrast 
increases with age. Contrary to this 
v'ocahc opposition, the contrast in 
consonantal closure for [bl vs. Ip/ 
increases with age form 0.58 to 0.66 to 
0.72 and for ld/ vs. lt! from 0.50 to 0.59 
to 0.68. 
ms. 

150- [] voiceless/pl 
voiceless/tl 

_ four s i x  adults 
F1g.2. Mean closure durations in ms. for voiced 
and vorceless plosives in three age groups. 

O_verall closure duration and relative 
differences between voiced and voiceless 
closure durations show no significant 
differences in speech of four- and six- 
year _old children. Analyses of closure 
durations between four-year-olds and 
adults as well as between six-year—olds 
and adults show significant differences at 
p<.0_1 or beyond, for both overall 
duration and relative differences between 
the voiced and voiceless plosives. 
Lengthening of the closure durations in 
speech of young children is certainly 
commensurate with their slower spea— 
king rate. However, analyses. of co— 
vanance, with word duration being the 
çovanate and a measure of speaking rate, 
indicated that differences could not be 
attributed to speaking rate alone. 
Probably, some effects due to age and to 
developmental structure also had an 
influence. 
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3.3. Vowel duration as a function 
of the following consonant 

The three age groups were compared in 
their use of vowel duration as a function 
of the following voiced and voiceless 
plosive. In Fig.3a, 3b. and 3c behaviour 
of short and long vowels is plotted for all 
subjects in the three age groups. 

'“- tour-yoar-otde 
M0 ' 

140“ 
_ _ _ — _ . —  

six-year-olda 
o .. 

220- à 

…- % 
œ - . I 

adults . long “"‘“ 
°°°“ o short vowels 

220“ 

…. % 

6 °  I ' I 

_ +vote- _ _ -voice 
F1g.3a-c. Mean durations (m ms.) for vowels 
preceding voiced and voiceless consonants in the 
three age groups Each line represents vowel 
durations of one subject . 

It will be clear that four-year-olds behave 
very differently from the older children 
and the adults [F(1,10)=37.28;p<.001 
and F(l,10)=36.20;p<.001]; they do not 
make any distinction between vowel 
duration in a voiced or voiceless context. 
And, it is interesting to see that between 
the ages four and six a shortening of the 
vowel occurs only before voiceless 
consonants while vowel durations before 
voiced consonants remain the same. 
Between six-year—olds and adults vowel 
duration reduces almost in the same 
amount whether preceding a voiced or a 
voiceless plosive. Analyses of 
covariance, with word duration being the 
covariate, indicated that differences in 
vowel duration preceding a voiceless 
plosivc was not only determined by 
speaking rate but, again, by some effect 
due to developmental age. 

4. DISCUSSION 

Durational values of short and long 
vowels and voiced and voiceless 
closures in speech of three age groups 
were examined in relation to the 
phonological oppositions of 'vowel 
length' and 'voicing'. The children's 
relative temporal structure of short vs. 
long vowel seems to be acquired before 
the age of four while relative closure 
durations of voiced vs. voiceless 
plosives are still in a developmental stage 
by the age of six. And, contrary to 
studies using an imitation procedure [6], 
the Spontaneous productions of children 
are different from those of adults: 
between the ages of four and six, timing 
of vowel and consonant in VC sequences 
becomes adult-like by restructuring 
vowel duration preceding voiceless 
consonants. 
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PREMEANINGFUL VOCALIZATIONS OF HEARING- 
IMPAIRED AND NORMALLY HEARING SUBJECTS 

Carol Stocl-Gammon 

University of Washington 
Seattle, Washington U.S.A. 

ABSTRACT 
The present study extends the work of 
Stoel-Gammon [3] by examining 
longitudinal samples of nonmeaningful 
vocalizations from 10 normally hearing 
subjects, aged 5-18 months, and 11 
hearing-impaired subjects, aged 5-39 
months. Consonantal phones in the 
samples were phonetically tmnscribed 
and analyzed in terms of proportional 
occurrence of place and manner classes. 
Developmental trends within each group 
were also examined. The results show 
clear group differences in both place and 
manner of articulation. The hearing- 
irnpaired subjects evidenced a higher 
proportion of labials, nasals, and 
syllabic consonants and a lower 
proportion of alveolars and supraglottal 
stops. Group differences increased - 
between 8 and 22 months of age. 

1. INTRODUCTION 
Recent research has identified several 

differences between the prelinguistic 
development of normally hearing (NH) 
and hearing-impaired (HI) infants. In 
particular, it has been shown that the 
onset of canonical babbling, which 
typically occms before 9 months in the 
hearing infant, does not occur until 12 
months or later in HI subjects [2] and 
that the phonetic inventories of NH and 
HI differed in their size (HI inventories 
were smaller) and composition [3,4]. 

Stoel-Gammon's detailed comparison 
[3] of the consonantal inventon'es of 11 
NH and 14 HI subjects showed group 
differences in both place and manner of 
articulation of consonants] phones. 
Specifically, the inventories of the HI 
subjects contained more continuant 
phones and me types of labial than‘ 
alveolar consonants; by 

comparison, the NH subjects tended to 
have more balanced repertoires with 
nearly equal numbers of labial and 
alveolar phones. In addition, the 
inventories of the HI subjects contained 
a higher proportion of syllabic 
consonants and a lower proportion of 
stops than the NH group. Since the 
study focused exclusively on 
consonantal inventories (i.e., on 
consonantal types), it provides only a 
partial picture of the phonetic 
characteristics of the prelinguistic 
vocalizations of the two groups. 

The present study extends the work 
Stocl-Gammon [3] by analysing the 
frequency of occurrence of each 
consonantal phone (i.e., analysis of 
consonantal tokens) and determining the 
proportional use of particular place and 
manner classes. ' 

2. METHODS 
The subjects and database for the 

present study are a subset of those used 
in the previous study by Stoel-Gammon 
[3]. Methodological procedures are 
briefly described in the following 
sections; for more complete descriptions, 
particularly of the HI subjects, readers _ 
are referred to the previous publication. 
2.1 Subjects 

The NH group consists of. 10 
subjects whose prelinguistic 
development was followed from around 
5 months to the onset of meaningful 
speech, usually around 15-18 months. 
(These subjects are identified as N 1-10 
in the previous publication.) None of 
the NH subjects suffered from recurrent 
otitis media during the study. 

The HI group consists of 11 subjects, 
aged 5-39 months,with moderate-severe 
sensorineural hearing loss. (These 
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subjects are identified as YH l,2,5,6,7 
and OH l,2,4,5,6,7 in the previous 
study [3]. Details regarding hearing 
sensitivity, age at loss, age at 
identification of loss and amplification 
are provided in that reference.) The HI 
subjectsvariedinageatonsetand ageat 
identification ofhean‘ng loss; forfive _ 
subjects,dataareavailableinthe5—18 
month range curesponding to the 
periodo datacollection for theNH 
subjects. ’Ihe remaining six subjects 
were l9rnonthsorolderatthetimeof 
data collection. 
2.2 Data collection 

Half-hour audio recordings were 
co…llected in a sound—treated room usedduring 
w ' parents and expwmen' ters 
eye contact and vocahzations to stimulate 
vocal output. To be included for 
analysis,:rsamplehadtocontainatleast 
10 hlilce uuerances with a minimum 
of consonant tokens. The maximum 
number of speechlilce vocalizations for 
anyonesamplewassetatôo. 

Samples were collected from the NH 
subjects at approximately 6-10 week 
intervals. The database for this group 
contains a total of 44 samples with the 
number of samples subject ranging 
from 3-6. The for the HI group 
consists of 28 samples. Longitudinal 
data are available for eight subjects; data 
for the remaining three consist ofa 
single recorded sample. 12 of the HI 
samples are from subjects under 18.4 
months and thus over-lap with the age 
range of the hearing group. 
2.3 Data Analysis 

Speechlilre vocalizatious of each 
sample were transcribed by a team of 
trained transcribers who worked 
independently and then compared 
analyses. Transcriptions were not 
changed unless a transcriber felt he or 
she was mistaken after relistenin to the 
samples. Comparison of 10% 0 the 
transcriptions showed that 
intertranscriber agreement for place, 
manner and voicing of consonants 
eitceeded 90%. For the present study, 
the two transcriptions o each sample 
were analysed independently to 
determine the number of occurrences of 
each consonantal phone and the 
proportional occurrence of consonants 
according to traditional place and 
manner classes. The analysis of place of 

articulation was based on four 
‚categories: (1) labial, including 
labiodeutal; (2) alveolar, including 
interdentalßnd palatal; (3) velar, 
including uvular and pharyngeal; and 
(4) glottal. For manner of articulation, 
consonants were categorized as one of 
the following: (1) stop; (2) fricative; (3) 
affiicate; (4) nasal; ($) slide; (6) liquid; 
and(7) flap ortrill. 'I‘heproportionof 
syllabic consonants, a category which 

with some of the manner 
categories identified above, was also 
determined. The percentages for each 
place and manner category obtained from 
analysis of the independent 
transcriptions were averaged to yield a 
single percentage for each place and 
manner class for each sample. 

3. RESULTS AND DISCUSSION 
To provide a general picture of the 

phonetic characteristics c the 
vocalizations of subjects in each group, 
the overall performances of NH and HI 
subjects were compared. The samples 
werethen grouped by age in orderto 
examine developmental trends within 
each subject population. 
3.1 General comparisons 

Previous studies [2,4] suggested that 
the vocalimtions of HI subjects evidence 
of higher proportion of glottal 
consonants than those of NH subjects 
and this was supported by the findings 
of the present study. Across all 
samples, the mean proportion of glottals 
for the NH group was 24.1% (SD14.8) 
compared with 36.6% (SD 28.3) for the 
HI group. As shown by the large 
standard deviations, there was a good 
deal of variance across samples; in fact, 
although the mean percentage for the HI 
samples was just over 36%, one sample 
contained no supraglottal tokens. 

Although the proportional use of 
glottals was higher or the HI subjects, 
difi’erences in place and manner of 
articulation of supraglottal consonants ' 
were of an even greater magnitude. 
Table l presents a comparison of key 
differences between the two groups in 
the use of supraglottal consonants. 
(Percentages in this table are based on an 
analysis of supraglottal consonants only, 
and thus represent a subset of the data.) 

ln terms of place of articulation, the 
suggestion by Stoel-Gammon [3] that HI 
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subjects produce relatively more labial 
consonants and fewer alveolar 
consonants is borne out by the frequency 
of occurrence data. In the HI samples, 
labial consonants accounted for a much 
higher proportion of the data, nearly 
72% of the supraglottal consonants 
produced; in the NH samples, the mean 
proportion of labials was 42%. The 
figures for alveolars show the opposite 
trend with the proportional use by NH 
subjects nearly three times as high as for 
HI subjects (34.4% vs 12.1%). Here 
again, the standard deviations are quite 
high; part of the variance can be 
explained by developmental changes 
which are discussed below. 

TABLE 1. Group comparisons: Mean 
occurrence of place and manner feattues 
as a proportion of supraglottal 
consonants. 

NH RI 
%lnbial 42.0 71.7 (SD) (26.5) (27.4) 
%Alveolar 34.2 12.1 (SD) (23.6) (15.9) 
%Stop 34.4 14.4 (SD) (19.3) (16.3) 
%Nasal 24.9 50.5 (SD) (22.8) (29.1) 
%Syllabic 22.8 43.2 (SD) (23.4) (23.4) 

The comparison of manner features 
highlights three areas in which the group 
samples differed markedly: the HI 
samples contained a much higher 
proportion of nasal consonants and a 
much lower proportion of supraglottal 
stops. In addition, the HI subjects 
produced proportionally more syllabic 
consonants, many of which were nasals. 
3.2 Developmental comparisons 

The second type of group comparison 
focuses on changes in the proportional 
use of particular place and manner 
features as a function of age. NH 
samples were classified by age as Early 
(5.0—7.3 months), Mid (8.0—13.6 
months) or Late (14.4 - 18.4 months). 
Table 2 presents a comparison of NH 
samples grouped by these age periods: 

only those place and manner categories 
which showed a change with age are 
shown in the table. As in the previous 
table, the percentages represent the 
proportional occurrence of features of 
supraglottal consonants only. 

TABLE 2. NH Subjects: Place and 
manner of supraglottal consonants by 
age. 

age * Early Mid Late 

%Iab 58.9 36.7 32.3 
(SD) (27.8) (26.6) (17.1) 

%Alv 13.9 41.7 46.2 (SD) (14.7) (25.2) (13.6) 
%Stop 18.0 40.0 43.0 
(SD) (15.8) (19.4) (11.3) 

%Syl 47.3 17.1 6.1 (SD) (24.1) (16.1) (2.9) 
*Early: 5.0—7.3 months (13 samples) 

Mid: 8.0-13.6 months (18 samples) 
Late: 14.4-18.4 months (13 samples) 

. It can be seen that each of the features rn question shows a linear increase or 
e as a function of age and that, the amount of variance for each feature tended to be highest in the Mid age range. For place of articulation, there is a marked decrease in the proportion of labral consonants and an increase in the proportion of alveolar consonants with age. In both cases, the degree of change between the Early and the Mid age range greatly exceeds the change between the Mid and Late age periods, though the standard deviation declines considerably rn the latter period indicating more unrform performance. 

For manner of articulation, the mean propornonal occurrence of supraglottal stop consonants more than doubles between the Early and Mid age periods, rising from 18% to 40%, and then mcreasrng slightly in the subsequent period to 43%. Here again, the amount of variance declines in the third period The proportion of syllabic consonants decreases substantially with age, from nearly 50% of all supraglottal 
consonants in the Early period to about 6% in the Late period. 

Table 3 presents a comparison, based on analysrs of supraglottal consonants, 
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of HI samples grouped by three age _ 
periods: Early (SD-12.0 months), Mid 
(15.0—21.2 months) and Late (22.7—39.4 
months). It is evident from the table that 
the developmental patterns of the HI 
subjects do not follow the linear trends 
noted for the NH group; rather, they are 
better described as U-shaped patterns 
wherein the samples in the Mid age 
show a marked increase or decease in the 
occurrence of a sound class and the 
samples in the Late age period show a 
reversal in the direction of change. 

TABLE 3. HI Subjects: Place and 
manner of supraglottal consonants by 
age. 

age "' Early Mid Late 

%Lab 37.2 90.8 74.5 
(SD) (20.3) (7.6) (24.3) 

%Alv 23.8 3.8 12.4 
(SD) (24.1) (2.5) (14.1) 

%Stop 20.9 6.9 17.7 
(S D) (11.7) (6.9) (21.2) 

%Syl 50.0 57.5 29.5 
(SD) (12.0) (33.7) (27.5) 

*Early: 5.0-12.0 months (7 samples) 
Mid: 15.0—21.2 months (9 samples) 
Late: 22.7—39.4 months (12 samples) 

The mean proportion of labial 
consonants, for example, increased 
sharply between the Early to the Mid 
age, from a mean of 37.2% to 90.8%; in 
the Late age period, the mean dropped to 
74.5%. A similar pattern is seen in the 
occurrence of alveolars which decreased 
from, a mean of 23.8% in the Early 
period to 3.8% in the Mid period and 
then increased to 12.4% in the Late 
period. The proportional occurrence of 
supraglottal stops and syllabic 
consonants also showed reversals in 
their developmental patterns. 

Comparison of Tables 2 and 3 reveals 
that the performance of the two subject 
groups was most similar in the samples 
from the youngest subjects and became 
increasing dissimilar with age, up to 22» 
months. It is not possible to make direct 
comparisons of HI and NH subjects 
over 22 months of age since the 
nonmeaningful vocalizations of the NH 

subjects at this age were not analyzed It 
is clear, however, that the U-sbaped 
developmental curves in the HI samples 
make the ’ s of the late penod 
more simrlar to the NH patterns . 

In sum, two major differences 
between the groups emerge from the 
analyses. First, the HI subjects produce 
a higher proportion of labial phones. 
This difference is most likely due to the 
fact that labials have a highly salient 
visual component and thus their 
articulationcanbeseenandimitatedby 
babies who have little or no auditory 
input; alveolar consonants, by 
comparison, lack this visual component. 
Second, the HI subjects produce more 
nasals and syllabic consonants. It was 
hypothesized earlier [3] that this 
preference is due to the fact that these 
consonants provide more tactile and 
kinesthetic feedback than do stops which 
are characterized by rapid movements 
and short durations. _ 

More research is needed, particularly 
with HI subjects at younger ages, before 
the hypotheses proposed here can be 
confirmed. By documenting phonetrc 
patterns in one set of HI subjects,th_e 
present study provides a starting point 
for such research. 

ACKNOWLEDGEMENT This work 
was supported by the National Institutes 
of Health: grants R01-HD12695 and 

' POI-NSZ6521. 

REFERENCES 
[l] OLLER, D.K. (1986) 
"Metaphonology and infant 
vocalization”, in B.Lindstrom & R. 
Zetterstrom (Eds) Precursors ofearbr 
speech. Basingstoke, Hampshire: 
Macmillan. 
[2] OLLER, D.K. & EIIERS, ILE. 
(1988) "The role of audition in babbling" 
Child Development, 5 9. 441-449. 
[3] STOEIfGAMMON, C. ( 1988), 
"Prelinguistic vocalimtions of hearing— . 
impair-ed and normally hearing Subjects: 
A comparison of consonantal 
inventories", Journal of Speech and 
Hearing Disorders, 53, 302-315. 
[4] STOEL-GAMMON, C. & O’I‘OMO, 
K. (1986) ”Babbling development of 
hearing-impaired and normally hearing 
subjcCts. Journal of Speech and 
Hearing Disorders. 51. 33-41. 

1 5 7  



A LONGITUDINAL STUDY OF THE SPEECH ACQUISITION OF 
THREE SIBLINGS DIAGNOSED AS VERBALLY DYSPRAXIC 

M Tate 
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ABSTRACT 
Developmental Verbal Dyspraxia 
( D V D )  is a term used to denote 
a disorder of planning oral move- 
ments, which is present 
developmentally. This paper 
introduces an in-depth long— 
itudinal study of three siblings 
diagnosed as verbally dyspraxic. 
The study seeks to establish 
characteristics of the condition 
and to highlight differences and 
similarities between the children. 
The study supports the notion 
of DVD as a syndrome in which 
the central phonological problem 
is interlinked with other 
langua e deficits and a more 
gene 'sed dyspraxia. 

1. INTRODUCTION 
Developmental Verbal Dyspraxia 
(DVD) is a term which occurs in 
the literature and is used in 
clinical diagnosis, in its own 
right. The condition is one in 
which children have moderate to 
severe articulation defects 
without any apparent organic 
cause. However, it is not clear 
whether DVD is a pure disorder 
of the sound system, or whether 
it is a broader syndrome. This 
author had the opportunity to 
make a longitudinal study of 
three children diagnosed as 
having severe verbal dyspraxic 
problems. 
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2 . PROCEDURE 
The study [ 4 ]  was retrospective 
and made use of tape recordings 
and written notes collected over 
a ten year period, which 
covered stages from early baby- 
hood until each child had reached 

' a high degree of spoken 
competence. Recordings, which 
have been checked for accuracy 
of transcription, were made at 
intervals of approximately 4 to 
6 months, and relate mainly to 
conversation with adults,  
particularly with the caregiver 
and with each child‘s speech 
therapist. 

3. CHARACTERISTICS OF DVD 
3.1 The Existence of a Syndrome 
A clear definition of DVD is hard 
to find. The central problem is 
seen to be a disorder at the 
speech sound level and there 
appear to be some essential 
speech symptoms [ 2 ] .  I t  has also 
been suggested that children 
with DVD demonstrate symptoms 
of a still wider disorder [ 3 ] .  
The main speech symptoms, as 
described in the literature, may 
be summarised as: 

_a) inconsistency in articulated 
production 

b)  difficulty in selection and 
sequencing of phonological 
and articulatory movements 

c) increasing difficulty with 

increasing complexity of 
sequences 

d )  altered prosodic features, 
and 

e) difference between voluntary 
and involuntary movements. 

There may also be an 
accompanying: 
f )  expressive language disorder 
g) learning disability, and 
h)  general motor problems. 

These features are considered 
with relation to the children 
studied. 

Each child displayed signs and 
symptoms characteristic of DVD, 
with phonological difficulties as 
the primary feature, see Table 1. 

Table 1: Details of Children 
Studied 

Sibling 1 

Date of Birth: 31.3.77 
I . Q .  119 
Age of Diagnosis: 3 yrs 
Severity of DVD: Severe 
Major difficulties: Phonology 

Syntax 
Lexicon 
Clumsiness 
Arithmetic 

Auditory Memory 

Sibling 2 

Date of Birth: 14.1.81 
I . Q .  131 
Age of Diagnosis: 1 yr 10 m 
Severity of DVD: Severe 
Major difficulties: Phonology 

Syntax 
Lexicon 
Writing 
Spelling 

Sibling 3 

Date of Birth: 22 .3 .83  
I . Q .  113 
Age of Diagnosis: 3 yrs 5 m 
Severity of DVD: Mild 
Major difficulties: Phonology 

Syntax 
Lexicon 
Clumsiness 

Abstract Concepts 

3.2 Inconsistency in 
Articulated Production 

The children‘s articulated 
productions could be 
characterised as very variable, 
sometimes following an adult 
pattern, a t  other times varying 
even within a single lexical item. 
Their earliest productions showed 
the greatest variation, and over 
a period of time, favoured 
versions could be identified. 
Variability was a feature of both 
vowel and consonant usage. 

3.3 Difficulty in Selection and 
Sequencing 

Vowels are rarely in error in 
most children, but were very 
noticeable in these children‘s 
speech, although the difficulty 
did not lie in an inability to 
produce the required vowels, and 
early words include examples of 
both correct and incorrect 
production. 

Most of the children's early 
words were monosyllables and 
many of these were open vowels. 
Normally developing infants use 
open vowels in less than 596 of 
their words [ 1 ] ,  whereas in 
these children they accounted 
for up to one third of their 
early words. 

Errors in consonant selection and 
some infrequent sequencing 
errors, accompanied vowel errors. 
Several normal phonological 
processes were identified in the 
children‘s speech, notably 
syllable deletion, final consonant 
deletion and cluster reduction, 
which they used ,  extensively 
until later than normal, possibly 
due to their articulatory 
difficulties. There is also 
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evidence of the use of some 
idiosyncratic processes, these are 
error patterns, not documented, 
or infrequent, in normal children, 
and of some chronological 
mismatch, where processes used 
in normal development co-occur 
with some correct production of 
sounds usually acquired late. 

3 . 4  Increasing Difficulty with 
Increasing Complexity 

Polysyllabic words created 
particular problems , with great 
difficulty occurring in the 
production of words of more than 
two syllables . Sometimes such 
words were shortened, in almost 
all cases sounds were rearranged 
and substitutions made. They 
were unable to repeat poly- 
syllabic words even when broken 
down into their constituent parts. 
These difficulties were slow to 
resolve and a continuing ' 
difficulty with polysyllabic words 
was still evident at the end of 
the study. 

3 . 5  Altered Prosodic Features 

The three children‘s early 
vocalisations varied from the 
norm. Their vocalisations were 
not wide ranging, although their 
use of reflexive vocalisations, 
crying and laughing, were normal. 
They were quiet babies who failed 
to babble freely, and whose 
productions were limited in both 
character and length. A pattern 
of reduplicated CV syllables in 
babbling was present but far 
from striking. Most of their 
utterances were single syllables 
and lacked flow. Their early 
vocalisations appeared not to be 
progressively shaped by the 
auditory pattern of the adult 
speech around them and 
screaming and crying increasingly 
became part of their utterances. 

The quality of their production 
continued to be somewhat 

unpredictable, Rhythm was 
restricted by the use of mono- 
syllables and temporal delay. 
They used flat intonation which 
did not improve with increases in ’ 
their phonetic inventories and 
the length of their utterances. 
The use of a deep voice, the 
introduction of intrusive sounds, 
and & preference for sounds 
produced at the back of the 
mouth, made their speech appear 
tense and effortful. The children 
all appeared to need to apply 
great thought and planning to 
their utterances. . 

3 .5  Differences between _ 
Voluntary and Involuntary : 
Movements : 

It is not clear that basic 
involuntary movements were 
entirely without difficulty, but 
these were much easier for them * 
than similar actions performed 
on imitation or as part of speech. 
Tongue control exercises, for * 
example, were more difficult, and 
imitation of tongue movements 
was only possible voluntarily 
after several months of speec f 
therapy. ' ' 

3 . 6 Expressive Language 
Disorder 

All three children‘s early 
expressive language lagged 
significantly behind their . 
comprehension. Even when their 
language reached an age- 
appropriate level, it contained 
widespread errors, both normal 
and deviant in nature. lt showed 
a mismatch of development, 
containing features from a 
variety of stages, and also 

demonstrated considerable 
limitation in vocabulary. 
Particular difficulty was found in 
the use: 
a)  Pronouns 
b )  Verb tenses 
c)  Prepositions 
d )  Question forms and negative 
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structures 

4 . Discussion 

The study of these three 
children indicates that there 
exist related areas of difficulty 
which go beyond those which 
could be caused by a pure motor 
programming deficit. Whilst it is 
not possible to state that DVD 
cannot exist as a pure disorder 

of the sound system, in these 
children it was not confined in 
this way. The evidence tends to 
support the argument that DVD 
is not a pure phonological 

disorder, but rather that DVD 

is a syndrome complex, in which 
a severe and persistent _ 

phonological disorder is linked 
with other characteristics. The 
characteristics evidenced very 
across the children, both m type 
and degree, but when grouped 

together they support a cluster. 

of symptoms which appear also 1n 
the literature and which _seem 
collectively to create a distinct 
syndrome of DVD. 

Many children with DVD are not 
diagnosed until their speech 
patterns are relatively fixed, 
making remediation more difficult. 
Based on this study, it _is 
possible that early predictors of 

difficulties in speech development 
can be found. Characteristics 
that may indicate that a young 
child‘s speech should be 
monitored include restricted 

early babbling, limited vocal 
response to stimulation, vowel 
errors and the common use of 
open vowels, variability of 
production and vocabulary 
limitations. 

The children‘s general develop- 
ment lends support to the 

existence of DVD not as an. _ 
isolated and exclusive condition, 

but rather as one type of 
developmental dyspraxia in which 

phonological difficulties are the 
primary feature, interlinked With 
the existence of other language 
deficits , particularly of syntax 
and Spelling, and accompanied 

by mild clumsiness and poor 
fine co-ordination in other_areas, 

although these may be varied in 
type and degree. 
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ABSTRACT 
Language-specific effects in percep- 

tion of segmental contrasts appear by 
10-12 months. Recent studies wrth con- 
nected speech suggest carlicr emergence 
of sensitivity to some language—specific 
prosodic properties, but they have not 
examined linguistic prosodic contrasts. 
We tested 6-8 and 10-12 month olds on 
a discourse prosody contrast (question- 
statement) in native and non-native 
sentences. Across age, category discrim- 
ination was significant for native, nearly 
so for non-native, speech. Separate 
analyses found younger infants discrim- 
inated in both languages, older infants in 
neither, failing to support language-spe— 
cific perception of this prosodic contrast. 

1. INTRODUCTION 
To acquire language, the infant must 

learn to recognize that certain sound 
patterns recur in native speech, whereas 
others do not. Adults show language— 
specific attunement in perception of 
phoneme contrasts, often finding it ini- 
tially difficult to discriminate non-native 
segmental distinctions [10, 11, 15]. But 
infants under 8 months discriminate both 
native and non-native contrasts. Diffi- 
culty distinguishing non—native contrasts 
appears by 10-12 months [2, 3, l4]. 

lnfants must also learn the prosodic 
characteristics of the native language. 
lndeed, it has been argued that infants 
become attuned earlier to prosodic than 
segmental properties [7. 9]. Numerous 
recent findings appear consistent with 
this claim. Infants from 5 months to as 
young as l -2  days prefer infant-directed 
speech (IDS) over adult-directed speech 
[6], and can discriminate native from 
non—native connected speech [ l ,  12], 
even when segmental content is remov- 
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cd from the F0 contours. Other lan- 
guage-specific effects on prosodic per- 
ception appear by 6-11 months [5, 6, 8]. 
Even in utero exposure to mother’s 
voice can affect newbom preferences for 
familiar patterns in her speech {4, 5]. 

Thus, many experience—based effects 
on prosodic perception are found earlier 
than the 10-12 month reorganization for 
segmental contrasts. Yet direct compari- 
son of the prosodic and segmental find- 
ings is problematic. Whereas the seg- 
mental studies tested discrimination of 
phonemic contrasts, thc prosodic studies 
have examined responses to broad pro- 
sodic patterns and have not tested lin— 
guistic contrasts. Therefore, we exam- 
ined infants' discrimination of a prosodic 
contrast in native vs. non-native speech. 

The question-statement contrast is a 
discourse distinction whose prosodic 
patterns may be within the infant’s 
reach. Discourse prosody may help in- 
fants discover certain pragmatic distinc- 
tions without lexical knowledge. That is, 
interrogative intonation indicates some 
response is expected from the listener, 
whilc declarative intonation indicates a 
comment directed toward the listener. 

Although questions are often marked 
by final F0 rise, and statements by final 
fall, these characteristics are not entirely 
consistent, particularly in IDS [7]. For 
example. Spanish questions show fairly 
consistent fina-l rise, but English wh- 
questions show an earlier pitch peak and 
final F0 decline, while Spanish and 
French continuation statements show 
final rise. Thus, recognizing that diverse 
utterances converge or contrast on dis- 
course categories requires detecting ab- 
stract, language-specific commonalities 
among varying F0 patterns. For this rea- 
son, we tested infants’ recognition of na- 

tive vs. nou-native prosodic contrasts a- 
cross multiple questions and statements. 
2. METHOD 
2.1 Subjects . _ 

Monolingual English—learning Amen- 
can 6-8 and 10-12 month olds were test— 
ed on prosodic contrasts in English and 
Spanish. At each age, eight infants com- 
pleted a categorical-ehange condition, 
eight an arbitrary-change condition. 

2.2 Stimulus Materials 
Three questions and three statements 

(exclamatory in IDS). all seven syllables 
long, were matched for content_ 1n 
English and Spanish: What a beautiful 
baby! (Que niñita mâs lindal); You are 
such a great, big boy! (Eres un niño 
grandei); My beautiful little doll! _(Mi 
mufi uita lindai); Who is this little 
fellow (Quien es este niñito?); How are, 
you doing today? (Y como estas tu 
hoy?); And whose sweet baby are you? 
(De quien es este bebe?) A female 
speaker of American English, and one of 
Mexican Spanish, produced multiple 
IDS tokens as though to a young infant. 

One token per sentence was selected to 
provide comparable between-sentence 
duration, loudness, F0 level and range. 
Within-language differences in duration 

ENGLISH 
… . . . . 

EXCLAMATIONS 

10° ° QUESTIONS ' 
W ‘  

300 600— 900 1200 1500 1800 
TIME-(insee) 

Figure 1. F0 contours (7% smoothing) of. 
English statements (exclamations) and quesuons. 

and loudness were reduced by wavefonn 
editing. Figures 1 and 2 show the F0 
contours for the final set in each 
language. F0 range was larger for 
questions than statements; the difference 
was more extreme for English. Only the 
Spanish questions showed final rise. 
2.3. Procedure . 

Discrimination was tested in a habitua— 
tion procedure that employed & condi— 
tioned visual fixation response [3]. 
Subjectsin each condition received two 
tests, one per language. In the categori- 
cal condition, infants were initially pre— 
sented with randomly-ordered repeti— 
tions of either the questions or the 
statements in a given language, contin- 
gent on their fixation of a target slide. 
Once fixations fell below the habituatron 
criterion (two consecutive trials at less 
than 50% of the mean for the lst_two 
trials), audio presentations were shifted 
to the opposing discourse category 1_n the 
same language. Infants in the arbitrary 
condition received a change from _one 
within—language mixture of questions 
and statements to another. The categon- 
cal shift should be discriminat better 
.than the arbitrary shift if infants show 
perceptual constancy for pI'OSOdJC prop- 
erties shared by the diverse items wuhm 

SPANISH 
600 

EXCLAMATIONS 

I 

' QUESTIONS 

300 600 900 1200 1500 1800 
TIME (insee) 

Figure 2. F0 contours (7% smoothing)_of Span- 
ish statements (exclamations) and questions. 
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each discourse category. A language— 
specific influence would be evident if 
categorical discrimination were better 
for native than for non-native sentences. 
3. RESULTS 

Mean fixation times in the last two 
.trials before the stimulus shift were 
compared to mean fixations in the first 
two trials following the shift, in an Age 
x Language x Condition (categorical vs. 
arbitrary) ): Shift (pre vs. post) ANOVA. 

Fixations were longer at post-shift than 
pre-shift [F(1,28) = 15.04, p < .006], 
indicating overall discrimination. Simple 
effect tests found discrimination only in 
the categorical condition [F (1,30) = 
10.17, p < .001], which was significant 
for English [F(1,14) = 10.96, p < .005] 
and nearly so for Spanish [p = .058]. The 
Language x Condition effect [F(1,28) = 
4.66, p < .04] found that fixation times 
were highest in the English categorical 
condition, lowest in the English arbitrary 
condition. A nearly—significant Age x 
Condition x Language interaction [p = 
.057] suggested differences in younger 
and older infants‘ response patterns. 

We therefore tested the possibility that 
language-specific effects were reliable 
for only one age group, as in previous 
findings that language-specific effects in 
perception of segmental contrasts appear 
around 10-12 months. However, separ— 
ate analyses failed to support language- 
specific effects for the prosodic contrast 
at_e1ther age. The 6—8 month olds dis— 
cnminated the category change, but not 
the arbitrary change, in both English 
[F(1,7) = 8.209, p < .024] and Spanish 
[F(1,7) = 14.42, p < .007]. The 10—12 
month olds failed with both individual 
languages, showing marginal categorical 
discnrmnation overall [p > .08]. Figure 3 
shows these post-shift recovery patterns. 
4. DISCUSSION 

The present task required that the in- 
fants detect abstract commonalities 
among the diverse sentences within each 
category. The overall ANOVA suggest- 
ed_ that, across ages, infants distin- 
guished between the discourse categor— 
ies of question vs. statement, but not 
between arbitrary groupings of the same 
sentences. Further research will be 
needed to determine the prosodic prop- 
.erties that guide infants’ perception of 
these categories. The Spanish questions 
were quite similar in their F0 contours, 

all showing final rise, which differed 
from the consistent F0 decline of the 
statements. But the F0 contours in each 
English category were quite variable, 
and were not distinguished by final rise 
vs. fall. Nonetheless, across ages the 
infants discriminated the English with 
better reliability than the Spanish cate- 
gorical change, suggesting that final 
rise/fall was not the critical perceptual 
feature for them. Both languages showed 
greater F0 range in questions than in 
statements; this property may have been 
more salient to the infants, either in both 
languages or at least in English. 
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Figure 3. Discrimination in each age and condi— 
tion, displayed as mean post-shift fixation minus 
mean pre-shift fixation (bars show s.e.). 

This pattem was qualified, however, 
by the results of separate analyses on 
each age group. Paradoxically, 10—12 
month olds were less able than the 
younger infants to recognize and 
discnmmate the prosodic categories than 

'were the 6-8 month olds. Nor did the 
performance of either group reflect 
language-specific reorganization in 
perception of prosodic contrasts. The 
younger infants discriminated the cate- 
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gorical change in both languages, but the 
older infants’ discrimination was mar- 
ginal across languages. The IDS proper- 
ties of the sentences themselves suggest 
a possible clue to the older infants’ 
difficulty: they were addressed to much 
younger infants. Speech to infants near 
the end of the first year often contains 
redundant, highly—emphasized refer- 
ences to objects and people, whereas 
that to very young infants comments 
primarily on the infant’s state or activi- 
ties without emphatic references to 
objects [13]. Perhaps 10-12 month olds 
would discriminate this prosodic con- 
trast if it were carried in age-appropriate 
utterances. Alternatively, older infants 
may be less attentive to prosodic proper— 
ties, and more focused on segmental 
and/or lexical information, than are 
youn ger infants. 

This study provided little evidence for 
earlier attunement to native prosodic 
contrasts than to segmental contrasts. On 
the contrary, the 10—12 month reorgan- 
ization in perception of non-native 
segmental contrasts does not appear to 
be preceded or even paralleled by ana- 
logous reorganization in the perception 
of this linguistic prosodic contrast. 

5. ACKNOWLEDGMENT. 
Supported by NICHD grant HD-01994 
to Haskins Laboratories and NÏDCD 
grant DC-00403 to the first author. 
6. REFERENCES 
[1] BAHRICX, L, & PIGŒNS, J. (1983), 
“Classification of bimodal English and 
Spanish passages by infants,” Infant 
Beh. Dev., I I , 277-296. 
[2] BBLC. (in press), “The emergence of 
language-specific phonemic influences 
in infant speech perception,” in H. 
Nusbaum & J. Goodman (eds.) The 
transition from speech sounds to spoken 
words:,” Cambridge MA: MIT. 
[3] BBF, Q McROBER'I‘S, G., & SI'IHOIE, 
N. (1988), “The phonological basis of 
perceptual loss for non-native contrasts: 
Maintenance of discrimination among 
Zulu clicks by English-speaking adults 
and infants,” J. Exp. Psy: HPP, 14, 345- 
360. 
[4]…A.,&HFE{,W.(1980), "Of 
human bonding: Human newborns 
prefer their mothers' voices,” Science, 
208, 1174—1 176. 
[5] DECASŒR A., & SPENŒ. J. (1986), 
"Prenatal maternal speech influences 

newboms' perception of speech sounds," 
Inf. Belt. & Dev., 9. 133-150. 
[6] FWD, A., & KUHL, P. (1987), 
“Acoustic determinants of infant prefer— 
ence for motherese speech," Inf. Beh. & 
Dev., 10, 279-293. 
[4] PERNALD,A_TAES(}INER,T,DUNN,J, 
PAPOUŒK, M., BOYSSON—BARDlE-B, B & 
RJKUI, I (1990). A cross-language study 
of prosodic modifications in mothers’ 
and fathers’ speech to preverbal infants," 
J. Child Lang. 
[5] HIRSGl-PASEK, K.. m … ,  
D., .USŒYK, P., WRIGHT CASSIDY, K., 
DRŒS,&KENNEDY,L (1987), “Clauses 
are perceptual units for young infants,” 
Cogn., 26, 269-286. 
[6] JUSŒYK, P. (1989), “Perception of 
cues to clausal units in native and non- 
native languages,” Presented at Soc. Res. 
Child Dev., Kansas City, April. 
['7] KAHAN,E,&KAHAN, G. (1970), “Is 
there any such thing as a prelinguistic 
child?” in J. Eliot (ed.) “Human devel- 
opment and cognitive processes.” New 
York: Holt, Rhinehan, & Winston 
[8] KEMILR NELSON, D (1989), “Devel— 
opmental trends in infants’ sensitivity to 
prosodic cues correlated with linguistic 
‘units,” Presented at meeting of Soc. Res. 
Child Dev., Kansas City, April. 
[9] IEWIS, M. (1936), “Infant speech: A 
study of the beginnings of language.” 
New York: Harcourt, Brace, Iovanovich. 
[10] USKER, L, & ABRAMSON,A. (1970), 
“The voicing dimension: Some experi- 
ments on comparative phonetics,” Proc. 
6th Int. Cong. Piton. Sci., Prague: 
Academia. 
[ll]MAŒAN,K.,BESI‘,C,&SI‘RAbUE 
W. (1981), “Categorical perception of 
English Ir/ and Il] by Japanese bilin- 
guals,” App! Psycholing., 2, 369—390. 
[121MEHÆRLJUSŒYK E l m a .  
G., HALSIE), N., … J., & 
AWEUITSŒC.(1988), “A precursor of 
language acquisition in young infants,” 
Cognition, 29, 143-178. 
[13] SNOW, C (1977), “The development 
of conversation between mothers and 
babies,” J. Child long., 4, 1-22. 
[14] WERKER, J. , & LALDDE. C. (1988), 
“Cross-language speech perception: 
Initial capabilities and developmental 
change, Dev. Psy., 24, 672-683. 
[15] WERKER. J . & TEES. R (1984). 
“Phonemic and phonetic factors in adult 
cross-language speech perception,” 
MSA, 75, 1866-1878. 

165 



ARTICULATORY ORGANIZATION OF EARLY WORDS: 
FROM SYLLABLE TO PHONEME 
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ABSTRACT 
Evidence that children’s initial units of 

phonological contrast are words or short 
formulaic phrases rather than phonemes 
or features invites the hypothesis that 
the initial domain of articulatory (or 
gestural) organization may also be larger 
than the phoneme. The present study 
investigates the development of 
intrasyllabic gestural overlap in 
fricative-vowel syllables between the 
ages of 22 and 32 months. Results 
indicate that children at both ages 
display more gestural overlap than 
adults. 

1. INTRODUCTION 
Studies of early phonological 

development have typically taken 
abstract linguistic units (phonemes, 
features) as underived, phonological 
primitives, and have implicitly, or 
explicitly, attributed a functional role to 
these units in the perceptual 
representation and art iculatory 
organization of a child’s early words. 
However, recent studies have found 
evidence for a continuous line of 
deve10pment from prelinguistic 
mouthings through babble to early 
words [1], encouraging the notions that: 
(1) the units of linguistic contrast in a 
child’s early speech are not phonemes 
and features, but words,'or formulaic 
phrases, consisting of one or a few 
syllables [2]; (2) the initial units of 
articulatory organization are gestural 
routines extendin g over a word or phrase 
[3, 7]; (3) phonemes and their featural 
descriptors emerge from syllables by 
gradual differentiation of consonantal 

and vocalic oral gestures [3, 6]. Results 
consistent with this account have come 
from a study of fricative-vowel 
coproduction (or gestural overlap) in 
young children and adults, in which 3- 
year-old children utterin g fricative- 
vowel syllables displayed significantly 
more gestural overlap between fricative 
and vowel than older children and adults 
[4]. The present 10-month longitudinal 
study ex tends  the preceding 
investigation to younger ages: 22 and 32 
months. 

2. METHOD 
The subjects were six girls (mean 

age=22 months, mean MLU=1.36, at 
beginning of study) and six adult 
females. The test utterances were 
designed to investigate fricative-vowel 
coproduction in 'CVCV contexts, similar 
to previous studies [cf. 4, 5]. The 
utterance types were three nonsense 
disyllables: ['susa], ['sisi]. and ['susu]. 
The vowels, [a, i, it], were chosen 
because they occupy extreme points in 
the vowel space so that if the vowels of 
fricative-vowel syllables were anti- 
cipated in the fricatives, differences in 
the lingual front-back dimension, as 
indicated by estimates of the fricative 
second formant (F2), should be 
apparent. 

The children’s data were collected in 
the first and tenth months during half 
hour sessions with the experimenter in 
the child’s home. As many utterances as 
possible were elicited through games 
with stuffed animals. Out of a total of 
234 child utterances, the resulting 
number of acceptable utterances of each 
type for each child ranged from 2 to 20, 
with a mean of 6.5. Nine utterances from 

1 6 6  

the children‘s data were excluded due to 
background noise or lack of formant 
structure in V1. The adults produced 6 
utterances of each type in random order. 
No adult responses were excluded. 

All tokens were digitized at a 20-kHz 
sampling rate on a VAX 780 computer, 
and a waveform editing and display 
system was used to measure the duration 
of the first fricative and vowel. Five 
locations for estimating formant 
frequencies were then _chosen: (a) the 
midpoint of the initial fricative (1/2 fric), 
(b) the onset of voicmg for the first 
vowel, (c) the midpoint between (a) and 
(b) (3/4 fric), ((1) the midpomt of the first 
vowel (1/2 vowl) and (c) the midpomt 
between (b) and (d) (1/4 v_owl). 
Estimates of the center frequencres of 
the second forrnants were made at these 
five locations from Discrete Fourier 
Transform spectra, computed With a 
25.6 msec. Hamming window and a 3.2 
msec. slide between windows. F2 
estimates could not be made at both 
points in the fricative of every token: 
54% of the adult tokens permuted F2 
estimates at 1/2 fric, 77% at 314 _fric; 
76% of the children's data pennitted 
estimates at 1/2 fric, 85% at 3/_4 fric. 
Estimates of the center frequencies for 
the first forrnants were made at the last 
three points. All vocalic formant 
estimates were made by finding the 
highest amplitude harmonic in _the 
region of a given formant at a_g1ven 
location and computing the weighted 
mean of this harmonic and the har- 
monies immediately above and below it. 

3. RESULTS 

3.1 Gestural Overlap in the Fricative 
Figure la,  b, c displays the mean 

estimated formant paths for adults, 32— 
month-olds, and 22-month-olds respec- 
tively. ln Figure l a  (adults) the F2 

measurements at 1/2 fric are Virtually the 
same before all three vowels. At 3/4 fric 
a front back distinction begins to appear 
with differences of about 300 Hz be- 
tween F2 values before [i] and the back 
vowels. Finally, at 1/2 vow-l a vowel 
space has emerged in which [11] has 
clearly higher F2 values than [_a] [cf. 5]. 

For“ the 32-month-olds (Figure lb), 

substantial anticipatory gestural overlap 
is apparent in the formant values at 1/2 
fric and 3/4 fric with differences of 

roughly 200 to 500 Hz between the 
values preceding the different vowels. 
The front and back vowel formant paths 
continue to diverge, but at 1/2 yowl the 
F2 estimates are only slightly higher for 
[it] than for [(1], indicating that the 
children are relying largely on tongue 
height to distinguish the vowels (see F1 
values). - 
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Finally, the 22-month-olds (Figure lc) 
display much the 'same degree of 
gestural overlap as their older selves in 
the front-back dimension, as ev1denced 
by the different formant values for [a, _u] 
vs [i] at both l/2 fric and 3/4 fric. 
However, unlike their older selves, they 
do not differentiate the fricatives before 
[u] and [0], and the final values of F2 at 
1/2 vowl for [it] and [a] reverse the 
pattern observedjn the adults. Both the 
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latter effects arise from an overall higher 
formant path for [sa] at the younger age. 
(See below under Gestural Overlap in 
the Vowel). 

A s .  an index of gestural overlap 
perrmttmg comparison across groups, 
self-normalization ratios were formed: 
the fricative F2 values for [i] were placed over the fricative F2 values for 
[u] and [a] at the 1/2 fric and 3/4 fric 
measurement points. This ratio is an 
inde; of the degree of gestural 
anucxpation: if the value is ], there is no 
difference between fricativc formant 
measurements before the two vowels, 
1ndlcating no anticipation of the 
following vowel. The farther the value 
from l ,  the greater the anticipation of the 
vowel. ' 

Table 1 lists the mean ratios for adults 
and children at 1/2 fric and 3/4 fricf 
points. At 1/2 fric F2 values are 
srgmftcantly different before [i] than 
before both [a] and [u] for the 22— 
month-olds, before [i] than before [a] 
but, due to a single deviant, not before 
[u] for the 32-month-olds. There are no 
effects of vowel for the adults at this 
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point. At 3/4 fric F2 values are 
significantly different before [i] than before both [a] and [u] for all except the 
32-month—olds before [u] (again due to a single deviant subject). 
Table 1. Amount oi gestural anticipation 
at two point: in the fricatlve, Indexed by 
mean ratio: of trlcetlve F2 values before 
[il te tricatlve F2 values before [u] and 
[a]. An index significantly greater than 
1.00 indicate: a significant degree ot 
gestural anticipation. ' p < .025, one— 
tailed titest. 

Measurement Point i/u Va 

112 Fricatlve 
22-month—olds 1.15' 1.12‘ 
32-month-olds 1.15 1.24‘ 
Adults 1.00 1.04 

34 Fricative 
22-month-olds 1.19‘ 1.21' 
32-month-olds 1.13 1 .24‘ 
Adults 1.12‘ 1.13‘ 
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Figure 2. Group vowel plots for selected tokens. 

3.2 Gestural Overlap in the Vowel 
As noted above, the relative positions 

of [u] and [o] at 1/2 vowl differ for the 
three groups. These differences are 
dtSplayed in Figure 2. Notice that in the 
adults, F2 is higher for [u] than for [a] 
by about 0250 Hz, in accord with [5], 
perhaps Indicating a more forward 
constriction location for [u] than [a]. For _ 
the 32-month-olds, F2s for [u] and [0] 
are higher for [u] than for [a] by about 
70 Hz, while for the 22—month-olds F2 is 
higher for [a] than for [u] by about 350 
Hz, the reverse of the adults. Lines 

168  

connecting tokens in Figure 2 illustrate 
the u-u group differences._ __ 

We may now ask concerning the 
adults: Is the relatively higher F2 for [u] 
due to overlap of the vocalic gesture 
With the gestures of the surrounding 
alveolar sibilants? To answer this 
queshon, more data were collected from 
the adult subjects. In addition to 
repeatmg the original fricative stimulus 
items ['srsi], ['sasa], and ['susu] 6 times 
each, subjects also produced 6 
repetrtions each of ['didi], ['dada], ['dudu], ['hihi], ['hahql. and ['huhu]. The 

means for the first vowels in these 
contexts are also given in Figure 2. 
Orthogonal comparisons reveal that [du] 
and [su] do not significantly differ from 
each other, [F=1.409, p >.2415], but do 
differ s ignif icantly  from [hu], 
[F=39.712, p <.0001]. Apparently then 
[u] is articulated further forward if 
bracketed by alveolar stops or fricatives 
than if bracketed by the articulatorily 
neutral [h], while the position for [a] 
stays the same in both contexts. This 
result is consistent with the proposal in. 
[5] that overlap of C and V gestures in 
adults is facilitated if C and V tongue 
heights are compatible, but are blocked 
if they are not. 

We were not able to collect more data 
for acoustic analysis from the children. 
However, the children’s original 
utteranccs were transcribed indepcn-' 
dently by two colleagues. It was 
discovered that many of the 22-month- 
olds’ tokens for [a] were somewhat 
fronted and raised, e.g. ['seysa] instead 
of [‘susu]. Evidently the 22-month—olds 
were not able to block gestural overlap 
of the low vowel [a] preceding and 
following [8], as were the adults and, to 
a fair extent, the 32—month-olds. 

3.3 Durations 
Children’s utteranccs are often longer 

than adults’. The mean durations for 
fricative 1, vowel 1, and syllable 1 were 
therefore compared, by analysis of 
variance. There were no significant 
interactions with, or effects of, age. 
Accordingly, none of the differences 
among groups reported above can be 
attributed to differences in rate of 
speaking. 

4. DISCUSSION _ 
Consistent with the results of [4] for 

older children, the present study found a 
significant tendency for 22- and 32- 
month-old children to anticipate the 
front-back location of the vowel earlier 
in the fricative of a fricative-Vowel 
syllable than adults. Two observations 
suggest that this result does not reflect 
“planned” coarticulation: (1) the greater 
difference at 32 months between 
fricative F2$ for [11] and [a] at 1/2 fric 
than between F2s for [u] and [a] 
themselves at 1/2 vowl; (2) the tendency 
at 22 months to front and raise the low- 

back vowel [a] in the context of 
preceding and following [s]. These 
results suggest not “planned” 
coarticulation, but au inability easily to 
differentiate and control a rapid 
sequence of diverse tongue gestures. 
This interpretation is consistent with the 
hypothesis that consonants and vowels 
emerge as stable units of articulatory 
control in children’s speech by 
differentiation of the closing and 
opening gestures of the canonical 
syllable [cf. 7]. Such an account obviates 
the necessity for positing phonemes, or 
their featural descriptors, as underivcd, 
phonological primitives. 
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ABSTRACT 
A baby’s babbling and one-word 

sentences. i n  total 2848 utterances. 
were tape-recorded over a four-week 
period when she was a t  the age o f  
1:6-127,  and 513 examples randomly 
selected from the recorded data were 
acoustically analyzed. i t  was found 
that ,  l )  babbling p lays  a ground— 
breaking ro le  for producing one-word 
utterances--they reveal very s i m i l a r  
phonetic phenomena, and 2) consonant 
articulation i s  one o f  the most im- 
portant factors to control rhythm. 
ln addition, the following facts were 
also established: 1 )  repet i t ion-of -  

-two-syl lable—type babbling ( e . g .  
bakohako--) i s  uttered in  the mode of 
long-short t iming a l ternat ion,  w h i l e  
simple one-sy l lab le - repe t i t i on - type  
babbling (e.g. tatatata--) reveals no 
distinguishable rhythmic pattern, 2) 
acquisition of isochronism of  morae 
i s  far later than that of syllables. 
3) interstress intervals between sy l -  
lables in both babbling and one-word 
utterances become g r e a t l y  lengthened 
j u s t  b e f o r e  the  p e r i o d  i n  w h i c h  
vocabulary abruptly increases. 

1. DATA COLLECTION AND DATA ANALYSIS 
The subject  i s  a one-and-half  

year o l d  Japanese female ch i ld .  who 
has no known abnormalities. She was 
born and has been brought up i n  a 
Tokyo d i a l e c t  area. Her utterances 
were recorded fo r  about one month 
from March 3 to A p r i l  9. 1988. which 

\corresponded to the period of her 1.6 
to  1 . 7  years  o f  age. This  per iod 
coincided w i t h  her s i n g l e  word u t -  
terance s t a g e .  The recording was 
d o n e  b y  t h e  u s e  o f  w i r e l e s s  
microphone. Panasonic RD-53 stitched 

i n to  the neck o f  her clothes. which 
was e l e c t r i c a l l y  connected w i t h  a 
c a s s e t t e  tape recorder,  V i c t o r  VD 
System RC-X-S or Aiwa SU 77. The 
subject’s vocabulary abruptly in -  

_ creased at about 78 weeks of her age 
(March 9) from about 70 words to 200 
words and therefore the whole period 
was d i v i d e d  i n to  two periods before 
and a f t e r  March 9 as ’ e a r l y ’  vs. 
’ l a t e ’  periods, respectively. This 
i s  the way that Ingram and Menyuk et 
a l .  [ l ] [ 3 ]  took. Each period was 
aga in  d i v i d e d  i n t o  two sec t ions  
before and af ter  March 25 and Apr i l  
6. because of the simple reason that 
t h e  r e c o r d i n g  h a p p e n e d  t o  b e  
suspended f o r  several days before 
these dates. A l l  the recorded mate- 
r i a l s .  therefore. were chronologi-  
c a l l y  d i v i d e d  i n t o  two periods and 
four sections. 

The recorded mater ials were then 
acoustical ly analyzed by In terac t ive  
Laboratory System (ILS) run by Micro 
PDP 1 1 / 7 3 .  AD Conversion :Das-Box. 
bu t  Yokokawa Electro-Oscilograph. 
type 2901. connected w i t h  A m p l i f i e r  
3125. was also used supplementarily. 

2. ABOUT BABBLINGS 
2.1. Syllabic Constitution 

I n t e r v a l s  among vo ice-onse t  
points of syllables (inter—stress in- 
tervals.  ISI hençeforth), especially 
o f  s y l l a b l e s  which have plosive—like 
sounds as consonant partners of  CV 
construct ions. were instrumentari ly 
measured. The numbers of utterances 
thus measured were 130 groups. 245 
successions and 864 sy l l ab les .  This  
means that the authors analyzed the 
most typ ica l  syllables of babblings . 

We can c l a s s i f y  syl lable struc- 
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Table ! S y l l a b l e  c o n s t i t u t i o n  o f  Babbling 

7 s y l .  6 s y l .  5 s y l .  A s y l .  Examp le  

l l a b l e  a l t e rna te  _ [bakobako- 
. 2 r î ä e t i t i o n  41 4 23 _ 14 bakoba.] 

2 s y l .  a l t e r n a t e  [bagodago. 
b r e p e t i t i o n  i n  p a r t  1 0 1 6  2 b a g o d a g u ]  

o -s  l l a b l e  simple [ t a t a t a t a -  
° 'Êgpetition a 3 12 a ta.] 
d n o n o - s y l .  s i m p l e  [ t a t a t a t e -  

r e p e t i t i o n  i n  p a r t  2 0 4 4 t o .  

e no repetition ' s 2 a 1 [pikoideo] 
SUI. 6 1  9 63 29 

ture into f ive groups according to Table 2 ”Hmong syllablesinbabblins 
the types of s y l l a b l e  repet i t ion--  
alternate repetition of two different 
syllables (authentic and para types), 
s iaple repet i t ion of mono-syllable 
(authentic and para types) and non- 
repetition type. Table 1 shows dis- 
tributions of occurrences of these 
types classified by the syllable nua- 
ber of babbling succession. Ve can 
see here that  the t w o - s y l l a b l e  
r e p e t i t i o n  types are produced far 
more than the nono-syl lable repet i -  
t ion  types in  thls stage of language 
acquisltlon, but according to Stark 
[6] and Oller [4] , the latter types 
are more popular than the former ones 
i n  the pre-s ingle word stage. The 
nono-syllable simple nepetit ion type 
of babbling (Type c) occurred 29 in 
total in  our data (Table 1), but 23 
of them appeared i n  the early period 

. and only 6 i n  the late period. As 
f o r  the t w o - s y l l a b l e  a l te rnate  
repet i t ion type (Type a) ,  on the 
other hand, 55 out of 72 utterances 
occurred in the late period and 17 in 
the early one. These facts support 
the above observations of Stark and 
Oller [4][5] and lead us to the fact 
that Type a i s  more typ ica l  i n  the 
one-word utterance stage. A l l  the 
non-repeti t ion type babbl ings took 
place i n  the ear ly  pe r i od  w i t h o u t  
exception--random. nonsystematic u t -  
terance also constitutes a charac- 
terist ic feature of the early period. 

2.2 Tiling Control Systel in  Babbl |_ng 
' There was found some regularity 

i n  lS ls  among syl lables i n  two s y l l -  
ab le  al ternate repe t i t i on  type, but 
no r e g u l a r i t y  a t  a l l  i n  S i m p l e  
repetition of mono-syllable babbling.  

r e p e t i t i o n  o l  
o n e  s y l l a b l e  

— _ - i  

r e p e t i t i o n  of 
two s y l l a b l e s  

; s y l l a b l e s  IVEIIGE 3 I 3 .  9_ 3 3 5 .  8 

5 . 0 .  6 3 .  3 1 1 6 .  3 

Il 7 1 4  

CORRELATION r l -  O.  2 3 r=— O.  5 8 
! s y l l a b l e :  AVEIACE 4 0 0 .  9 4 l 7 .  8 

5 .0 .  1 : 3 .  I 8 2 .  2 

ll I 3  2 3  

CDiIELATiDN r=— O .  O 5 r = -  O .  2 5 

I a y l l a b l e s  AVÈIIGE 4 6 I .  3 C l & -  3 

5 . 0 .  1 0 9 .  l 2 5 9 .  9 

Il 3 6 

CORRELATION r I  0 .  4 0  r = — D .  0 5  

T s y l l a b l e :  AVERAGE 4 9 B .  4 4 I 6 .  5 

5 . 0 .  I 7 4 .  I 9 I .  3 

I 6 d I 

AVERAGE " " - 0 .  4 6  r = — 0 .  3 7  

l n  Table 2 which shows means of lS ls  
(ms) among syllables. 3.0. and auto- 
correlations among the adjacent lS I s  
i n  each type of babbling, we can see 
that the values of auto-correlations 
i n  two s y l l a b l e  babblings are a l l  
n e g a t i v e ,  w h i l e  t h o s e  i n  mono-  
s y l l a b l e  babb l ings  are posi t ive ex- 
cept those i n  the cases of f i ve  s y l l -  
able babbl ings,  whose absolute value 
i s  very small and o f  seven s y l l a b l e  
b a b b l i n g s .  The n e g a t i v e  a u t o -  
correlation, i f  i t s  absolute value is  
large enough, may suggest that the 
lSls of the sy l l ab les  occur more or 
less i n  long-short al ternat ion but 
the  p o s i t i v e  one shows  no such 
regu lar i ty .  He should notice that 
the seven mono—syl lab le babbl ings 
which show rather high negative auto- 
cor re la t ion i n  Tab le  2 ,  contrary to 
other mono-sy l lab le  ones. a l l  occur 
i n  the l a t e  p e r i o d .  espec ia l l y  i n  
Session DV, except that one example 
occurred i n  Session II. This kind 
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of b a b b l i n g  therefore, despite i t s  
s imi lar i ty  i n  form with the babblings 
which appear in pre-single word 
utterance stage, may p lay  the same 
r o l e  a s  t w o - s y l l a b l e  a l t e r n a t e  
repetit ion type of babbling.  

.... o ------ BABBLING: A 
ac..— @ ------ BABBLING: ? 
_” A"H"BABBUNG:5 
M D ------ BABBLING: s 

a- ------ BABBLING: 4 
(A=Am 

H
 8

 a 
Fig. 1. Chronological Changes of lSls 

Observing chrono log ica l  change 
of the lSls  among sy l l ab les  except 
the last ones, we can see the lSls  i n  
the early  period are longer than the 
ones in  the l a t e  per iod  and sta t is -  
t i c a l  s igni f icance a t  the leve l  o f  
p<0.05 was detected between them. I f  
we examine t h i s  phenomenon more 
precisely according to the un i ts  of  
sessron, they become longer (î=387.7 
ms to 493ms) during the time lapse 
from S e s s i o n  I t o  S e s s i o n  I l ,  
Immediately before the term i n  which 
the subject’s vocabulary sharply 
Increases, and then the lSls  become 
shorter a g a i n  to Session IV. F i g . l  
i l l u s t r a t e s  t h i s  p h e n o m e n o n  
graphica l ly .  

The vowel  lengths were a l s o  
measured and the fact was found that 
they scarcely change c h r o n o l o g i c a l l y  
from the e a r l y  to the la te  periods 
and so does the S . D . .  As shown i n  
F i g .  1 ,  on the other hand. the ISIS 
among syllables vary very much in  the 
passage of time. These facts suggest 
us that consonants, not vowels, cause 
c h r o n o l o g i c a l  changes of lSl  such as 
shown in  F i g . 1  - - i n  other words, the 
subject concentrates her attention on 
the art iculat ions of consonants very 
much before she can produce plenty of 
single word utterances in session DH. 
and th is  results in  the expansion of 
ISHs at  session H .  

Number o f  s y l l a b l e s  o f  one 
succession was counted 2 (minimum) to 
7 (maximum) throughout a l l  the 
recorded data of 455 babbling groups. 

The same was the s y l l a b l e  number of 
one word sentences appeared in a l l  
the recorded data. lnterestingly, 
these numbers also coincide with the 
syllable numbers(7i2) of perceptual 
sense un i t  ( c f .  [4 ] ) ,  that is ,  the 
chunking unit of utterance which is 
h o l i s t i c a l l y  perceived with i t s  
meaning and stored in echoic memory 
in an unprocessed form in the process 
of listening comprehensionEZ]. 
Table 3 Recorded and Analyzed Data 

(s ingle  word utterances) 
All Early Late Subiecl's Rendil ion: 

(broadly transcribed] 
Recorded Taken: 2 3 9 - 1  8 8 8  1 5 0 6  
Analyzed Tokens 2 6 8 1 0 l l 6 T 

2 —— 2 momie 

m 5 7 l s 4 1 Ink-I. laaal 
kmbu I 6 0 l ! lkobul. Isabul 
choke II 0 4 lkolol 
kiku 2 0 ? lgekul 
cholli 1 0 l Midi! 
heso I 0 ! [edùl 
mm l 1 o [dads] 
kore } l 0 “Odd 
Sum 8 5 l a 6 7 

3 - 3 moue 

aime 4 2 2 2 2 il laketel. last-“121 
olushi ? 0 ? lokui] 
kinnko 2 D 2 IsisosOI 
osolo 2 0 2 101010] 
poteio 2 0 2 ipokeiol 
swko [ 0 } lakokol 
Sum 5 ii 2 2 3 l 

2 — 3 molle 

dakko 4 s 2 3 2 3 Ima' koi. Isaac! 
tone 3 0 i 5 I 5 [m‘ le]. [de' le] 
cho: dai 4 1 2 3 2 4 lio: dei. ide: del 
denwm 4 o 4 ici:: bal. Ids: bal 
Sum ] 2 ? B 1 6 6 

3. ABOUT SINGLE UÛRD UTTERANCES 
Table 3 shows the number of the 

r e c o r d e d  d a t a  o f  s i n g l e  word  
u t t e r a n c e s  and the  c o n t e n t s  o f  
acoustically analyzed data. 

Table 4 shows syl lable  intervals  
( ISIS)  in 2 syllables and 2 morae 
words (2-2 words, henceforth) and in 
2-3 words. Just l i k e  the case o f  
b a b b l i n g ,  the  l S l s  i n  one word 
sentences are longer i n  the e a r l y  
period than in the late one (p<0.01), 
and the general means of lS ls  through 
the both periods are again s i m i l a r  
with the ones of babbl ing  ( 3 0 0 -  
400ms). I t  might be rightly said, 
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therefore, that the same t iming 
control mechanism i s  working i n  
babbling and one-word utterances. 

Table 4 Chronological Changes of 
lSls (single word utterances) 

2-2 morue 3—3 morue AVERAGE 

AVERAGE:A(ms) 3 3 4 .  0 3 2 8 .  7 3 3 1 . 9  

AVERAGE:E{ms) 3 5 9 .  4 3 7 8 .  5 3 6 9 . 8  

AVERACŒzLims) 3 2 7 .  2 2 9 6 .  5 3 1 6 .  8 

S.D.:All 7 1 . 2  6 3 . 6  6 8 . 1  

S.D.:Eariy 8 2 .  8 S D .  7 8 6 .  8 

S.D.:Late 6 6 .  9 4 8 . 8  6 2 . 8  

N1All 8 5  5 6  1 4 . 1  

NzEarty 1 8  2 2  4 0  

N:Lale 6 7  3 4  1 0 1  

Fig. 2 i l lus t ra tes tne chrono— 
log ica l  change of the lSls i n  s ing le  
word utterances, and for comparison, 
the behavior of l S l s  i n  babbling i s  
also shown in  the thick l ine.  He can 
also see here amazing s im i la r i t y  
between the  two modes o f  sound- 
production,--short,  long, short,  
shortest intervals in Sessionsl , II, 
III and I V ,  r e s p e c t i v e l y .  More 
precise observation however, makes i t  
c l e a r  tha t  2 - 3  words shape t h i s .  
pattern most remarkably,--’dakko’ 
(hold me in your arms), for instance, 
takes longer t ime for  the transit  
from ’da’  to ’ko’  than ’cho’  to 
’ ko ’ in  ’choko’ (chocolate). This 
suggests that  the i n f a n t  a l r e a d y  
notices the e x i s t e n c e  o f  mora i n  
Japanese timing system, but th is  
timing i s  soon vanished i n  Sessions 
HI and FV. Has the subject, i n  the 
world, mastered the Japanese mora 
system? in order to make i t  clear, 
we c a r r i e d  o n  t h e  f o l l o w i n g  
investigation. 

As shown i n  Table 5 ,  the lSls  i n  
2—3 words were significantly longer 
than the ones i n  2 -2  o r  3 - 3  words 
(p<0.01) not only in the early period 
but also in the late period (Table 
8). Throughout a l l  the periods from 
the ear ly  to the la te  periods, the 
means o f  l S l s  i n  2 - 3  words were  
457.3ms and the ones in  2-2  words 
w e r e  3 3 4 m s  a n d  s t a t i s t i c a l  
s ign i f icnce  a t  the level  of p<0.0l 
was also detected. 

He asked a Japanese a d u l t ,  a 
un ivers i ty  s tudent ,  on the other  
hand, to say ’kabu’ (stump), ’aka’ 

»“R. o----'- amant… A 
I". 

; i i I 5 _ 

Fig. 4 Chronological Changes of lSls 
single word utterances). 

Table 5 Comparison of Hora Lengths 

Early 2-2 mon: 3-3 mom 2-3 mom 
2—2 t=0.83 t“$.22‘° 

t .3545" 

Late 2«2 morue 3-3 mor-e 2-3 mom 

2—2 t=2 .59  t :?.59” 

3 "' 3 t = 5.30“ 
" 9 < .01' 

-(red) (2-2 words), ’dakko’, ’totte’ 
=(Take i t )  and ’ k e î k i ’  (cake) (2-3 
words) in citation_form and in a 
carrier sentence ’watashiwa —--- to 
iimasu’ ( I  say - - - - - . ) ,  and after 
having recorded these utterances. the 
authors instrumentally measured the 
n ls  between the f i r s t  and second 
:syllables of these words by the use 
of ILS. The results were 158.3 and 
;184.2ms in ’kabu’ and ’aka’ (2-2 
Ïwords) respectively, but in the case 
ïof 2-3 words, ’dakko’ ’totte’ and 
’keZki’, the lSls were 387.5, 382.0 
and 363.3ms, that i s ,  the ra t io  of 
lS ls  was roughly 1:2 between 2-2 and 
2-3 words. The infant ’s  lS ls  in  
these words ( î  throughout the whole 
period) were ’aka’: 341.3ms, ’kabu’: 
307.2ms, ’dakko ’ :  396.6ms and 
’ t o t t e ’ :  407.8ms. and the ratio 
between 2 -2  words and 2-3 words were 
thereforels-KL3. Even i n  the 
Session I I ,  i n  which l S l s  widened 
most, the rat io  i s  only 121 .6 .  A l l  
the above  data show us that the 
infant, although she perhaps knows 
the existence of mora, ‘ cannot 
produce isochronism per mora. As for 
the isochronism per syllable, on the 
other hand, she has already mastered: 
in  ’akete’ for  example, the lSls 
between ’a’ and ’ke’,  and ’ke’ and 
’te’ were 324 and 367ms respectively. 
and the i r  r a t i o  i s  l : l . l .  Hora, 
isochronous timing systeu peculiar to 
Japanese, i s  so d i f f i c u l t  to be 
mastered i n  comparison with the one 
among syllables. 
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L’ INTONATION DE QUESTION DANS LE LANGAGE EMERGENT 

Gabrielle KON OPCZYN SKI 

Laboratoire de Phonétique, Besançon, France 

, The child’s questioning process, 
which is one of the basic functions of 
langage, is examined from its very 
beginning (09;) to 24;. It appears much 
earlier than generally suggested by the 
literature. Linguistic and acoustic 
parameters (F0, form of melodic curve, 
duration, intensity) are investigated in 6 
children. It appears that all the 
interrogative sentences lacking a question 
word are over—marked in all their 
parameters. 

Le processus de questionnement chez 
l'enfant, qui a donné lieu, il y a quelques 
décennies, à une abondante littérature, 
semble moins à la mode actuellement. 
Pourtant, le questionnement constitue non 
seulement une des fonctions de base du 
langage ( BUHLER) mais il est en outre lié 
à la fois à la progressive socialisation de 
l’enfant (STERN, LEWIS) et à son 
développement cognitif (PIAGET. 
INGRAM, VIGOTSKY). Les problèmes les 
plus souvent évoqués furent la fonction 
du questionnement et son origine, tant au 
plan phylogénétique qu'ontogénétique. La 
discussion réside dans le fait que les 
disciples de PIAGET estiment la mise en 
place des capacités cognitives comme un 
préalable au développement du langage 
alors que pour les disciples de VIGOTSKY 
le langage et surtout 
raient des outils qui permettent l'é- 
tablissement des structures cognitives. 
Nous laisserons les phiIOSOphes du 
langage débattre de ce problème pour 
remarquer, sur un plan plus concret, que 
dans les études sur le déveIOppement 
cognitif, l'accent est mis sur le fait que le 
questionnement de l'adulte vers l'enfant, 
est quantitativement beaucoup plus 
fréquent que dans les interrelations adulte- 
adulte.Ce questionnement de l'adulte 

la question se- ' 

diminue avec son augmentation parallèle 
chez l'enfant. Enfin, le problème de la 
question a été surtout étudié dans le cadre 
de l'acquisition de la syntaxe en liaison 
avec l'ordre des mots et l'apparition des 
marqueurs syntaxiques (BELLUGI, SLOBIN, 
BROWN, FERGUSON). Quel que soit le 
point de vue adopté, l'apparition du 
questionnement est toujours signalée au 
plus tôt avec l'émergence des premiers 
mots, vers 15 mois. Son éventuelle 
existence antérieure est totalement passée 
sous silence. Il est vrai que les auteurs 
recherchent tous le questionnement au 
niveau du seul lexique. HERMANN [3]qui, 
dans un ouvrage sur la question dans les 
langues du monde, consacre un chapitre à 
l'ontogénèse et à la phylogénèse du 
questionnement, est  un des rares à 
signaler que l'enfant sait interroger avec la 
mélodie, mais il situe également cette 
capacité à deux ans seulement. FONAGYLZ] 
enfin dit explicitement que l'intonation 
interrogative est apparue tardivement 
(l;9) chez ses deux enfants parlant le 
hongrois alors que l'appel existait dès 12; 
sans que le langage articulé soit en place. 

L‘aspect perceptuel a été encore plus 
négligé que la production. Des recherches 
récentes commencent enfin à s’intéresser à 
la perception des éléments prosodiques 
par l’enfant. Les travaux en cours aux 
Laboratoires Haskins (BEST & al) 
sembleraient montrer que la discrimination 
entre interrogatives et assertives serait 
précoce (06;) ct existerait antérieurement 
à la distinction de contrastes segrnentaux. 

Nos données qui consistent en une 
étude très fine des émissions de 6 sujets 
entre 9 et 24 mois, ainsi que celles de 
KASSAI 4,5]. montrent une acquisition 
précoce u questionnement chez l'enfant. 
Les interrogations existent dès 9/10 mois; 
encore rares ( mais la situation choisie 
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peut en être la cause), elles augmentent en 
nombre entre 12 et 16 mors; cette 
croissance devient encore plus rapide avec 
l'apparition du lexique. Cette 
augmentation rapide des questions entre 
un et deux ans s'explique par la mise en 
place du langage référentiel. 

l. METHODE 
Le statut de question des énoncés 

enfantins a été défini par une double 
procédure: analyse de la situation 
d'énonciation et analyse auditive du 
corpus enregistré. Dans l'analyse de la 
situation dénonciation, est défini comme 
question un énoncé reconnu comme tel 
par l'entourage du bébé. Notonsque 
l'interactant dispose de divers indices, 
notamment mimo—gestuels, permettant 
l'attribution d'un sens global ou d'une 
modalité à un énoncé encore inarticulé; à 
ces énoncés interrogatifs du bébé, l'adulte 
réagit généralement soit par une reprise 
articulée et présentant une extensron de la 
question, soit par une réponse. Pour 
l'analyse auditive, nous avons travaillé 
sur la seule bande sonore des émtssrons 
des bébés. Il était demandé à 12 auditeurs 
formés en linguistique mais non informés 
du sujet exact de la recherche, de 
catégoriser, lorsque cela leur semblait 
possible, les énoncés en diverses 
modalités. C'est ainsi qu'ont été définies, 
sur la base des seules informations 
contenues dans l'onde sonore, des 
modalités telles que appels, énoncés 
énonciatifs, phatiques, exclarnatifs, 
impératifs....Ces énoncés ont ensuite été 
soumis à une analyse acoustique destinée 
à découvrir quels sont les  traits 
acoustiques (Fo, forme de _la courbe 
mélodique, Durée, IntenSité, ) qui 
induisent une telle interprétation de la part 
de l'adulte. 

Dans notre étude, nous séparons le 
questionnement émis en proto-langage 
durant la période charnière _( 9-12;) de 
celui fait à l'aide du premier langage 
articulé entre un et deux ans, qui est 
caractérisé par l'émergence progressrve 
du lexique; nous n'étudierons toi que les 
structures interrogatives sans mot—outil de 
questionnement; le questionnement avec 
mots-outils, qui apparaît vers 20 mors, est 
réservé pour un travail ultérieur. 

2. RESULTATS. - 
2. 1. Période charnière (9-11;). 

L'analyse acoustique n'a pu _être 
réalisée que sur un seul sujet féminin, 
pour des raisons techniques_( mauvais 
rapport SIB des autres enregistrements). 
les interactions avec l'adulte étaient rares, 
en raison de la situation expérimentale 
choisie, qui consistait à laisser l'enfant 
jouer seul dans sa chambre et à 
n‘intervenir qu'en cas de demande urgente 
de sa part. De ce fait, peu d: énoncés 
interrogatifs ont été produits. Mais 
l'observation, sans enregistrements 
exploitables acoustiquement,_ de plusieurs 
bébés dans des situations d'interaction, a 
permis de constater que ce type d'énoncés 
est relativement fréquent des 9/10 mors, 
moins cependant que les énoncés de type 
phatique ou énonciatif par exemple. 

Dix énoncés ont pu être analysés 
acoustiquement. Ils  présentent des 
constantes certaines : énoncés brefs ( 2-3 
syllabes); Fo moyen : 450 Hz; contour 
toujours ascendant dans la zone 3—4, 
c'est-à-dire entre 420 et 600 Hz ( pour le 
problème de la détermination d‘une gglle 
de niveaux pour voix enfantines, cf. LGJ) 
avec une dynamique d‘une octave 
environ. Leur Fo initial est_ toujours 
supérieur au Fo—usuel , puisque ces 
énoncés débutent à 400 Hz ou au-dessus 
(M: 428 Hz) , alors ne le _Fo-u _de ce 

sujet est de 340Hz £a” Leur mtensrté est 
forte (supérieure 0 dB), néanmorns 
inférieure à celle des énoncés phatiques 
avec lesquels la catégorie des inter- 
rogatives partage la zone de tessrture 
employée (3-4) et souvent, mais pas 
exclusivement, la forme ascendante de la 
courbe mélodique. L'intensrté des 
interrogatives forme un pic, avec montée 
et chute rapide, alors que dans les 
phatiques, elle est  généralement 
croissante. 

On savait depuis longtemps que 
l'enfant sait questionner, dans la plupart 
des langues du monde, avec la seule 
intonation, les mots-outils interrogatifs 
étant acquis plus tardivement. Mais lon 
pensait que le questionnement ne pouvait 
apparaître qu'avec les premiers mots, 
comme nous l’avons rappelé ei—dessus. 
Nos données, confirmées par celles de 
quelques rares autres travauxt6] montrent 
donc qu'il n'en est rien: les interrogations, 
peu nombreuses certes, exrstent 

175  



néanmoins avant la fin de la première année, sans que le langage articulé soit présent. 

2.2. Entre 12 et 24 mois. 2.2.1. Les questions émises en Proto- Langage. 
Ier, les six sujets sont pris en compte. Leurs questions sont plus marquées qu aux mors 9; et 10; car situées plus haut dans la tessiture ( niveau 4—5,jusque 900Hz, cf. [6]). Elles dépassent en“ hauteur les appels, qui ont une courbe ascendante analogue, mais leur intensité est plus faible : la courbe d'intensité, qui est_toujours parallèle au Fo, sauf une rapide chute finale, dépasse rarement 40 dB. Beaucoup de ces questions sont monosyllabrques, de type [æ?] ), de durée brève (M.= 255ms.,  extrêmes 140— 450ms.), alors que  les vocoïdes à fonction ggn Îommunicative du Iasis sont _oujours s on s = 967ms, “ jusqu’à 8530msî (M extremes 

2. 2.2. _Les questions articulées sans mots ouuls. 
Une distinction s'impose à l'intérieur de cette catégorie entre questions marquées uniquement par la mélodie et celles‘ marquées par un mot—outil. Les premieres sont les seules attestées jusque vers 29 mors, âge auquel commencent à apparaitre les mots interrogatifs qui sont dans lordre : [kesôse], et ses diverses formes, [u] = où , [komâ] = comment . (22; un seul exemple chez un sujet). Les questions sans mot outil sont formées essentiellement d'énoncés bi— ou tnsyllabrques, représentant des objets ou des actions dont l 'enfant cherche à connaitre le nom. La forme attestée est sort la forme simple, soit le mot précédé de [e], de [æ] ou de [se] formant un ensemble dont le statut est difficile à déterminer: encore mono—mot ou déjà combinaison de deux éléments? Souvent en effet ce sont des formules figées acquises globalement. Le questionnement est généralement accompagné, soit d'un geste de pointage vers l'objet, soit d'un regard mterrogatif vers l'adulte. 

_Les caractéristiques de ces questions articulées sont résumées dans le tableau. c1-dcssous. On notera leur tessiture élevée et _l'étendue de leur glissando; forte en chiffres absolus, elle n'est pas aussi 

_
_

 

importante qu'on pourrait le user; l glissando des énoncés phatäues cs: quelquefors plus prononcé. L'apparition du motpennetderéduirelaredondanoe: le Fobaisse et la zone vocale utilisée se restreint. Très souvent, des qu'il a obtenu une réponse de l'adulte, l'enfant oppose à la tonne mterrogative la forme énonciative ou impérative du même mot. On a par exemple: 

ENFANT ADUL TB 
19; - c'est chien? (l) oui, c'est un gros _ chien. 
22 S-chren (\) - ; ophie debout dans sa b ' ' regardant sa mère: argnorre, — assis? (j) oui, assieds-toi. D — assrs (\) 
_ ansce cas, c'est tou'ours l' f ' nuualrse l'échange. J en ant qur 
Dans deux autres situations, bien différentes de celle que nous venons d'étudier, l'enfant prononce succes— srvement la forme interrogative, puis la- forme énonciative. Dans le premier cas cest ladulte qui initialise le dialogue en disant un mot quelconque, généralement désrgnatron d'un objet (c'est un...) ou dune action ( on va . )  L'enfant, qui parait entendre ce mot pour la première fors, le répète d'abord sur  un ton ascendant, comme s'il demandait confirrnatron, puis sur un ton descendant. Cette stratégie, très fréquente, semble être un moyen d'appropriation du lexique. Ces diverses formes ascendantes sont beaucoup plus marquées que les questions . habituelles ; c'est pourquoi il nous paraît difficrle de les appeler "questions-échos" comme le proposent BOYSSON- BARDIES & al._[1_] dans leur étude du habillage tardif. _ Vorci les caractéristiques fréquentrelles de ces énoncés : Fo initial—: 425 Hz (extrêmes : 350-500 Hz), Fo final 630_ Hz (extrêmes : 500-850 Hz). Les auditeurs y voient généralement une question surprise. Les formes descendantes, en revanche, sont à pente douce comme s'il y avait hésitation. L. MENN signale une stratégie identique chez Jacob vers 17 mois. 

Le second cas, également attesté chez tous_les enfants suivis, est plus curieux. La Situation est apparemment celle d'une mterrelatron : regarder avec l'enfant un 
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catalogue. A 14 mois, l'adulte mène la 
dansc; la participation verbale de l'enfant 
est essentiellement de type mélodique ou 
onomatopéique. Vers 18—20 mois, il en va 
de même, mais l‘enfant répète les mots en 
se servant de la stratégie décrite ci—dessus. 
Enfin, il finit par jouer lui-même au jeu 
des questions-réponses : montrant un 
objet, il dit son nom avec intonation 
ascendante, et enchaîne immédiatement 
la réponse avec intonation descendante, 
sans attendre d'acquiescement de la part 
de l'adulte; ce dernier ne lui sert pas 
d'interlocuteur, mais simplement d'oreille 
réceptrice. Il semblerait que ce soit là une 
fausse question, plutôt demande de 
confirmation, ou forme d'hésitation, tout 
comme l'est la descente peu marquée pour 
la partie énonciative. Nous avons relevé 
ce même comportement chez des enfants 
de six ans qui devaient dire le nom 

. d'objets représentés sur des images. 
Souvent les mots les moins bien connus 
étaient prononcés légèrement ascendants 
ou peu descendants ou plats alors que les 
items connus étaient émis nettement 
descendants.Il est intéressant d'interpréter 
ces deux items, semi-interrogatif, puis 
énonciatif, comme deux phases 
successives, la première phase servant de 
point de repère situationnel à l'autre et 
formant le cadre dans lequel la seconde est 
assertée ou éventuellement remise en 
question ( CULIOLI). 

La comparaison avec des questions 
de même type dans le langage adulte 
montre des divergences sensibles. Si la 
forme des contours est semblable, chez 
1'adulte,l 'étendue d u  glissando, qui  
traverse généralement deux niveaux, joue 
un rôle plus grand que le niveau dans 
lequel se situe l'énoncé (ROSSI & al.|_7_1 
Chez l'enfant au contraire il semblerait 
que le trait essentiel des interrogatives soit 
un  décalage de la voix vers les zones 
aiguës. L'utilisation des divers niveaux de 
la tessiture à des f ins linguistiques 
apparaît clairement ici. 

Toutes les questions sans mot-outil 
sont de type " interrogation totale" (Yes- 
No questions ) qui appellent, non pas une 
information, mais une simple réponse par 
oui ou non. Il n'en va pas de même pour 
la catégorie introduite par un  mot 
interrogatif, de type "interrogation 
partielle" qui attend une réponse plus 
complète. Il semblerait que l'enfant 
acquière ce second mode de question— 

nement seulement quand il est en mesure 
de comprendre une réponse plus élaborée 
que le simple acquiescement ou la pure 
négation. 

Quelles que soient les nuances 
présentes dans les diverses formes 
étudiées, il est clair que le questionnement 
avec la seule mélodie a un rendement 
maximal dans la période des premiers 
mots. Le trait commun à toutes ces 
questions mélodiques, outre leur contour 
ascendant, est le niveau élevé dans lequel 
se situe la voix, avec un Fo—m toujours 
supérieur à 470 Hz, et une culmination 
des énoncés dans le haut du niveau 4 ou 
dans le niveau 5. Ainsi les interrogatives 
ont le F0 le plus élevé de toutes les classes 
d'énoncés. 

TABLEAU COMPARATIF 
QUESTIONS EN QUESTIONS 
PROTO-‘LANGAGE ARTICULEES 

Formc du contour 
ascendant ascenfant 

M.Fo initial 408Hz 459Hz 
Min. Fo 230Hz - ——-1JflHz 
M.Fo fi'nal 499112 as‘":?..‘.‘d.§££ Hz 
Max Fo final 720Hz 835 Hz 

(M. = Moyenne) 

[1]DE BOYSSON BARDIES, B.(l980), 
communication personnelle d'un rapport 
d’A.T.P. du C.N.R.S.. non publié. 

[2] FONAGY, I.(1984),”La genèse de 
l’énoncé articulé”, Neuropsychatrie de 
l’Enfance 32/10-11,517-527. 
L3 ] HERMANN , E.( 1942), “Probleme 
der Frage ", Gôttingen : Vandenhoeck & 

_ _Ruprecht. 
L4] KASSAI, I.(1979),"Melodic patterns 
in child language”, Budapest : Magyar 
_Fonetikai F üzetelc,4,l47—170. ' 
L5]KASSAI, I.(1987), “Early questions. 
preliminary report”, Budapest : Magyar 
_FonetikaiFüzetek, 17, 102-115. 

L6] KONOPCZYNSKI, G.(1986), “Du 
Prélangage au Langage : Acquisition de 
la Structuration Prosodique," Thèse 

- d’Etat, Université de Strasbourg Il, vol. 
III, sous presse chez Buske Verlag, 

_Hamburg. 
L7] ROSSI M. & al (1981),” L’Intonan‘on 
De l’Acousn'que & la Sémantique", Paris : 
Klincksieck. 
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CONTEMPORARY CZECH PRONOUNCIATION: 
A DATABASE STUDY 

P. Janota and Z. Palkovâ 

Charles University, Prague, Czechoslovakia 

ABSTRACT 
Recordings of identical texts Spoken by young Czech speakers, students of ap- pronmatel the same age, were auditor— tly analyze by expenenced listeners. A data structure for storing results of the auditory analyses was handled by appro- pnate search programs and the results of the searches were then computed trans- ferred mto tables and graphs and inter- preted. Mam results concerning the contemporary Czech pronounciation are presented and discussed. 

One of the main tasks of phonetic de- 
partments is to describe and to analyse 

the current state of the vernacular lan— 
guage on the sound level. We have 
chosen the following methodic approach 
to evaluate the actual, existing pronunci- 
ation of the Czech language: 
a) — the speech material to be analysed 

consisted of two short passages to be 
read, one easy and the other one difficult 
both lexically and syntactically, and a sec- 
tion of free narrative speech; the reading 
material consisted of 1) a short piece of 
text specially prepared for this purpose 
and 2) an authentic passage of prose text. 
The total contents of the text was 462 
speech sounds (182 vowels and 280 con- 
sonants). Two minutes of free speech, 
recorded at the same session, were not 
used for the present database. 

b) - several groups of rather explicitely 
defined speakers were recorded on tape: 
the first year students of Czech at the 
Philosophical Faculty of Charles Uni- 
versity in Prague. Three groups of spea- 
kers reading the same sentences will be 
reported on here. The choice of students ,. 
of Czech promised a certain homogene- 
ity in age, previous education, interest in 
the study of their mother tongue, (par- 
tial) knowledge of the orthoepic norm 
and, last but not least, motivation. The 
‘groups of speakers can thus be described 
as rcpresentative of a higher level of pro- 
nunciation; as will be seen later, even 
here the number of deviations from the 
expected (orthoepic) norm is very high. 
It is obvious that these findings form a 
basis for appr0priate (in some cases lo- 
gopedic) measures and, hopefully, even 
for some changes in the curriculum of the 
Czech language. The first group of Spea- 
kers in the first part of our investigation 
was formed by 33 students; the results are 
used here for comparison only. The re- 
maining two groups, again students of 
Czech, consisted of one group of again 33 
students, future teachers of  Czech, 
whereas the additional group of 12 stu- 
dents was formed by students studying 
Czech without any qualification for a 
teaching job. 

1 7 Q  

' c) - an auditory analysis followed, per- 
formed (1) by a team of listeners in the 
first part of the project and (2) by a single 
listener, co-author of this paper, in the 
second part of our investigation; these 
results will form the core of our report. 
The previous results will be quoted for 
comparison only; some of them have 
been reported on at the Acoustic Con- 
ference in the High Tatra (October 
1989). - The task of the listeners was to 
transcribe the recorded text: in a pre- 
printed form they had to write down all 
deviations from the expected orthoepic 
pronunciation. For the notation a code 
was used: 21 categories describing the 
quantitative and qualitative charac- 
teristics of speech segments. Some mis- 
pronunciations were expressed by a 
combination of the code "words": 22% 
of mispronounced vowels were de— 
scribed by more than one of the charac- 
teristics. 
d) - results of the auditory analysis were 

then transferred to a database. The data— 
base formed then a starting point for a 
description of the actual pronunciation 
of our speakers, giving characteristics of 
speech of the whole group as well as data 
on individual speakers. Each DB record 
represented one speech segment (speech 
sound) deviating in some respect(s) 
from the norm as pronounced by one 
particular speaker. By a number of 
search routines and programs, the stored 
data were analysed from various point of 
view. To this end, the main file of devia- 
tions and the file containing detailed 
characteristics of the individual sounds in 
the text (initial-medial—final, vowel—con- 
sonant-syllabic consonant, stressed - un— 

stressed, member of a cluster) were 
joined, allowing thus a direct access to 
various categories of segments. The re- 
sults of the searches were computed, 
transfert-ed into tables and graphs, and 
interpreted. 

Only some of the results can be 
presented here, giving information (1) 
about the performance of the speakers 
and their interpersonal variability and 
(2) about the degree of deformation of 
the individual speech sounds and the 
most common types of errors. 

The attainments of the speakers are 
characterized by the number of mispro- 
nounced sounds (or by the total number 
of the errors which may be higher); de- 
formations were found to form approx. 
11 % of the text (in our previous investi- 
gation in 1988: 20%). There are consid- 
erable differences between speakers: 
8-33 % errors. (1988: S-33%), 16 % on 
the average. (In the small group of 12 
speakers: range 7 - 21%, average: 16 % 
again.) 

As for the types of mistakes: 
1) of the possible 21 types of deforma- 

tion, six types cover 90 % (1988: 80 %) 
of all deviations; 
2) the most frequent deviation from the 

orthoepic norm is the extremely open 
pronunciation of vowels (though the 
speakers came from various parts of 
Bohemia and Moravia, not only from 
Prague and surroundings, where the 
open pronunciation is rather common); 
3) next comes shortening (and reduc- 

tion) of short vowels and shortening of 
long vowels, where, in the group of long 
vowels, it is the most frequent deviation; 
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4) an excessive nasalisation is the third 
characteristic deviation. As for conso- 
nants, weakening of articulation is here 
the most common change. 

The number of mispronounced vo- 
wels is considerably higher than 
that of consonants: in 75 % of the spea—— 
kers twice as much vowels are deformed 
when compared with consonants. The 
most common deviation is a too open 
pronunciation, then shortening of long 
and short vowels, reducing of vowel 
quality, nasalisation, weakening of con- 
sonants, omission and confusion of 
sounds. Eight speakers in our sample had 
a speech defect; in two other speakers the 
nasality was excessive. Regarding the fre- 
quency of errors in individual Speech 
sounds: more than 10 % of errors were 
found in consonants f, 1, c, m, v (in f and l 
more than 15 %), more than 5 % also 3‘, 
h, 2, c. 

In all, approx. 32 (1988: 36) % of all 
vowels were deformed. 

In short vowels the most frequent de- 
viation is a too open pronunciation, then 
comes a reduced timbre and changes in 
quantity (both shortening and lengthen— 
ing). 

In long vowels an open pronunciation 
and vowel shortening is very common. 
The most frequent deviation in conso- 
nants is their incomplete (weakened) re- 
alisation; the speech defects are found in 
sibilants and in the —sound. 

Perhaps some other findings may be 
added: 

- a fact, which may seem surprising es- 
pecially to speech therapists, is the high 
number of mispronounced vowels as 
compared with the consonants in the 

text: the V/C ratio is 3:1 on the average, 
i.e. generally there are three times more 
mistakes in vowels than in consonants, 

- some of the erroneous pronunciations 
belong to the field of speech therapy 
(though the number is not high and not 
significant enough). Anyway, the number 
(8) of speakers with speech defects may 
seem too high for future teachers of 
Czech. A line had to be drawn, of course, 
between occasional mispronunciations 
of a "logOpedic character" and real 
speech defects. But even here the occa- 
sional mispronunciations may point to a 
certain instability in pronunciation; 
- strangely enough, apart from the clear 

"logopedic cases", the famous Czech ? 
(Dvofcîk) remains unchanged. 

A small table at the end of our paper 
gives some general results, showing sums 
and percentages of errors for individual 
classes of speech sounds. Again, a con- 
centration of deviations in the data for 
vowels in comparison with those for con- 
sonants is apparent here in somewhat 
more detail. A correlation of these per- 
centages with the results of the previous 
part of the analyses is high and significant 
(r = 0.93). 

Considerable differences can be seen 
between the relative stability of the plo- 
sives, a Stronger tendency to deviations in 
the group of fricatives and affricates and 
the group of sonorants. Here again a 
great difference between vowels and 
consonants can be found. 

These data are given here without re- 
spect to the position of the speech sounds 
within the text; all segments were coded, 
however, with respect to their occur- 
rence in initial, medial or final syllables, 
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in stressed or unstressed parts of the text 
and also with respect to their positions 
within clusters. This, of course, splits 

the data into numerous minor groups. If 
we tried to sum up simply some of these 
results, then, in the first place, the follow- 
ing facts have to pointed out: 
- differences in numbers of deviations 

between initial, medial and final sylla- 
bles: not only final syllables show, as 
could be expected, a higher number of 
deviations, but also the sounds in initital 
positions; 
- no great differences were found in 

results for stressed vs. unstressed sylla- 
bles. 

In conclusion, two facts perhaps 
deserve to be mentioned again: firstly, a 
detailed analysis of our material reveals 
a picture radically different from the situ— 
ation with which speech therapists of tea- 
chers of foreign students are 
confronted; secondly, the most common 
and widely spread are those mistakes 
originating in careless pronunciation ha- 
bits, leading then to reduced intelligi- 
bility. 

Numbers and percentages 
of mispronunciations in 

Speech sounds N Err % 
Total: 14 520 2 473 17.0 
Vowels (total): $ 940 1 899 31.9 

Short: 4 686 1 591 33.9 
Long: 1 254 308 24.5 

Consonants (total) 8 580 574 6.6 
Plosives: 2 343 90 3.8 
Fricatives: 2 442 m m 
Affricates: 330 33 12.7 
N asals: 1 551 74 4.7 
Sonorants: 1 914 205 8.3 

N =numberofsoundsinaclass 
Err = number of mispronounoed sounds 
% = percentage of deviations (Err/N) 
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ABSTRACT 
This study focuses on the problem of 
prosodic phrasing in Swedish. A small 
database of sentences, potentially am- 
biguous with respect to phrase boundary 
location, have been recorded and ana— 
lysed. Considerable variation in phrase 
and clause boundary realizations was 
observed. Strategies including both 
boundary and coherence signalling have 
been identified. 

1. INTRODUCTION 
This contribution represents cooperative 
work on a model for Standard Swedish 
prosody in the context of a research 
project on prosodic phrasing in Swedish. 
The aim of the project is to investigate 
the phonetic correlates of phrasing using 
production data, text-to-speech synthesis 
and automatic prosodic recognition. 

In earlier work [2] we have outlined 
our joint research work on modelling 
Swedish prosody in a text-to-speech 
framework. See also [1] for earlier work 
aimed at developing a model for 
Swedish prosody, [3] for work directed 
towards the development of the prosodic 
component of a text-to-speech system, 
and [5] for a description of the prosodic 

It is wrdely recogmzed that groupmg , 
- involving the double aspect of co- 
herence (connective) signalling and 
boundary (demarcative) signalling - is 
one of the main functions of prosody. 
Our focus of interest here is particularly 
in the division of an utterance into 
prosodic phrases and clauses. 

The acoustic-phonetic signalling of 
prosodic phrasing is assumed to be com- 
plex, involving several parameters such 
as PO, duration, intensity, and voice 
quality as well as possible silence 

(physical pause). The more precise ex— 
ploitation of these cues for prosodic 
phrasing in Swedish is, however, not 
well understood. The aim of the present 
paper is to explore different phrasing 
strategies which make use of some of 
these cues and their possible combina— 
nons. ‘ 

2. SPEECH MATERIAL 
In order to gain more knowledge about 
prosodic phrasing in Swedish [2], wc 
devised speech material specifically de- 
signed for this purpose. As a starting 
point we chose sentences which, for the 
most part, were syntactically ambiguous. 
This was done to give us a preliminary 
idea about phrasing strategies and to en- 
able us to easily test these strategies in 
the text-to-speech framework. The 
speech material consisted of 22 sen- 
tences, typically occurring as minimal 
pairs, where the location of the sentence 
internal clause boundary was varied. Ex— 
ample sentence pairs are the following: 

la. Skolan borjar med samling i 
klassen. (School begins with a meeting 
of the class.) 

lb. Skolan borjar, när barnen vâgar. 
(School begins when the children dare.) 

2a. När pappa fiskar, stôr Piper Putte 
(When daddy is fishing, Piper disturbs 
Putte.) 

2b. När pappa fiskar stôr, piper 
Putte. (When daddy is fishing sturgeon, 
Putte peeps.) 

3a. Na: han ôverlämnade sej, och 
bonden hälsade kungen med ett leende, 
sa blev det bara sa. (When he sur- 
rendered. and the farmer greeœd the 
king )with a smile, it just happened that 
way. 

3b. När han overlamnade sej och 
bonden, hälsade kungen med ett leende; 
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blev det bara sa. (When he and the 
aimer sin-rendered. the king greeœd 
them with a smile; that's the way rt 

Angina: Stockholm Swedish infor- 
mant read the speech material three 
times. He was given explicit instructions 
not to make any pauses at sentence- 
internal boundaries. 

3. SPEECH ANALYSIS _ 
In the present speech corpus, consider- 
able variation in the acoustic-phonetic 
signalling of phrasing and phrase .boun— 
daries was observed. Here we wrll not 
aim at giving an exhaustive description 
of the production data, but rather pom; to 
a few possible strategies 111 the explana— 
tion of acoustic-phonetic cues _ for 
prosodic phrasing that we find especrally 
interesting. 
3.1. Boundary by duration only 
One possible strategy is to use only 
duration for clause/phrase boundary stg- 
nalling. This appears in some of the 
shorter sentences of our test material 
where there is no marking of the bound- 
ary in terms of FO. In these sentences we 
find segmental lengthening before_ the 
clause boundary. An example of tlus 1s 
given in Figure 1 where the final seg- 
ments of the word "borjar" are clearly 
lengthened before the clause boundary 
(sentence 1b) as contrasted With the 
same word in the context before the 
prepositional phrase (sentence la). 
3.2. Coherence by deaccentuatron _ 
Another strategy for prosodic grouprng 
represented in our speech corpus rs to 
use F0 and duration (usually m combi- 
nation) for the signalling of coherence 
within a speech unit. Exemplification rs 
given with reference to the _ambrguous 
pair of sentences Za and 2b (Figure 2). In 
sentence 2b we observe the back- 
grounding of "fiskar" involvmg both 
flattening of F0 (deaccentuatron) and 
segment shortening. The two words — 
"ñskar" (verb) and "stôr" (object) — _are 
produced as a unit with only ':stôr"_be1ng 
accented (focal accent). This unit ac- 
centuation thus serves as a connective 
signal and may by itself be sufficrent for 
the disambiguation of sentences 2a and 
2b. Usually, however, this coherence 
signalling is accompanied by explrcrt 
boundary signalling. A typical F0 corre- 
late here is the terminal FO-fall to a bot— 

tom PO level on ”stat" (Figure 2h), 
which is also combined wrth segment 
lengthening. 
3.3. Coherence by hat pattern _ 
For the other member of the pair, test 
sentence Za, with the intended mternal 
boundary located between "fiskar" and 
”stor", we encounter another kind of co- 
herence signalling without the use of 
deaccentuation. Here the F0 rise on 
"star" followed by the F0 fall on "piper 
together form a hat pattern [4], which 
serves as a connective signal. In _thrs 
sentence we do not observe any obvrous 
FO-boundary cues in connection wrth 
"fiskar", i.e. no FO-fall to a bortom level, 
although there are apparent segment 
lengthenings. 
5 f . 

| i n _ | 
I ' " 3 j‘ . 

*“ ZH? ! "l ! ! = 
| _ I l o 9 

4 ---- .--1- 
l 

. . . . .  

1 ‘ I 

Figure 1. Partial spectrograms and FO of 
sentences la (top) and lb  (bottom) 
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Figure 2. Partial spectrograms and FO of sentences 2a (top) and 2b (bottom) 

3.4. Phrasing and syntax 
Coherence signalling in the form of unit 
accentuatron as exemplified here is re— 
stricted to certain syntactic construc— 
tions. 

Sentences 3a and 3b are examples 
where deaccentuation does not apply. 
Here we find a more archetypical use of 
combined duration and F0 cues for 
prosodrc grouping (see Figure 3). While 
the total duration of the two different 
readrngs (up to the final clause) appears 
tobethesame,thereare,asex 
local_lengthenings at different places de— 
pendrng on the location of the internal 
boundary. 

In test sentence 3b, where the 
boundary occurs after "bonden", the pre- 
boundary lengthening is combined with 
adrOprnFOtoabottomlevel.'l‘hisF0 
drop _rs also the end of a typical down— 
stepping pattern for the two last accents 
( se)" and "bonden") within the first 
phrase. 

_ In the other member of the sentence 
pair, 3a,_ where the boundary is located 
after "se)", we observe the pre-boundary 
lengthemng as well as a fall to a fair] 
low lF‘tgnlevel, albeit not a bottom 
"eve“. en comparing the H) valley: at 
se) and "bonden" across the boundary, 
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Figure 3. Partial spectrograms and FO of 
sentences 3a (top) and 3b (bottom) 

there is no downstepping (pattern) to be 
observed. 

The moderate F0 drop at "scj" in 
connection with the boundary in 3a, as 
compared with the drop to a bottom F0 
level at "bonden" (where the boundary is 
in 3b), invites the following possible ac- 
count of phrasing strategies. The syn- 
tactic structure of the two sentences dis- 
plays an intercsting difference. In 3a we 
have a coordination of two subordinatc 
clauses before the main clause of the 
sentence, while in 3b a single subordi- 
nate clause precedes the main clause of 
the sentence, which is then followed by 
another independent clause. 

According to our interpretation the 
moderate F0 drop at "sej" represents the 
sign of the continuation of the subordi- 
nate clause (in 3a), while the larger F0 
drop at "bonden" (in 3b) represents the 
termination of this syntactic unit 
(subordinate clause). 

4. CONCLUSIONS 
We have identified and explored some 
alternative phrasing strategies in 
Swedish. Phrase boundaries can be sig- 
nalled by duration only (pre-boundary 
lengthening) or by duration in combina- 
tion with an FO drop to a low level. Co- 
herence within a unit can be marked by 
deaccentuation as well as by more com- 
plex means involving specific combina- 
tions of F0 and duration. Experiments 
using these strategies in synthetic speech 
and prosodic recognition will be re- 
ported at the congress. 
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THE INTERACTION OF FUNDAMENTAL FREQUENCY AND INTENSITY IN THE PERCEPTION OF INTONATION 

K. J. Kohler 

Institut für Phonetik und digitale Sprachverarbeitung 
Kiel, Germany 

' ABSTRACT 
The temporal alignments of three 
terminal F0 peaks (early, medial, 
late)  with stressed syllables, the 
parallelism of F0 and intensity 
timing in  these patterns, and the 
importance of intensity in pitch 
accent signalling are discussed 
for German. 

1. F0 PEAK POSITIONS IN TERMINAL 
INTONATION 
In (4 ,51,  I have shown that 
terminal intonation contours in 
German can have three different, 
specific meaning related types of  
FO peak positions around one and 
the same stressed vowel: (1) the 
peak may be early, before the 
stressed vowel, which only gets an 
F0 fall (early peak), (2)  the peak 
may be in  the centre of the 
stressed vowel, which therefore 
has en F0 rise and 'an F0 fall 
(medial peak), (3)  the peak may 
follow a stretch o f  low F0 in the stressed vowel and therefore not 
occur until i t s  second half  or 
even the beginning of  a subsequent 
unstressed syllable ( la te  peak), 
which means that the F0 r ise  
dominates the stressed vowel and 
theiïo fall i s  not always realised 
n . 

The early peak differs categor— 
ically from medial and la te  ones 
by only having a falling F0 during 
the stressed vowel, thus 
accentuating the lower pitch range 
compared with the ‘ other two 

. valleys 

peaks i s  parallelled by a categor— 
ical change in  perception along a peak position continuum from early 

' t o  medial and by a continuous one 
from medial -to l a te  [ 3 ] .  This 
means that for the signall ing of 
an early versus a non—early peak a 
simple FO fall as against the presence of an F0 r ise is 
essential. 

I t  follows from this  that in  the 
concatenation of  F0 peaks without 

between them ( ’hat  
patterns’) [ 5 ] ,  early peaks are 
not possible et the beginning of a 
hat, and non—early ones can only 
be signalled in i t ia l ly .  I f  in  the 
final position of a hat the F0 
fall  i s  shifted 
further into the stressed vowel 
from an early via a medial to a 
la te  position, this shift  lacks 
the change-over from fall to r ise ,  
because the preceding syllables 
are not lower in F0. Similarly, i f  
in  the in i t ia l  position of  a hat 
the F0 r ise i s  shifted further and 
further to the l e f t  from a la te  Via a medial to an early position, 
this shift lacks the change-over 
from rise to fa l l  because the 
subsequent syllables do not have a 
d1p 1n F0. In both cases we get 
continua of fall and r ise  timings, 
respectively, and the concomitant 
perception i s  equally continuous. 
Because of th is ,  the early peak i s  
the most natural F0 pattern at  the 
end o f  a hat.  I t  also accentuates 
the contrast between the low F0 in  patterns. This categorical dif— the stressed vowel and the hi h F _ 0 ference in  the acoustic mani- level preceding i t ,  thus addigg to festation o f  early vs. non-early stress perception, which i s  
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weakened i f  the F0 fall is 
postponed and thus the high F0 
level extended (figs. la, b).  

Although the positioning of F0 
peaks contributes to the percep— 
tion of stressed syllables, this 
F0 feature i s  not the only factor. 
Durations of vowels and post— 
vocalic consonants are also impor— 
tant cues, particularly inside hat 
patterns, where the FO movements 
are minimal. Similarly, in  a hat 
pattern uniting two abutting 
stressed syllables, as in 'Der 
Ring glânzt.’  (The ring glit- 
ters.), with a late peak r ise on 
the f irst and an early peak fall 
on the second, the segment du— 
rations in the second stressed 
syllable as well as the F0 timings 
are important for i t  to be per— 
ceived as stressed and thus dif— 
ferentiated from a single stress 
with late peak on the f irst  sylla- 
ble only (f igs. lb, c ) .  In these 
cases we may ask to what extent 
intensity contributes to stress 
perception and whether changing i t  
can alter the interpretation 
between one and two stresses. 

2. F0 AND INTENSITY TIMING 
The prec1se F0 timing of terminal 
peak contours not only depends on 
the peak type but also on the 
segmental structure of the 
stressed sy l lab le .  In medial 
peaks, the left—hand base point 
occurs at the beginning of the 
first consonant preceding the 
stressed vowel, the peak point at 
a time after vowel onset 
determined by the quantity and 
quality of the vowel, and the 
right-hand base point some 150 ms 
after the peak point. In early 
peaks, the peak point i s  
_positioned where medial peaks have 
their left—hand base peint; the 
right-hand base point occurs at 
the end of a lax (short) or about 
the centre of a tense (long) 
stressed vowel. In late peaks, the 
left-hand base point is  positioned 
where medial peaks have their peak 

point, the stretch from the 
syllable beginning being low and 
descending slightly; the rise to 
the peak point then occurs within 
about 100 ms, after which we get a 
descent to the right-hand base 
point in another appr. 100 ms. To 
accommodate these F0 time courses 
in late peaks the stressed vowels 
are lengthened after the left base 
point, more so for lax than for 
tense vowels, more in  final 
monosyllables than elsewhere. I f  
voiceless consonants intervene 
between a lax stressed late peak 
vowel and a following unstressed 
syllable the target peak value 
cannot be reached in the stressed 
vowel i tsel f ,  but i s  needed for 
pattern identification and 
therefore set at the voice onset 
of the following unstressed vowel. 

In early and medial peaks, the low 
F0 fall at  the end of an utterance 
i s  accompanied by a drop in source 
amplitude, which weakens 
unstressed vowels and sonorants 
considerably, often reducing them 
to creaky voice and to irregular 
breathy glottal pulses. In late 
peaks this decline i s  shifted to 
the right following the later F0 
fal l ,  thus keeping a high source 
amplitude at the onset of 
unstressed vowels and syllabic 
sonorants; on the other hand the 
low F0 stretch in the stressed 
vowel before the peak gets i ts  
intensity reduced. So there i s  a 
natural parallelism in the time 
courses of F0, source amplitude 
and sound intensity for the three 
terminal peak contours. I f  i t  i s  
destroyed in synthesis the output 
sounds either degraded or the 
peak pattern loses i t s  identity. 

The first case occurs, when a 
natural-medial peak speech signal 
i s  taken as a point of departure 
for LPC resynthesis with a late 
peak in a completely voiced 
environment, as in 'Sie hat Ja 
gelogen.’ (She has been lying.): 
the peak type is  signalled cor— 
rectly, but the utterance sounds 
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husky at the end and overloaded in 
the middle because F0 and in- 
tensity diverge in opposite 
directions in these two places. 

The loss of the particular 
characteristics of  a peak pattern 
i s  illustrated by the synthesis of 
la te  peaks in  an utterance-final 
word structure 'stressed vowe] + 
voiceless plosive + syllabic 
nasa]“ as in 'Er is t  ja geritten.’ 
[ . . . ‘ 1 t n ]  (He has been riding.). A 
voiceless consonant after a 
]ate-peak stressed vowel 
interrupts the F0 course; i t  can 
only be successfully reconstructed 
by a listener i f ,  in addition to 
an indication of  a fast FO r ise  
speed (of  ca 0 .5  Hz/ms), the 
onset of voicing following the 
voiceless consonant receives the 
F0 peak and i f  the F0 descent from 
this value to the termina] ]ow 
level can be clearly perceived. 
This means that the source 
amplitude must be high enough to 
guarantee sufficient intensity in 
the final nasa] for the high 
falling F0 contour to be audi— 
torily monitored. I f  a natural 
media] peak speech signa] with i t s  
]ow fina] intensity in the above 
utterance i s  taken for LPC 
resynthesis with a ]ate peak, 
positioned at the nasal onset, the 
percept lacks the significant 
attributes of the late peak, 
because the intensity of the fina] 
nasa] i s  too ]ow and the F0 
contour, therefore, not perceiv- 
able. Contrariwise, in  a RULSYS 
TTS formant synthesis- by-ru]e of 
the above sentence [ l ] ,  a 
reduction of the voice source A0 
from 20 dB to 12 dB and of the 
nasa] source from 30 dB to 10 dB 
in  the fina] /n/ within a ]ate 
peak ( f ig .  2) results in a loss of 
the perceptua] ]ate peak feature. 

3. THE IMPORTANCE OF INTENSITY IN 
ACCENT SIGNALLING 
The foregoing shows that F0 and 
source amplitude are ]inked in 
production, and that their coupled 

time courses are expected by 
listeners. I f  the coupling i s  ar- 
t i f icial ly destroyed in synthe— 
sis the perception i s  affected at 
the levels of voice quality and/or 
intonation. For pitch accents to 
be signalled effectively to a l i s -  
tener there has to be sufficient 
voice intensity in  the signa]. In 
the examples discussed so far, an 
intensity reduction was capable of 
affecting the identity of  a pitch 
accent, but not i t s  presence, i .e .  
the stress position remained 
unaltered. 

The question now arises as to 
whether i t  i s  possible to change 
stress perception simply by 
varying intensity. Obvious 
instances for testing this 
hypothesis are utterances that are 
ambiguous with regard to con- 
taining one or two stresses. When 
a ]a te  F0 r ise  i s  immediately 
followed by a media] F0 fa ] ]  
without an intervening F0 dip in  
two abutting stressed syllables, 
( f ig .  l a ) ,  the second stress i s  
weakened. I f  intensity a]one can 
change stress perception, then i t  
should be possib]e in  a case l ike 
this to produce a switch in focus 
to initial sentence stress simp]y 
by reducing the intensity in  the 
second accent and by simultane- 
ously raising i t  in  the f i rst .  

This has been interactive1y tested 
by changing the A0 values 
accordingly in  the RULSYS TlS 
synthesis—by—rule. The resu]t has 
been negative: the focussing, and 
consequently the number of 
stresses, does not change; i t  i s  
more the loudness re]ations that 
are affected. This i s  further 
support to the long-established 
finding that intensity has a low 
signalling value for stress 
compared with F0 and duration [ 2 ] .  
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with late peak (RULSYS TTS). 
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RHYTHMIC PATTERNS OF THE DISCOURSE IN 
MEXICAN SPANISH AND BRAZILIAN PORTUGUESE 

Antônio R. M. Simôes 

University of Kansas, Lawrence, USA. 

ABSTRACT 
The notion of syllabic foot is commonly used 
by investigators in determining the rhythmic 
patterns of languages, in terms of perception. 
Following this notion, Spanish and English are 
said to be, respectively. the typical cases of 
syllable-time and stress-time languages. It is 
very difficult, however, to confirm these 
rhythmic patterns empirically (7, 8, 9. 10, 11, 
12, 15, 16, 23. 28]. Taking into consideration 
the recent discussions about P—centers, i.e. 
"perceptual centers“ (7, 12, 16], an acoustical 
analysis was performed indicating that in 
Spanish, syllables may in fact have very similar 
temporal patterns, although Brazilian 
Portuguese (BP) may combine both the 
characteristics of syllable and stress-time. 

]. INTRODUCTION 
Linguistic studies have attempted to place 
natural languages into classes according to 
characteristic rhythmic patterns [3]. This notion 
is desirable because it has explanatory power l'or 
phonological processes in English, for example. 
Pike [26] explains that a reduction of the kind 
”If Tom'll do i t !  will” (cf. "If Tom will do i t l  
will“) may be explained if the notion of stress- 
time rhythm in English is used. And in fact, 
knowledge of the "so-called "chopping" 
characteristic of the sentences in English is an 
enormous help to the foreign student in the 
classroom. In terms of the Spanish language, 
this author holds that the notion of vowel 
stability is more adequate than the notion of 
syllable—time. Syllable—time or stacatto are 
perceptual impressions and a consequence of 
vowel stability in Spanish. BP can be said to _ 
have both the stress-time characteristics similar 
to English and vowel stability depending on 
dialectical variation as well as intra-speaker 
varlilmion. AndthismaybetmeofSpanishas 
we . 

It may be that discussions concerning these 
notions are purely a matter of point of view. 
Although investigators suggest that BP. has a 
stress-time rhythm, attempts to apply these 
perceptual notions to BP, not Peninsular 

Portuguese, seemingly have proved difficult as 
well [ l ,  2. l7,  20, 21. 27. 23. 29]. 

The notion of syllable and stress-time is a 
perceptual or impressionistic notion. Once we 
carry this notion to the physical measurements 
of syllables in sentences, the expected isochrony 
cannot be found. More recently the 
developments around the notion of P-centers [7, 
9, 10, 12] may explain why subjects may have 
this perceptual knowledge of regularity although 
acoustically we find no correspondence. The 
regularity seems to be present in an underlying 
form which cannot be reflected acoustically. 
The wa'ks of Parker and Diehl {231 had already 
pointed out the possibility that the duration of a 
vowel may be greater than the acoustical signal 
tends to show. 

The present study is a continuation of former 
investigation in the area of temporal patterns 
and their relation to rhythmic patterns. There 
will be no attempt to give a description of the 
structure of BP in this investigation for lack of 
space. Detailed and brief descriptive analyses of 
Portuguese and Spanish can be found in some 
olthe works cited here (1, 5 . 6 , 1 3 , 1 4 , 1 7 ,  21, 
22, 23, 24]. 

2. EXPERIMENTAL PROTOCOL 
The experimental protocol was organized 
according to three major procedures: the 
production of the recordings, the producüon of 
the spectrograms for sound segment 
segmentation, and data analysis. In the 
production of the recordings, passages from 
Mexican and Brazilian television broadcasts, 
were recorded in the language laboratory at the 
University of Kansas by a laboratory technician. 
Recorded passages containing dialogues and 
m m :  were used randomly. Over arte- 
hundred spectrograns were produced {or 
analysisand measurement. 

Segnentationprocedmesusedinthisstudyuse 
Kim's [18] way of segmenting, combined with 
the works of Lehiste and Peterson (19, 25! 
which deal with the actions of onglides, 
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hdes,‘ steady state. and simple and complex 
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the more ment notion of P-eenters [7. 9.}0. 

11, 12, 15, 16] as well. Detailed esplanauons 

astothesegmentationrulesaregtvenbythe 
audit! elsewhae [27]. 

ifl‘erent methods of measurement were 

Iä.d In the first method, only the vowel 

nucleus was measured, and in the second 

method. the vowel nucleus and the preceding 

consonant were measured when there was a 
preceding consonant. Otherwise only the vowel 
was measured. The statistical package SPSS 4.1 

for IBM VMJCMS at the University of Kansas 

was used to run several different tests on 

segment(s) duration according _to method, 

language, and relative position of the 
(consonantyvowel to the stressed (consonant)- 
vowel. Before using parametnc tests such as 
ANOVA, a comparison was done of the 
distribution of values using the mediancand the 
mean. Since no skewed distribution nor 
significant differences in values were observed, 

eitherthemeanorthemediancouldbeugdm 
this study. There were missing values rn our 
data, but these were taken care of by techniques 
already existing inside the ANOVA program. 

3. RESULTS AND DISCUSSION . 
The present results show l’or Mexican Spanish 
(MSp) a significant regularity of the temporal 
patterns of the sounds studied, regardless of the 
method. In the case of BP. different results will 
be obtained depending on the method used. 
Table 1 summarizes these results where MSp 
stands for “Mexican Spanish“, BP l'or“Brazrlra:1 
Portuguese“, PR for “pretonic', ST “stressed , 

mdPST“posttoniC‘°. Thevalueswerekeptin 
centimeters. but it suffices to multiply any 
valuebyll. toobtain theeorresponding value tn 

'II' I 

Preliminary analysis of the spectrograms 
containing samples of speech from MSp m tlus 
study have shown to be common for a vowel or 
asequeneedeonsonantand vowel in amused 
posttonic position to have longer duration than 
their stressed equivalents. This becomes even 
more evident when the word is in a prepausal 
position, confirming similar findings :." what 
Klan [18] called “prepausal lengthemng . In the 

present study this syntactic or prepausal cue is 
not observed in BP which confirms results from 
an earlier study already undertakenl27]. This 
lengthening in MSp makes posttonrc syllables 

longer than the amused syllables rn a drscourse. 
This lengthening can also be _observed by 

simply listening to a dialogue _r'n Spanish in 

general, in any context. BP 111 this study 

confirm: again results from SimOes [27] donc 
with the extreme vowels [i.a,u] where stressed 

vowels are twice as big as the unstressed vowel. 
The great posttonic reduction observed rn that 

study was lessened in this study due perhaps to 

the great number of linking processes between 
words. more observable here. Prepausal 

lengthening, however, has not been observed 

here. 

Other statistical tests were made, in an attempt 

to observe the relation between positions 

according to language and method as seen tn 

Figure 1. 

Table 1: ANOVA results of-cell means and standard deviations by 
language, position and method. 

MSp (CW Mm 5‘“ °°” 
PR4 13.18 3. 
PR3 13.39 3.35 
pa: 14.79 4.9 
PRI 14.96 3.63 
ST 17.97 5.63 
PST] 17.63 4.19 
PST2 24. 1.92 

MSp V Meat Std Dev 
PR4 7.75 1.2 
PR3 7.61 2.61 
PR2 8.22 3.10 
PR1 8.09 2.19 
ST 10.49 3.22 
PSTI 9.8 3.1 S 
PST2 14.14 2.01 

Bp (C)V Mean Std Dev 
PR4 12. 5.2 
pm 13.64 5.95 
pgz 14.35 4.43 
PRI 16.73 4.14 
m‘ 24.95 6.53 
PST! 17.94 4.87 
PST2 16.38 4.92 

Bp v Mean Std Dev 
m4 12. 6.36 
PR3 7.38 1.16 
PR2 8.58 2.83 
PRI 9.66 2.91 
31 15.78 5.59 
PSTl 10.29 3.96 
psrz 9.75 4.29 
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Figure 1: ANOVA result of multiple range est. The symbol + denotes pairs that ue significantly different at the ‚05 level. Method-1 is indicated by (C)? and method-2. by V. na,. (cw 

13.17 PIN 
bien 2“. 25 È 25 n. l: 
13.39 PRS 
14.79 PRZ 
14.96 PR! 
17.63 PST! 
17.97 ST 
24 PSTZ . 

Figure l suggests a much ter re ul ' ' temporal patterns in MSpgrtchaan in gBPîmähg parrrng of groups (syllables) as seen in Figure 1 tndrcate quite a different behavior in MSp. In BP the stressed syllable seems to be a reference l'or the other syllables. In MSp the end of the word posrtron. namely stressed and posttonic syllables seem to have a function of reference similar to the stressed position in BP. In other words, strong positions in M Sp are more evenly distributed among syllables, especially thestressedandposttonicones. This maybea result of syllables in general having relatively similar duration. Of course, the fact that pretonrc. stressed and posttonic are different groups rs still maintained in both languages as these results show. Figure l suggests that besrdes the ihrer-major group differences, there are mas-man group differences as well. Since these are statistical differences, definite conclusron will need perceptual analysis for validity and correct interpretation. 

The notion of P-centers [7, 12, 16] has given the present analysis a clearer view of the temporal patterns observed. Although : perceptual analysis is necessary in the continuation of this study, the present results in Figure 1 from measurements at the acoustical level suggest that an increase in the number of measurements will provide a greater regularity rn the temporal patterns of MSp. In the case of BP,_ the present results confirms the possibility of finding both types of rhythm. The possibility of finding both stress- and syllable—time rhythm in BP is not new. Abaurre-Gnerre [ l ,  2] explained this phenomenon rn terms of "style", and Major [Zi. 
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_22] in terms of a possible rhythmic change BP rs undergorng presently. Major. however concludes that BP is a stress-time language: Abaurre—Onerre [2] suggests a more attractive explanatron rn terms of a rhythmico—stylistic cntenon. Abaurre-Gnetre's solution is based on a scale that includes variation in language rhythm as one goes from a formal style (slow rate of speech) to a colloquial style (fast rate of speech). Paralleling this scale on style. the rhythm varies from syllable-time (formal) to sous-time (mformal). Spanish and English an: example: of languages on the extremes of the scale. _t.e. syllable-time and stress—time respectively. It should be noted that in this scale, Penrnsular Portuguese is placed between BP and English, namely with more stress-time characteristics, but still less than English. Another interesting aspect of Abaurre-Gnerre study rs her attempt to link phonological processes “to a type of rhythm. Vowel ony,_ or example, ma be related syllable-time rhythm. This ‚can be entrants]; useful lf such a relation can be established. If vowel harmony characterizes a syllable-time rhythm, thisshould not be a surprise because very often rt indicates a more evenly distributed number of strong positions in a word. ln other wrrds, Open vowels in BP only appear in strong position, .Le. stressed position. ‘ Vowel harmony in BP very often involves open vowels mdrcating a strengthening of . the position where a closed vowel is realized as open. 

In terms of a general theory of phonetics, the present study claims that rhythmic patterns may ooextst tn : given language and it is not limited 
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to stylistic variation. Other factors may be 
present. Dialectical variation, for instance. may 
explain why one of the informants in Major 
[22], from Mina Gerais. may have the so-called 
syllable-time rhythm, or in terms of the present 
analysis, ”vowel stability”. This i s  m y  
interpretation of the results in that work, which 
in a closer analysis suggest syllable-time 
characteristics instead of the proposed stress— 
time characteristic. The explanation presented 
here for these rhythmic alternations within the 
same language and intra—speaker, is that the 
speaker also manipulates rhythm at his/her will. 
The reasons are of a pragmatic nature where 
sometimes in the speaker-hearer interaction the 
speaker may feel a need for a clearer message. 
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ABSTRACT 
The re la t ionship  between syntax 
and in tona t ion  i n  I t a l i a n  noun 
p h r a s e s  w a s  s t u d i e d .  A c o u s t i c  
examina t ion  o f  s e n t e n c e - i n i t i a l  
phrases i n  SVC sentences suggests 
t h a t  t h e r e  a r e  a t  l e a s t  t w o  
syntactic factors that. determine 
the  t ona l  o r g a n i z a t i o n  o f  a NP: 
branching construction and head— 
m o d i f i e r  r e l a t i o n .  B r a n c h i n g  
construction triggers a boost of 
the  protrusive F0 novenent i n  the 
l e f t — m o s t  c o n t e n t  w o r d  i n  a 
c o n s t i t u e n t ,  a n d  p o s s i b l y  a n  
i n h i b i t i o n  of tonal protrusion i n  
other words.  The  h e a d - l o d i f i e r  
r e l a t i o n  seems to  cause  a tona l  
f u s i o n  o f  two ad jacent  content  
words. 

] .  SPEECH MATERIAL 
I n  o rde r  to e x a m i n e  t h e  

syntax-intonation re la t ionship  i n  
I t a l i a n  noun phrases, F0 contours 
of  s i x  t y p e s  o f  n o u n  p h a s e s  
consis t ing of  three content words 
were  e x a m i n e d .  T h e  t e s t  phrases 
were  p u t  i n  a c a r r i e r  SVC sen-  
t e n c e _  ’ N P  è v e n u t a / N P  s o n o  
v e n u t i  a Padova’ ( ’ N P  has/have 
come to  Padova ( p l a c e  n a l e l l .  
The i n t e r n a l  syntact ic  s t ruc ture  
o f  t h e  t e s t  n o u n  p h r a s e s  w e r e  
s y s t e m a t i c a l l y  v a r i e d  (Tab le  1 ) .  

Tab le  1 .  Test noun  phrases.  
Content  words are under l ined  and s t ressed s y l l a b l e s  a r e  i t a l i c i z e d .  

1 .  IN A d j }  & N 
2 .  N & [Ad j  N] 
3 .  [ A d j  N] & N 
4 .  Adj IN.& Nl 
5 .  IN & N] A d j  
6 .  N & IN A d j ]  

I n  a l l  p h r a s e s ,  the  n u n b e r  
o f  i n t e r — s t r e s s e d  s y l l a b l e s  i s  
kep t  c o n s t a n t  a t  t h r e e .  T h r e e  
speakers f r o m  Nor thern  I t a l y  (SG 

- and E F  f r o m  Lombard i e ,  a n d  PC 
f r o m  Vene to)  and a speaker  f r o m  
C e n t r a l  I t a l y  (LT  f r o m  Toscana) 
read the  sentences f o u r  to e ight  
times i n  a randomized order. 

2 .  RESULTS AND DISCUSSION 
F0 contours of  t he  tes t  noun 

p h r a s e s  a r e  p l o t t e d  i n  t h e  
f i g u r e s .  T h e  s c a l e  of  f r e q u e n c y  
i n  the  f i g u r e s  i s  logar i thmic .  

S o m e  n o u n  p h r a s e s  h a v e  a 
d i f f e r e n t  F0 course f r o m  o thers ,  
s u g g e s t i n g  that t h e  i n t e r n a l  
syntac t ic  s t ruc ture  i s  r e f lec ted  
i n  t he  tonal  o rgan iza t ion .  

T h e  s y n t a c t i c  d i f f e r e n c e  
be tween  sen tences  1 ( I N  A d j ]  a 
N: l e f t - b r a n c h i n g )  a n d  2 (N & 
[ A d j  N ] :  r i g h t  b r a n c h i n g )  i s  
r e a l i z e d  i n  a l l  s p e a k e r s .  l n  
t h r ee  o f  the  f o u r  speakers t h i s  
d i f f e r e n c e  i s  r e a l i z e d  i n  F0 
c o n t o u r .  I n  s e n t e n c e  2 ,  t h e  
second con ten t  word shows a more 
c o n s p i c u o u s  p r o t r u s i v e  m o v e m e n t  
than i n  sentence 1 :  t he  l e f t—mos t  
c o n t e n t  w o r d  i n  t h e  r i g h t -  
b r a n c h e d  c o n s t i t u e n t  h a s  a 
consp icuous  tona l  p ro t rus ion .  

I n  speaker  SG,  however,  t h e  

l a  donna bras i l i ana  e i l  bimbo 
i l  magic e i l  bravo brasil iano 
l a  bella brasi l iana 9- i l  bimbo 
i {imam all ie-wi e- allie/…e 
l a  donna e i l  bimbo b r a s i l i a n i  
l a  donna e i l  bimbo b ra s i l i ano  
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difference i n  b ranching  construc- 
t ion i s  real ized by the  insert ion 
of  a pause. 

A conspicuous tonal protru- 
s ion  o f  t h e  second c o n t e n t  word  
is  observed a l s o  i n  t h e  r i g h t —  
branch ing  c o n s t r u c t i o n  i n  sen- 
tence 6 (N & [N A d j l ) ,  but i t  i s  
l e s s  o b v i o u s  i n  t h e  l e f t —  
branching construction [ [ A d j  N] & 
N] in  sentence 3.  Thus sentences 
2 and 6 have  a lore conspicuous 
protrusive movement i n  the second 
content words than do sentences 1 
and 3 .  I n  t he  f o r m e r  sen tences ,  
F0 contour i n  the second word i s  
characterized by a r i se  followed 
by a f a l l ,  w h i l e  i n  the la t ter  
sentences i t  i s  r a the r  a break 
in  the steep f a l l  f rom the f i r s t  
content word, fo l lowed by another 
steep f a l l .  

T h e  conspicuous  tona l  p ro -  
t rus ion due  to r ight -branching ,  
toge ther  w i t h  t h e  c o n s p i c u o u s  
protrusion in  the phrase-init ial  
content word and the tonal inhi— 
bi t ion of the phrase-f inal  word, 
can be f o r m u l a t e d  as  a genera l  
r u l e  tha t  the  l e f t - m o s t  con ten t  
word i n  a branched cons t i t uen t  
has a conspicuous tonal protru— 
s i o n  a n d  o t h e r  w o r d s  i n h i b i t  
their  own protrusive love-ent. 

Howeve r ,  t h e  tona l  p ro t ru-  
sion due to  r i g h t — b r a n c h i n g  i n  
s e n t e n c e  4 ( A d j  [ N  & N I )  i s  
observed i n  some u t terances  o f  
speaker EF,  but not in  a l l  speak- 
ers.  Moreover, i n  some sentences 
w i t h  l e f t — b r a n c h i n g  c o n s t r u c —  
t ions ,  there i s  a conspicuous F0 
protrusion i n  the second content 
word. I n  f ac t ,  the d i f f e rence  i n  
b ranching  cons t ruc t ion  between 
sentences 6 (N & [N Adj l )  and 
sentence 5 ( [ N  & N] A d j ) ,  w h i c h  
a r e  a q u a s i  n i n i - a l  p a i r ,  i s  
realized i n  none o f  the speakers 
b e c a u s e  of” a c o n s p i c u o u s  
protrusion i n  t he  second word.  

' T h e  d i f f e r e n t  tonal treatments  
f o r  l e f t — b r a n c h i n g  c o n s t r u c t i o n  
indicate that branching construc— 
tion i s  not the only determining 
factor in  the tonal organization 

of  a noun phrase. 
T h e  s y n t a c t i c  d i f f e r e n c e  

between t h e  sentence se t  l ( [ N  
Adj] & N) and 3 ( [ A d j  N] & N) and 
sentence 5 ( [ N  & N] Ad j )  i s  the 
r e l a t i on  between t h e  f i r s t  two  
c o n t e n t  w o r d s :  i n  s e n t e n c e s  1 
and 3 ,  t h e y  a r e  l i n k e d  b y  a 
head—modif ier  re la t ion ,  w h i l e  i n  
sentence  5 they  a r e  no t  l i n k e d  
by such a r e l a t i o n .  T h i s  ind i— 
c a t e s  t h a t  t h e  l o c a l  h e a d —  
modi f i e r  relation i s  another syn— 
t a c t i c  factor  deternining phrase 
prosody: the second content word 
i n  the phrase w h i c h  i s  not l inked 
by a head—modif ier  relation wi th  
the f i r s t  word has a conspicuous 
tonal  p r o t r u s i o n  i n  F0 ,  whether 
i t  i s  the head or  the mod i f i e r .  

T h i s  r u l e  p r e d i c t s  a m o r e  
genera l  r u l e  t h a t  two con t en t  
words l i n k e d  by a h e a d — m o d i f i e r  
r e l a t i o n  t o n a l l y  f u s e  i n t o  o n e ,  
i n h i b i t i n g  t h e  p r o t r u s i v e  nove— 
lent o f  t h e  second  w o r d .  T h e  
inter-subject inconsistency found 
i n  s e n t e n c e  4 ( A d j  [ N  & N l )  
could be interpreted as an in ter-  
ference between the  mapping ru le  
o f  t h e  b r a n c h i n g  c o n s t r u c t i o n  
and the tonal fus ion  r u l e  o f  the 
t w o  w o r d s  l i n k e d  b y  a h e a d —  
modifier relat ion.  

3. CONCLUSION 
Acoustic examination of  F0 

c o n t o u r s  o f  t h e  n o u n  p h r a s e s  
consisting of  three content words 
suggest  t h a t  the re  a re  a t  least  
two s y n t a c t i c  f a c t o r s  w h i c h  
determine the ‘tonal organization 
of a n o u n  p h r a s e :  b r a n c h i n g  
c o n s t r u c t i o n  a n d  l o c a l  h e a d —  
a o d i f i e r  r e l a t i o n .  B r a n c h i n g  
c o n s t r u c t i o n  t r i g g e r s  a t o n a l  
boost a t  t h e  l e f t — h o s t  content  
word of  a const i tuent ,  and possi- 
b l y  i n h i b i t s  p r o t r u s i v e  t o n a l  
m o v e m e n t  o f  t h e  o t h e r  w o r d s .  
Head-modifier relat ion appears to 
c a u s e  a t o n a l  f u s i o n  o f  t w o  
ad jacent  c o n t e n t  w o r d s ,  r egard-  
less  o f  w h i c h  i s  t he  head and 
which  is  the m o d i f i e r ,  i n h i b i t —  
i n g  the  F0 p ro t rns ive  novenent 
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o f  the second word, and thus i t s  
tonal independence. Two words not 
l inked  by such & re la t ion  do not 
t o n a l l y  f u s e .  I n  c a s e s  w h e r e  
these two rules  i n t e r f e r e ,  in t ra -  
and inter—speaker ins tab i l i t i es  
appear. The overall  results  lead 
us t o  b e l i e v e  t ha t  t h e  s y n t a x -  
intonat ion re la t ionsh ip  in  I t a l —  
ian  i s  not l i n e a r  i n  na tu re .  
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Figure 1. 
F0 contours of test noun phrases 
Speaker SG 
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Figure 2. 
F0 contours of test noun phrases 
Speaker EF 
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ABSTRACT 
The aim of this paper is to test the 
relation in English between the 
intonation of an utterance and the 
semantic value(s) of its constituents. A 
corpus of utterances illustrating varying 
degrees of semantic associations read by 
several native speakers of British 
English was recorded. The analysis of 
the intonation contours shows small 
differences in fundamental frequency on 
the verbs of strong semantic associations 
and large differences in fundamental 
frequency on the verbs of weak semantic 
associations. The results are linked to 
enunciative relations and operations such 
as focalisation and modalisation. 

INTRODUCTION 
The aim of this study is to test whether 
the intonation of an utterance is 
dependant or not on the semantic content 
of its constituents. 
Many studies have shown the link 
between types of syntactic structures 
(Declarative statements, WH Questions 
and Yes/No Questions), parts of speech 
(content or function words), and 
intonation. 
In order to isolate the problem of 
semantic content from that of syntactic 
structure and parts of speech the 
utterances studied were of the same 
syntactic type with the same number of 
content or function words. 

CORPUS 
The basis for this corpus was the work 
of Sheldon Rosenberg, the "Norms of 
Sequential Associative Dependencies in 
Active Declarative Semences“, in which 

he tested the link between the 
memorising ability of students on 
"semantically well integrated sentences" 
and "semantically poorly integrated 
sentences". 
Two elements which are strongly linked 
semantically form a Strong association 
and two elements which are weakly 
linked form a weak association. The type 
of structure for all the utterances in the 
corpus is : 
Noun Phrase (Determiner + Noun) + 
Verb + Noun Phrase (Det. + N) 
The subject (NP) is an animate noun, 
and the object (NP) an inanimate noun. 
The verb is in the preterite. Five basic 
sets of examples were chosen in which 
the noun phrases remained constant and 
the verbs expressed five varying degrees 
of semantic associations, e. g. for one set 
: constant elements The spider - the web, 
variable element : the verb, 
(I) spun, (2) made, (3) wave, (4) spoilt, 
(5) tore. 
The five basic sets are : 
I The acror — the part 
Il The spider - the web 
111 The author — the book 
IV The priest - the sermon 
V The cat — the mouse 
The 25 different utterances of the corpus 
were mixed with other utterances, and 
the order of the utterances illustrating the 
semantic associations was changed so 
that the informers were not aware of the 
aim of the test. 

PROCEDURE 
The material was presented individually 
to seven native speakers of Standard 
British English (3 women and 4 men 
between the ages of 22 and 26). They 
were asked first to read over the corpus 
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thinking of the meaning or eacn sentence 
before recording. _ 
The recordings were hstened to by 8 

ether native speakers who used the same 

phonetic syStern as those who produced 
the corpus. They were given typed 

examples of the sentences to hsten to and 
were asked, if they heard one word wnh 
greater prominence in each sentence, to 
mark that word. . _ 

An instrumental analysrs was carned out 
on the recordings. The different contours 
were analysed according to 
measurements of fundamenta l  
frequency, urne and the form of the end 
of the intonation contour. 

RESULTS _ 
The results of the perception tests show 
that the verbs which were part of a weak 
semantic association correspond to the 
point with the greatest prosodrc 
prominence in the utterance whereas 
those that were part of a Strong semanuc 
association did not._ The instrumental 
analysis shows the importance of two 
separate phenomena : _the promment 

int within the intonauon contour and 
the form or direcrion of the final part of 
the contour. The contour was dmded 
into a new segment at every change m 
direction. The different parts of the 
sentence were marked as follows : 

Det Noun Verb Det Noun 

The The 
AB CDEF GHI JK LMN 

In such a way, the segment GHI 
corresponding to the verb 1n each 
utterance of each set can correspond to a 
complex contour rise (GH) followed by 

all . _ 
if coglpparison of the differences tn 
fundamental frequency (Fo) on the 
segments of the intonanon contours m 
each utterance shows the followmg : 
small variations in Fo for verbs 1n Strong 
semantic associations and large 
variations in Fo for verbs 1n weak 

semantic associations. A table showrng 
the mean Fo differences for all the 
informers for the five verbs (1-5) 
representing different semantic 
associations in each set (”{—V, 25 
utterances) follows. Columns 1 to 05 
represent the 5 degrees of semantic 
association, 1 being the Strongest and 5, 

the weakest. The letters GH correspond 
to the rise and HI to the fall on the verb.- 
Table 1: 
Mean Fo differences on verbs (segments 
G—H, H—I) for S sets of utterances (I-V). 

- l 2 3 4 5 

I .  
g - h 4 49 7 38 120 
h —i 24 41  40 118 112 

11: 
g - h 12 7 23 19 41 
h - i  25 27 35 103 103 

III. 
g - h 21 10 7 9 48 
h - i  15 16 35 29 128 

I V .  
g - h 6 25 67 
h - i  28 32 35 122 108 

v . 

g - h 5 65 26 
h - 1  11 31 39 80 74 
i - i' 5 4 

Fig. l shows the mean Fo differences on 
the verb in set H. 

8 

G H I G  I G H I G H I G H I  ' 

Fig. 1 Mean F0 differences on segment 
G—H and H—I for the 5 verbs m set [[ 
The spider - the web. Verbs: 1 spun, 2. 

marie, 3 wave, 4 spoilt, 5 tore. _ 

Fig. 2 shows the mean Fo differences on 
the verbs in each utterance of the 5 sets 
for all the informers. 
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Fig. 2 Mean total Fo for segments G-H, 
H—I for the 5 utterances of the 5 sers : 
lg,, H o  , KIA, IVO , V r '  

The form or direction of the final part of 
the intonation contour varies, depending 
on whether the utterance corresponds to 
a Strong or a weak semantic association. 
In a srron g semantic association the 
intonation pattern is a fall, and for weak 
semantic associan'ons, the majority of the 
contours correspond to a final rise. 

Fig. 3 gives two intonation contours 
illusu'adng a strong semantic association 
(in a) and a weak semantic association 
(in b) from set II produced by the same 
speaker. -
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DISCUSSION 
a n d  CONCLUSION 
Beth the perception tests and the 
insrrurnental analysis show that the 
differences perceived and produced on 
the five verbs representing varying 
degrees of semantic associations in each 
of the five sets of sentences were not 
gradual. 
The verbs can be divided into two 
groups : group A, the verbs (1-3 in sets 
I, 11, IV, V) that do nor correspond to 
the prominent point of the utterance and 
correspond to small differences in Fo, 
and group B, the verbs (4-5 in sets I, II, 
IV, V) that correspond to the prominent 
point of the utterance and large 
differences in Po. In set III the 
producrion of utterance 4 by all the 
Speakers was similar to examples 1-3 in 
sets I, II, IV, V. 
These results are in accordance with the 
polarity principle as analysed in the 
works of Edward Sapir,  Roman 
Iakobsou, Morris Halle and Harlan L. 
Lane. 
The results can be explained within the 
framework of A. Culioli‘s linguisric 
theory of enunciative operations. The 
utterances in the corpus studied can be 
divided into two groups (A or B)  
depending on the variations in intonation 
on the verb in each utterance. In set II, 
The spider - the web, group A 
corresponds to the utterances with the 
following verbs : Spun, made. wave 
and group B to those with the verbs-: 
spoilt, tore. For group A the following 
definitions are possible : "A spider is a 
spinner, a maker, a weaver of webs”. 
Whereas for group B the definition "A 
Spider is a spoiler, a tearer of webs" rs 
no: possible within the framework of 
common acceptability. 
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In group 4 the subject (NP), the verb 
and the object (NP) correspond to 
nations with basic properties which are 
closely linked. 
“A notion is a complex bundle of 
structured physico—cultural preperties 
from which a notional domain is 
constructed with its formal properties 
such as the construction of a class and its 
linguistic complement” (A. Culioli). 
The relationships between the notional 
domains in the utterances in group A 
correspond to primitive relations, and the 
verb can not be focalised. 
Primitive relations depend on the 
notional status of the terms for they do 
not stem from any particular enunciative 
situation. A primitive relation is defined 
by A. Culioli as “a relationship between 
more than one notional domain, between 
the bundles of constituent properties 
which make up fictions”. 
In group B, the notional domains 
corresponding to the verbs are not linked 
to those of the subject or the object. In 
this case the utterance can only be 
accepted if the verb undergoes an 
operation of focalisation marked by 
significant variations in intonation. 
The utterances in group A were 
produced with a final fall  on the 
intonation contour and the majority of 
those in group B with a final rise. 
The direction of the end of the intonation 
contour can be linked to the operation of 
modalisation. 
Given a notion "P" topologically 
organized in an interior P ("What can be 
called P") and an exterior P' ("what 
cannot be called P", or the linguistic 
complement of P) separated by a 
boundary F(P), the choice by the 
enunciator of either P or P' is the 
modality of assertion (affirmative 
assertion for P, negative assertion for 
P'). The inability to choose between P 
and P' corresponds to the modality of 
interrogation. 
The final fall corresponds to the choice 
of P or P' (assertion). The final rise 
corresponds to the point in the operation 
of modalisation at which the choice 
between P and P' cannot be made. 
Given this fact, i t  is interesting to note 
that, for the majority of the informers, 
the contours in group B correspond to a 
final rise. Thus, the validity of the 
assertion in that group seems to be 
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questioned. What happens in fact is that, 
even though the utterances in group B 
are in the assertive modality, the 
weakness of the semantic link between 
the constituent notions generally makes it 
impossible for the enunciator to credit 
his own assertion with full validity. 
Therefore the interrogative intonation 
contour contradicts the  assertive 
syntactic form. 
The choice of the properties involved in 
the  dif ferent  notional domains 
represented by the predicate and the 
arguments in an utterance can thus be 
linked to the operations of focalisation 
and modalisation, as well as to the type 
of relation involved (either primitive or 
not). 
This shows that neither syntax alone nor 
prosodic form alone can account for 
underlying operations. What has to be 
taken into account is the combination of 
the two kinds of markers. 

REFERENCES 
CULIOLI, A. (1991), "Pour une 
linguisn‘que de l'enoncr'atr'on. Opérations 
et représentations", Paris. Ophrys. 
JAKOBSON, R. and HALLE, M. 
(1956), "Fundamentals of Language", 
The Hague : Mouton. 
LANE, H. L. "A Behavioral Basis for 
the Polarity Principe in Linguistics", 
Language. Vol. 43, N° 2, 494-511. 
PETRYANKINA, V.I. (1987), "Types 
of semantic relations between intonation 
and [aim-grammatical means (LGM ) of 
language ",  Proceedings, XIth 
International Congress of Phonetic 
Sciences, Vol. 4, 267-270. 
RIVIERE, C. (1983), "Modal adjecrives: 
transformations, synonymy, and  
complementation", Lingua 59, North- 
Holland Publishing Company. 
SVETOZAROVA, N.D. (1987), 
“Linguistic factors in sentence stress", 
Proceedings,  XIth In te rna t iona l  
Congress of Phonetic Sciences, Vol. 6, 
110-113. 



PERCEPTION OF INTONATIONAL CHARACTERISTICS OF IH AND NON—IH QUESTIONS IN TOKYO JAPANESE 

K i k u o  M a e k a w a  

N a t i o n a l  Language R e s e a r c h  I n s t i t u t e .  T o k y o .  J a p a n .  

ABSTRACT 
T h e  i n t o n a t i o n a l  d i f f e r e n c e  
b e t w e e n  wh a n d  n o n - w h  q u e s —  
t i o n s  i n  T o k y o  J a p a n e s e  w a s  
e x a m i n e d .  P e r c e p t i o n  e x p e r -  
i m e n t s  I n v o l v i n g  s y n t h e t i c  
I n t o n a t i o n  r e v e a l e d  t h a t  t h e  
m o s t  i m p o r t a n t  c u e  f o r  t h e  
d i s c r i m i n a t i o n  b e t w e e n  t h e  
t w o  t y p e s  i s  t h e  l a c k  
o f  s a l i e n c e  o f  i n t o n a t i o n  
b o u n d a r y  a f t e r  t h e  w h — w o r d .  
r a t h e r  _ t h a n  t h e  p r o m i n e n c e  
o f  t h e  f o c u s e d  wh—word p e r  
s e .  

1 .  INTRODUCTION 
T h a t  s y n t a c t i c  b e h a v i o r  o f  
wh a n d  non—wh q u e s t i o n s  d i f —  
f e r  i s  w e l l  r e c o g n i z e d  b y  
g r a m m a r i a n s .  I t  s e e m s  t o  b e  
l e s s  r e c o g n i z e d  b y  t h o s e  w h o  
a r e  w o r k i n g  w i t h  J a p a n e s e  
p r o s o d y  t h a t  t h e  t w o  q u e s —  
t i o n  t y p e s  d i f f e r s  s i g n i f i —  
c a n t l y  i n  t h e i r  p r o s o d i c  
d o m a i n s  a s  w e l l .  A s  a m a t t e r  
o f  f a c t . t h e  d i f f e r e n c e  d o e s  
n o t  c o n s i s t  i n  a m e r e  d i f —  
f e r e n c e  o f  f i n a l  r i s e  b u t  
r a t h e r  c o n c e r n s  t h e  o v e r a l l  
i n t o n a t i o n  s h a p e s .  

2 .  MATERIAL 
I h — q u e s t i o n s  a r e  m a r k e d  w i t h  wh—words l i k e  d a r e  ( w h o ) .  
d o k o  ( w h e r e ) .  n a n i  ( w h a t )  
e t c .  I n c i d e n t a l l y .  t h e r e  a r e  
a c l a s s  o f  w o r d s  w h i c h  a r e  
n o t  w h — w o r d s  b u t  a o r p h o l o g i —  
c a i i y  v e r y  s i m i l a r  t o  t h e m :  
d g r e k a  ( s o m e o n e ) ,  dokoka 
( s o m e w h e r e ) .  n a n i k g  (some— 
t h i n g ) e t c .  T h o s e  w o r d s  a r e  
s e m a n t i c a i l y  marked ,  g i v e n  
t h e i r  i n d e f i n i t e — p r o n o u n —  
{ I k e  m e a n i n g .  A s  t h e  r e s u l t  
o f  t h e i r  m o r p h o i o g i c a l  s i —  
m l i a r l t y .  w e  c a n  c o n s t r u c t  

p a i r s  o f  wh a n d  non—wh— 
q u e s t i o n s  l i k e  ( 1 )  a n d  ( 2 ) ,  
w h e r e  s y n t a c t i c  a n d  a c c e n t u —  
a l  c o n f i g u r a t i o n s  a r e  e x a c t —  
l y  t h e  s a m e  a c r o s s  t w o  
s e n t e n c e s .  ( A p o s t r o p h e s  d e -  
n o t e  a c c e n t  l o c a t i o n s . )  

( 1 ) [ n a ' n i - g a ] N P [ l i - e ' — r u  ] P 
w h a t — N o m .  s e e — P o t . — P r e s .  

= W h a t  c a n  ( y o u )  s e e ?  

( 2 ) [ n a ' n i k a ]  [ m i — e ' — r u  ] 
s o m e t h i n g  N P s e e — P o t . — P r s Y P  

= C a n  ( y o u )  s e e  a n y t h i n g ?  

F i g . l  s h o w s  t y p i c a l  e x a m p l e s  
o f  t h e  F 0  c o n t o u r s  o f ( l )  a n d  
( 2 )  u t t e r e d  by  a m a l e  s p e a k -  
e r  o f  T o k y o  J a p a n e s e  ( T J ) .  
T h e i r  i n t o n a t i o n a l  d i f f e r —  
e n c e  c a n  b e  e x p r e s s e d  i n  
t e r m s  o f  t h e i r  f o c u s  p l a c e -  
m e n t .  R o u g h l y  s p e a k i n g ,  t h e  
f o c u s  o f  a w h - q u e s t i o n  l i k e  
( 1 )  i s  o n  t h e  w h - w o r d ,  w h i l e  
t h e  f o c u s  o f  a non—wh q u e s —  
t i o n  l i k e  ( 2 )  i s  o n  i t s  
p r e d i c a t e .  U s u a l l y  t h e  d i f —  
f e r e n c e  i n  f o c u s  p l a c e m e n t  
i s  r e f l e c t e d  i n  t h e  p r o s o d i c  
s t r u c t u r e s  o f  t h e s e  sen— 
t e n c e s .  A c c o r d i n g  t o  t h e  
t h e o r y  p r o p o s e d  b y  P i e r r e -  
h u m b e r t  & B e c k m a n  [ 1 ] ,  t h e  
d i f f e r e n c e  c a n  b e  r e p r e s e n t -  
e d  i n  t e r m s  o f  t h e  d i f f e r —  
e n c e  o f  t h e  ' i n t e r m e d i a t e  
p h r a s e '  d e f i n e d  a s  t h e  d o -  
m a i n  o f  ' c a t a t h e s i s . ’  W h i l e  
t h e  w h o l e  u t t e r a n c e  m a k e s  u p  
a n  ” i n t e r m e d i a t e  p h r a s e  i n  
( 3 ) .  the u t t e r a n c e  i s  d i v i d -  
e d  i n t o  t w o  d i f f e r e n t  i n -  
t e r m e d i a t e  phrases  i n  ( 4 ) .  
( i t  i s  i n t e r e s t i n g  t h a t  t h e  
s a m e  p r o s o d i c  d i f f e r e n c e  c a n  
b e  o b s e r v e d  i n  t w o  ' a c c e n t -  
l e s s '  J a p a n e s e  d i a l e c t s l 2 1 . )  

2 0 2  

:nanlzolmie ru ' “Mi—k.…“ '" .  
n i l - é ” -  

.“! ' L .  ._5 LI  T l  

F ig .1  The F0 contours of wh question 
/naniga mieru / ( l e f t )  and non-uh ques— 
t ion /nanika mieru/ ( r ight )  as uttered 
by a male Tokyo Japanese speaker. The 
frequency scale i s  loga l i tha ic .  

( 3 )  [ n a ' n i g a  m i e ' r u ]  
( 4 )  [ n a ' n i k a ]  [ m i e ' r u ]  

I n  F i g . 1 .  t h e  p e a k  F0  v a l u e  
o f  n a n i g a  i s  c l e a r l y  h i g h e r  
t h a n  i t s  n a n i k a  c o u n t e r p a r t ,  
a n d  t e s t i f i e s  t o  t h e  
p r e s e n c e  o f  f o c u s  i n  t h e  
w h - w o r d .  T h i s  k i n d  o f  f o c u s —  
d r i v e n  p r o m i n e n c e  i n  t h e  
wh—word i s  r e a l i z e d  c o n s i s t -  
e n t l y .  b u t  i t  i s  b y  n o  l eans  
t h e  o n l y  c h a r a c t e r i s t i c  o f  
w h — i n t o n a t i o n .  R a t h e r .  w h a t  
makes t h e  i n t o n a t i o n  s h a p e  
o f ( 1 )  v i s u a l l y  d i s t i n c t  f r o m  
t h a t  o f  ( 2 )  i s  t h e  l a c k  o f  
s a l i e n c e  o f  t h e  p r o s o d i c  
b o u n d a r y  b e t w e e n  NP a n d  V P (  
a q u i c k  r i s e  a t  t h e  b e g i n —  

. n i n g  o f  m i e r u  ) .  I n  s h o r t ,  
t h e r e  a r e  t w o  p o s s i b l e  
p h o n e t i c  c u e s  t o  t h e  d i f f e r —  
e n c e  b e t w e e n  ( 1 )  a n d  ( 2 ) :  
p r o m i n e n t  F0  p e a k  o f  t h e  
wh—word ( P w )  a n d  t h e  s a l i —  
e n c e  o f  t h e  p r o s o d i c  bound— 
a r y ( S b ) .  

3 .  EXPERIMENT 1 
T h e  a i m  o f  t h e  f i r s t  e x p e r i -  
m e n t  w a s  t o  e x a m i n e  i f  
n a t i v e  s p e a k e r s  o f  T J  c a n  i n  
f a c t  d i s c r i m i n a t e  t h e  t w o  
q u e s t i o n  t y p e s  s o l e l y  by  
m e a n s  o f  i n t o n a t i o n . T h e  d i f -  
f e r e n c e  o f  ( 1 ) a n d  ( 2 )  c o n -  

F ig .2  % correct ident i f i cat ions  of 
uh question (real line) and non-wh 
question (dotted line). The abscissa 
represents the aaskinz types indicated 
in the text} 

s i s t s  i n  t h e  / k / — / s /  conso— 
n a n t a l  c o n t r a s t  a s  f a r  a s  
t h e  s e g m e n t a l  t i e r  l a  c o n -  
c e r n e d .  S o  i t  w a s  e x p e c t e d  
t h a t  s u b j e c t s  w o u l d  b e  
f o r c e d  t o  r e l y - o n  p r o s o d i c  
c u e s  i f  w e  e r a s e d  t h e s e  
c o n s o n a n t s  a n d  t h e n  f i l l e d  
t h e  r e s u l t i n g  s i l e n c e  w i t h  
w h i t e  n o i s e .  On t h i s  r e a s o n —  
i n g . t h e  f o l l o w i n g  t e n  s t i m u -  
l i  w e r e  p r e p a r e d .  T h e  u n d e r —  
l i n e s  s h o w  t h e  t i m e  s t r e t c h  
r e p l a c e d  w i t h  n o i s e .  

( l a  n a n i g g m i e r u  
l b  n a n i g a m i e r u  
1 c  n a n i g a m i e r u  
l d  n a n i g a m i e r u  

n a n i k a m i e r u  
n a n i k a m i e r u  
n a n i k a m i e r u  
n a n i k a m i e r u  

) 
) 

) 
1 e )  n a n i g a m i e r u  

) 
) 
) 
) 
) n a n i k a m i e r u  

A
A

A
A

A
A

A
A

A
 

N
 

D
 

2e  

I n  e r a s i n g  s e q u e n c e s  o f  s e g —  
m e n t s .  c a r e  w a s  t a k e n  t o  r i d  
t h e  e f f e c t  o f  c o a r t i c u l a t i o n  
a s  m u c h  a s  p o s s i b l e .  Conse— 
q u e n t l y , t h e  w h i t e  n o i s e  pe— 
n e t r a t e s  more o r  l e s s  i n t o  
t h e  f i n a l  p a r t  o f  p r e c e d i n g  
s e g m e n t  a n d  t h e  b e g i n n i n g  o f  
f o l l o w i n g  s e g m e n t  i n  a l l  
c a s e s .  A l l  m a n i p u l a t i o n  o f  
o r i g i n a l  u t t e r a n c e s .  w h i c h  
w e r e  s a m p l e d  i n  l O K H z / l s b i t s  

2 0 3  4__;________________________________________________________;:;__1L_________il-l 



_ _ n i .  The s t i m u l i  w e r e  p r e -  b e  i d e n t i f i e d  a s  a wh— 300— {go EJSO E'eo __‘\\ sented to the same l i s teners  question with 90% accuracy. 
fit, i n  t h e  s a m e  m a n n e r  a s  i n  t h e  i t  i s  n e c e s s a r y  t h a t  t h e  D 

+ F w ï p r e v i o u s  experiment. F i g . 4  value b e  l o w e r  t h a n  120Hz 
' \Qt shows t h e  p e r c e n t a g e s  w i t h  1 . e .  l o w e r  t h a n  t h e  r i g h t  200'A 3Q” which each s t i m u l u s  was edge o f  t h e  preceding NP. 
i p e r c e i v e d  a s  w h — q u e s t i o n . T h e  The d a t a  presented h e r e  and  

… ' a o  \\ a b s c i s s a  o f  t h e  f i g u r e  i s  a t h a t  o f  K o r i  a n d  t h a t  o f  
: ï Ë\_ composite r e p r e s e n t a t i o n  o f  F u j i s a k i  & K a w a i  s u g g e s t  

100“ . . {2°  3 "%. D values f o r  t h e  s t i m u l i  t h a t  any theory  of  phonet-  HZ WN.  * ‘-._3 w i t h  E=130 Hz ( t h e  l e f t w a r d  i c s  t h a t  a s s u m e s  t h a t  t h e  
\\î L . . . . . . . L,) three  v a l u e s  ) and f o r  t h e  e f f e c t  o f  f o c u s  i s  l i m i t e d  

. . MOWOŒO m o œ o m o w o œ o  1 w i t h  E=80Hz ( t h e  o n l y  t o  t h e  c o n s t i t u e n t  Flg.3 Schelatnc structure of  the s t i m u l  
synthet ic  s t imul i .  Control p o i n t s  A-F Fig .4  X wh—judgments of s ixteen r e s t ) .  T h e  r e a l  a n d  d o t t e d  m a r k e d  a s  f o c u s e d  i s  i n a p —  were l i n e a r l y  i n t e r p o l a t e d  as a gross synthet ic  s t i m u l i  a s  the function of l i n e s  s t a n d  r e s p e c t i v e l y  f o r  p r o p r i e t e  a n d  t o  b e  r e v i s e d .  approximation to natural intonations.  the D values (absc i s sa ) .  Real l i n e s  t h e  stimuli W i t h  3:300!” a n d  F i n a l l y ,  I t  s h o u l d  b e  p o i n t -  The thick arrow indicates the time stand for the stimuli with B=300Hz( B=23°“Z- This “3“” “°“ ed °“ that °“e ”””…“ stretch masked with white noise. prominent vh). and dotted lines stand c l e a r l y  that t h e  contribu— PI‘Oblel W33 l e f t  untouched: for those with B:230Hz(not prominent). t i o n  o f  t h e  D v a l u e  i s  w h e t h e r  t h e  d i f f e r e n c e  o f  

g r e a t e r  b y  f a r  t h a n  t h a t  o f  i n t o n a t i o n  e x a m i n e d  i n  t h i s  c o n d i t i o n .  was made on a and Sb by u s i n g  s y n t h e s i z e d  _ the  B v a l u e .  Although a s tudy  i s  s p e c i f i c  t o  t h e  
c o m p u t e r .  T h e s e  s t i m u l i  w e r e  s p e e c h  i n  w h i c h  b o t h  c u e s  ! r a i s e d  B v a l u e ( 3 0 0 H z )  m a k e s  p a i r  o f  wh a n d  n o n - w h  q u e s -  
presented  t o  e l e v e n  s p e a k e r s  were c o n t r o l l e d .  F i g  3 shows some c o n t r i b u t i o n  t o  sub-  t i o n s .  The l i n e  o f  r eason ing  o f  TJ i n  random order i n  a the  schematic  s t r u c t u r e  of  J e c t s '  judgment o f  wh—ques- t h a t  I f o l l o w e d  i n  t h i s  quiet l is tening condition. the stimuli synthesized A-F tion.this effect i s  observed study predicts that the The s u b j e c t s  were requested  of  F i g ,  3 d e n o t e  the  p o i n t s  on ly  when D i s  r e l a t i v e l y  d i f f e r e n c e  i s  not  a s p e c i f i c  
t o  i d e n t i f y  w h e t h e r  t h e  where  t h e  c o n t o u r  i s  con— h i g h  (180Hz o r  1 6 0  Hz). O n c e  o n e .  I t  i s  e x p e c t e d  t h a t  t h e  
u t t e r a n c e  they heard was ( 1 )  t r o l l e d .  point A i s  t h e  D i s  s e t  t o  r e l a t i v e l y  low same i n t o n a t i o n a l  d i f f e r e n c e  
OF ( 2 ) -  N0 n o t i c e  c o n c e r n i n g  b e g i n n i n g  o f  t h e  u t t e r a n c e  v a l u e s  (120Hz o r  100Hz). t h e  i s  o b s e r v e d  i n  a n y  p a i r  o f  the relevance of prosody was and i s  fixed at 200Hz Point stimuli were perceived "OSt' sentences having the sale given. Fig.2 summarizes the B i s  concerned with the cue 1? as wh-question irrespec- difference of focus place- 
r e s u l t  Of t h e  f i r s t  e x p e r i -  pw; i t s  Fo v a l u e  i s  e i t h e r  , ' t l v e  o f  t h e  B values. ment a s  t h e  o n e  o b s e r v e d  ment. Real and d o t t e d  l i n e s  300Hz or 230Hz. Point  C between ( 3 )  and ( 4 ) ‘  show r e s p e c t i v e l y  t h e  p e r -  s t a n d s  f o r  t h e  b e g i n n i n g  o f  5 '  DISCUSSION AND CONCLUSION c e n t a g e s  Of c o r r e c t  identi— the  p r e d i c a t e  mieru and i s  The two experiments  r e -  6 .  REFERENCES 
f i c a t i o n  Of wh and non—wh— f i x e d  a t  140HzÎ—FËÎnt D i s  p o r t e d  h e r e  l e a d  u s  t o  [ l l P i e r r e h u m b e r t , J . & M . B e c k a a n  
q u e s t i o n  t y p e s .  T h e  o v e r a l l  t a k e n  a s  r e p r e s e n t a t i v e  o f  r e c o n s i d e r  t h e  p h o n e t i c  na— ( 1 9 8 8 ) , J a p a n e s e  T o n e  S t r u c -  
average c o r r e c t  ident i f ica— the  cue Sb and i s  180 160 ture  o f  f o c u s  i n  TJ, stress— t u r e .  The MIT P r e s s .  t i o n  r a t e  i s  q u i t e  h i g h  ( 1 4 0 .  1 2 0  o r  1 0 0 H z .  P o i n t  È I n g  t h e  i m p o r t a n c e  o f  t h e  [ 2 ] M a ë k a w a , K . ( 1 9 9 0 ) .  'Muaku— 9 2 . 2 %  f o r  w h ' s  a n d  95_5% f o r  i s  t h e  b e g i n n i n g  o f  t h e  e s a l i e n c e  o f  t h e  p r o s o d i c  sen tohoogenno  i n t o n e e s h o n . ‘  
non-wh S ) .  s h o w i n g  t h a t  s e n t e n c e  f i n a l  r i s e  and  i s  b o u n d a r y .  I n  t h i s  r e s p e c t .  i n  O n s e i g e n g o l  4 .  8 7 - 1 1 0 .  n a t u r a l  u t t e r a n c e s  are  f u l l  e i t h e r  130 or 80Hz. Po int  F i t  i s  n o t e w o r t h y  that Fuji— [ a l F u j i s a k i . H  & H.Kawai (198 o f  p r o s o d i c  c u e s .  However. i s  the  t a r g e t  of  t h e  r i s e  s a k i  & Kawailal and K o r i l 4 ]  8 ) ’  ' R e a l i z a t i o n  of  l i n g u i s -  F ig-  2 PPOVIdeS us with and i s  f l x e d  a t  220Hz Of have i n d e p e n d e n t l y  p o i n t e d  t i c  in format ion  i n  t h e  v o i c e  
l i t t l e  information about the  311 the  twenty combinations out t h a t  f o c u s  not  o n l y  i n c -  fundamental frequency c o n -  r e l a t i v e  importance o f  Pw of  the  F0 v a l u e s  o f  B D and r e a s e s  the  prominence Of the  tour  o f  t h e  spoken Japa— and S b -  B o t h  o f  t h e s e  w o u l d  E .  t h e  f o u r  c o m b i n a t i o n s  i n  . f o c u s e d  c o n s t i t u e n t  b u t  a l s o  n e s e . ' A n n . B u l l . R I L P L 2 2 , 1 8 3 —  
seem t °  have eQuel impor— which the E value i s  higher reduces the prominence ° f  191' tance in the ident i f icat ion  than the D value were e l imi -  the f°110W1ng const i tuents .  [4lKor1.S.(1989).  'Kyoochoo- 
t a s k .  ( A n d  i t  c a n n o t  b e  n a t e d  b e c a u s e  t h e s e  g1ve  K o r i  a l s o  s u g g e s t s  t h a t  p r o -  t o  i n t o n e e s h o n _ '  i n  S u g i t o .  denied t h a t  cues  o ther  than r i s e  t o  i n t o n a t i o n a l  c o n f i g -  minence Of t h e  f i n a l  con-  M.ed. Kooza n ihongoto  n ihon-  the  F0 s h a p e s  made c e r t a i n  u r a t i o n s  which are  imposs i -  i s t i t u e n t  o f  an u t t e r a n c e  i s  gokyoo iku ,Vo l . 2 .  Tokyo. Mel- 
contribution.)  ble in TJ_ The remaining l more reduced than that of Jishoin.  

s i x t e e n  I n t o n a t  ° - t h e  o t h e r  c o n s t i t u e n t s .  T h i s  4 .  EXPERIMENT 2 w e r e  s y n t h e s i z ä d n b y c o g î g g ä â  a n a l y s i s .  w h i c h  i s  b a s e d  o n  ACKNOWLEDGMENT The a i m  o f  t h e  s e c o n d  e x p e r -  m e t h o d ,  u s i n g  t h e  PANASYNS . p r o d u c t i o n  d a t a ,  s e e m s  t o  b e  I am v e r y  g r a t e f u l  t o  Osalu 
i m e n t  was  t o  e x a m i n e  t h e  program d e v e l o p e d  b y  H i r o s h i  c o n g r u e n t  w i t h  my p e r c e p t i o n  M i z u t a n i  o f  NLRI f o r  h i s  r e l a t i v e  i m p o r t a n c e  o f  Pw I m a g a w a  a n d  S h i g e r u  K i r i t a —  d a t a .  F i g .  4 i n d i c a t e s  t h a t  c o m m e n t s  o n  a n  e a r l i e r  d r a f t  

i n  o r d e r  f o r  a s t i m u l u s  t o  o f  t h i s  p a p e r .  

2 0 L  o n s  



COMBINATION S OF TYPES OF PITCH ACCENT 
IN A CORPUS OF RUSSIAN SPEECH 

Cecilia Odé 

Institute for Perception Research, Eindhoven, 
The Netherlands 

ABSTRACT 

On the basis of a corpus of 15 min- 
utes of spontaneous and prepared Rus- 
sian speech, perceptually relevant pitch 
movements have been classified into 
types of pitch accent. A pitch accent 
is defined as a (configuration of) pitch 
movement(s) lending prominence to a 
syllable. The classification of pitch 
accents has been made by using the 
so—called stylization method (recently 
summarized in ’t Hart, Collier and Co— 
hen (1990)). A number of perception 
experiments (Odé 1989) have resulted 
in 6 rising and 7 falling types of pitch 
accent. In the present paper combina- 
tions of types of pitch accent will be 
discussed. 

1 PITCH ACCENTS 

In tables 1 and 2 all types of rising and 
falling pitch accent, respectively, as ob- 
served in the corpus are given with 
their phonetic specification. The av- 
erage values of all types of pitch ac- 
cent are presented. Numbers between 
brackets indicate the maximum and 
minimum values of the features. These 
values are the limits of perceptual tol— 
erance of the types of pitch accent. The 
various types indicated in tables 1 and 
2 are distinguished on the basis of the 
following features: 
Direction distinguishes between rising 
and falling movements in the promi- 
nent syllable, that is between table 'l 
and table 2. ’ 
In the case of rising movements, ez- 
cursion distinguishes between types R 
and r. Excursion indicates the size of 
an interval. In this article excursion is 
expressed in semitones measured from 
the lowest level of a speaker. For rises 

there is a difference between a high- 
est point reached within a range up to 
10 semitones above the lowest level of 
a speaker (low register and a highest 
point reached above t e low register 
from 10 semitones up to the highest 
level of a speaker (high register). In 
the case of falling movements, excur- 
sion distinguishes between F and f. 
Timing indicates the position in the 
prominent syllable where the end fre- 
quency of a pitch movement is reached: 
the end frequency is reached near the 
vowel onset (early timing, symbol ‘-—’) 
or much later than the vowel onset 
(late timing, symbol ‘+’). For rises, 
timing is relevant in combination with 
posttonic parts (see below); for falls it 
is the only distinctive feature between 
accents Fl—/Fnl— and FI+/Fnl+. 
The slope of a pitch movement, 
expressed in semitones per second 
(STJS), is the rate of change of F0: a 
gra ual or steep slope. Though not an 
independent distinctive feature in Rus— 
sian, the rate of change of F0 in com- 
bination with timing and or posttonic 
part (see below) can di erentiate be— 
tween types of pitch accent (Odé 1989: 
95 
The posttom'c part is the syllable(s) im- 
mediately following the prominent syl- 
lable. Some pitch accents differ from 
one another on the basis of the level 
reached in this part: low vs. high vs. 
middle for rises; high vs. low (non—low) 
for falls. 
The pretom'c part is the syllable(s) im- 
mediately preceding the pitch accented 
syllable. The movement in a. pretonic 
part can make the movement in the 
tonic syllable more salient. 
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2 CONNECTING 
MOVEMENTS 

Pitch accents are connected by non- 
prominence—lending pitch movements. 
These movements run from the post— 
tonic part of the) previous pitc ac- 
cent to the (pretonic part of the) 
next accent. The point at which 
a non-prominence—lending pitch move- 
ment turns from the last pitch accent 
into the non-prominence—lending pitch 
movement to the next accent, the so- 
called turning point (see the arrow in 
figure 1), is not arbitrary. Shifting 
the turning point forward or backward 
can affect the prosodic (and semantic) 
grouping of words. The location of the 
turning point is thus an important fea- 
ture in non-prominence—lending pitch 
movements. 

M 
Figure 1: A turning point 

3 PROSODIC BOUNDARIES 

Table 3 gives all sequences of two suc-— 
cessive types of pitch accent between 
prosodic boundaries that were found in 
the corpus. 
The perception of a prosodic boundary 
is cued by pitch and/or temporal or— 
ganization of an utterance. Prosodic 
boundaries ‘(..) are perceived as clear 
breaks in the speech stream although 
acoustically silent pauses need not be 
present’ J.J. de Rooij 1979:l43). A 
prosodic oundary is relevant for the 
semantic organization of an utterance. 
The position of the boundary can mark 
the end and beginning of a stream of 
thoughts. 
Generally speaking, a prosodic bound- 
ary is heard as a pause within or at the 
end of an utterance. Prosodic bound- 
aries were also perceived at a silence, 
a hesitation, a. reset an abrupt jump 
upward or downward in the F0 course) 
and at a turning point between two 
pitch accents. 
In Spontaneous speech elliptic phrases 

frequently occur. However, sudden in- 
terruptions in an utterance do not al- 
ways correspond with interruptions or 
Fo changes in the melodic course of an 
utterance. 
In the corpus I have marked prosodic 
boundaries at positions where clear 
breaks in the speech stream were per— 
ceived. My observations have been ver- 
ified by two highly trained listeners, 
native speakers of Russian. 

4 COMBINATIONS 

A combination of pitch accents is 
a sequence of pitch accents between 
prosodic boundaries. 
Types of pitch accent that usually oc- 
cur as the last accent before a bound- 
ary are types Rl - ,  Fl—, Fnl—, Fl+, 
Fnl+, Fh—. Types Rh- and Rs— reg- 
ularly occur both as a last accent be- 
fore a boundary and as a non-last ac— 
cent. I will now discuss the single ex— 
amples of sequences where these ac— 
cents do not occur before a bound- 
ary. The numbers between brackets af— 
ter the examples refer to pages in Odé 
1989. The type of pitch accent is indi— 
cated directly after the word in which 
it occurs. 
Type Rl—, if not before a boundary, 
can be followed by types Rm—/ + and 
rm— +.  An example is to naibolee 
(RI—) êasto (rm—) (267 , where the 
two pitch accents imme iately follow 
each other. The same phenomenon was 
observed in other cases. Type Rl— fol- 
lowed by type Fnl+ has been observed 
in the utterance nam nuäno poechat’ 
est ne jug (RI—) s nej posidet’ (Fnl+) 
(230); and type Rl— followed by type 
Fnl— in ty éto vy :: polëestogo vstalt : 
_biletov (Ri—) ne chvatilo (Fnl—) (252). 
Type Rl— is followed by Fl+ in nu po- 
moemu (RI-) raketa (FH) (254). In 
all these cases there is a direct con- 
nection, semantically and syntactically, 
between the two pitch-accented words. 
Type Rl— can be replaced by types 
Rm-/+ or rm— / +,  but that accent 18 
less emphatic. 
Type Rh——, if not before a bound— 
ary, can be followed by the same ac- 
cent or by type Rm—/+, rl—/+ be— 
fore the utterance is completed before 
a boundary with the accents Fl—, F l+ 
or Fnl+. I think it is just by chance 
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O
 

that type Fnl— did not occur after type Rh— in the corpus. In an ex— periment gOdé 1989:61—64) it has been establishe , that type Rh— is soon fol— lowed by a final fall, and only occasion- ally are some accents realized between type Rh— and the final fall. For ex— ample: ja repett'roval (...) scenu (Rh— Sadka (Rm—) !' ego Zeny Ljubavy (F I+ (213); no podvi'iki' (Rh—) poka (rm— mikroskopiëeskie (F —) (263). 
contrast to Nikolaeva’s findings (1977:84), in my material there is no phonetic difference between types RI—/Rh— in a final clause of a sentence and in non-final clauses. Both types occur in both positions, with different sizes of excursion, but the excursion is always large. ‘ Type Ris—, which is frequently followed by a final fall, is in one case followed by type rl+ in the exclamation c'ert (Rs—) ego znaet (rl+) 282). An ex— ample of Rs— followed y type Rm+ is: gm om' (Rs—) sotrudni'ki' (Rm+) Akademiï nauk (231). 

The final falls Fl—, Fnl—, F l+ and Fnl+ have been found after one an- other, for example in afterthoughts: v pjat’ (Rm—) pjat’desjat (FI—) ottuda (FI—) (249); nam biletov ne chvatilo na étu (Fl+) raketu Fl+) (252). It is interesting to see t at most of the sequences of final falls within one ut— terance occur in the most lively dia— logue of the corpus. Other examples of sequences of falling types'of pitch ac- cent are: a voob-s‘d‘e (Fnl+) vot tak vat v real ’noj (f) êi'zm' f) (232); nu e'to Kolja Grinc'en o (Fnl+ skaz (Fnl+) (284); ot nolja do pjati gradusov (F nl—) tcp a (FI—) (231). ' 
Types Fnl— and Fnl+ are followed by the rises Rl—, Rh— and Rm+ in a few cases. Probably because of the high speaking rate in the spontaneous frag— ments no boundary was perceived after the fall. Examples are: tut-to skaza— las’ (Fnl+) perestrojka (RI—) (256 ; v tri casa idet bli'êajsaja Fifi—) ra eta (RI—) (249); rjamo s aà'em nenor- mal’noe Fnl+ raspredelenie (f) tem- peratury Rh— (262); znaè'it pri'perlis’ (Fnl)+) tuda (Fnl+) v sem’ utra (Rm+) 251 . 

Finally, type Fh— can be followed by ! the same type: ana (…) toc'nee (Fh—) sootvetstvovala (Fh—) (219) and by 

type Fnl+: da c'to (Fh—) dlja menja v obs‘e'em ocen’ susdestvennyj (Fnl+) vo- pros (Fnl+) (233). 
Type F”+ is a repetition of the same pitch accent (see table 2) and will not be discussed here. 

5 TOWARDS A LINGUISTIC INTERPRETATION 
A type of pitch accent can have various functions in different contexts; difl'er- ent types of pitch accent can be used in one function. In my opinion, for all examples of one type of pitch ac- cent in the corpus, the contextual func— tions of that type should be examined in order to determine whether contex- tual functions can be summarized into one meaning. If that is the case, the contextual functions found are inter- pretations of that meaning. Realisa- tions of one type of pitch accent are perceptually equivalent, but contextual functions differ. 

For example, type Fh— is interpreted as a question in Eta (f) c’to nam daet (?) (Fh-). In the utterances a obratno and { vozmoäno type Fh— is inter-— preted as the punctuation mark ‘:’. In the utterance vospi'tyvajte (Rm+) svoju mamu (Fh—) v takom duche (Ph—), the stream of thoughts is in— comp ete and evokes a reaction. On the other hand, in questions and in in- complete utterances we also find type l—, e.g. in om' studenty (?) and om' uechah' ottuda (. .) .  
At the congress more examples of com- binations of pitch accent will be pre- sented with their interpretation. 

6 REFERENCES 
’t HART, J., COLLIER, R., COHEN, A. (1990), A perceptual study of into- nation: A n  experimental-phonetic ap- proach to speech melody, Cambridge. NIKOLAEVA, T.M. (1977), Frazo- vaja intonacù'a slavjanskich jazykov, Moskva,. 
ODE, C. (1989), Russian Intonation: A Perceptual Description, Amsterdam. ROOIJ, J .J .DE (1979), Speech punctu- ation, an acoustic and perceptual study of some aspects of speech prosody in Dutch, Doct. Diss., Utrecht. 
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Table 1 Types of rising pitch accent: average values and maximumt finlîiormmiäneiïi‘: 1:32“! (grillé: 
. . = rise with lar e excursion _r = rise m _ _ , . 

;îäîbïätgättoheînïêh lpî'osttonic part, si no posttonic part, m = middle posttonic part, = 
early timing, + = late timing. 

' fi ' ' 1 ture ' n timing posttonics Hope register pic I???” 3???l m early Îow {gig/68) high j\— 
13-21 11% late _ _ 

Rh— i? ST) 95% early high 74 ST/s . high ___/— 
(15-29 5% late (35-129 _ h 

R95- 16 ST Sîäîîarly fl ËÊOSS'Iè/Ls hig J 
13-21 16 o ate _ 

Rm-7+ :5 3'1"1 70% early mÎddlË ËQSË high _ / \  
1-17 307 late - 

rm—/ + &) ËTJ 60 Zearly middle— 1315935T§€s Tow _ j \  
(8.543) 40% late sT w 

- 11 ST 87.5% early low 52 /s o 
rl F (9-12L 12.5% late (23-951 J"\. 

' d minimum values (limits of f llin itch accent: average values and maximum an. _ 
îäîïpîhîlîîïrîhcî). 1%: fall, l = low: thle1 lâwîlst lefiçlff 1:: :(pneâkgruits rî'aêhïîllnëcflï lieriäiîeanèätê 

= - : the lowest level is not reac e , = ig_ _p _ ,_ . . 
gin-133:1: o: the configuration is repeated, — = early timing, + — late tuning 

' ' ture ursion slope above EW posttonics mc 
Pl:B e ÊXST 47 ST/s 0 ST low _\. 

(6-11) (39-71) l 
Înl— ? ST Î2 gigs (3851) non- _ow -\_ 

3-16 15-6 - 
FÊ- 9 ST) 47 ST/s 0 ST Îow —\_ 

(6-13) (32-60) } 
Înl+ 8 ST 50 ST/s 4 ST non- ow “\— 

(5-1_1) (25-83) (2-35l rises 9 ST to V— 
Fh— 6 ST 35 ST/à 4 13 ST above low 

. - 7) 5-7 (10-58) ç! _5_1 
@ +  %0 SIT 65 ST/î rising / \ /  

8-13 (55-73 - 
Î-/+ %ST) ZSÎT/s 6 ST varying __\_ 

Q-Ël fl4-57l L5—_8) 
. . . . ccurrm bl 3 S ences of types of pitch accent: tlie Sign x_indicates whiclîltyperoâîre iñîntliïcg accent: 

Ta e . egu be followed by which other type of pitch accent iii t er co p B:m- an Rm+, etc., 
Em}! accen /c în rl-/ + and f-/ + all occur with early and late timing. ypeàs t '  ““) has been 
arr:-n/O—ïäliîrimi’nated on the basis of early or late timing. Therefore, the in ica ion 
left out of this table. Single cases are indicated with the sign 0. 

R1- Rh— K95- lÎm rm r ÎI- Fnl— Ël+ 104111“— Fh- F“+ 
0 0 fi— 0 Rl- x x 
0 0 x 0 

âh- Ü 0 0 0 x x x x x 
Râl- x x x x x x x x x : x x 
rm x x x x x x x x x 0 

il. n 
Fnl— 7) O 0 

FH- 0 0 0 (T Tnl+ 0 . D Ü 
Fh. 

x fF:+ x x x x x x x x x x x 
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. ABSTRACT 
Building elements to realise intona— tion contours in the MULTIVOX mul- tilingual text-to—speech system are dis- 
cussed. The description concerns into- 
nation patterns on the word, phrase, 
and sentence levels from the point of 
View of Hun arian, German, Finnish, 
Italian and speranto. The crosslin- 
guistic features of the patterns will be 
shown as well. 

1. INTRODUCTION 
I_n text-to—speech synthesis the robot— 
like sound can be improved towards a 
more natural, human—like voice quality 
— among other things — by superim- 
posmg mtonation patterns. The newest directions 1n text-to-speech synthesis 
pomt m many cases towards a multilin— gual approach combined into one mod- ular system [2]. The Multivox system IS a general, text-to—s eech system de— velo ed_ in Hungary [â for multilin ual syn}: esxs. The system works in un- 
arian, German, Italian, Esperanto and innish. New languages can be adapted 

easily to the basic system. Dutch and Spanish are under development. The 
synthesis hardware is the PCF 8200 for- 
mant synthesizer. In MULTIVOX a 
modular representation of intonation 
has been implemented. 
2. ELEMENTS FOR INTONATION AND STRESS 
In \devising acceptable intonation for 
unrestricted text we must formulate a set. pf rules which result in natural soundmg pitch contours for utterances that may have never been spoken [9]. 
In  t h e  MULTIVOX system the follow- 
mg_elcmcnts of pitch movements and timing correction are used as modular 
uni ts  in intonation and stress genera— 
tion.  

1. Starting (S) point of the pitch con- 
tour 

2. Direction of the pitch movement: 
rise (R); fall (F) 

3. Ë)e)gree: high (H), medium (M), low 
L 

. Steepness (St) of movement in time 

. Jump down (Jd)+(level) or(S) or (E) 

. Jump up (Ju)+(level) or(S) or (E) 

. No change (N)(ms) 

. End point (E) of the pitch contour 

. Lengthening (L) of the stressed vowel 
The degree parameter can be adjusted to all units. ExampleszRM means rising 
to medium level; Ju(SM) means jump 
up to a medium starting point. 
The physical values concerning these 
three degrees are shown in  Table 1. 

Table 1. 
Unit Degree 

High Me ium Low 
S/E 125 110 95 Hz Ë/F 25 15 5 % 
St 2 0,5 0,25 Hz/ms 
L 3): 2x 1,5x times 

m
o

o
-

q
o

z
m

d
x

 

These data  are used for a male voice 
generation. 
3. PITCH AND TIMING IN WORD 
STRESS 
Two questions were taken into consid— 
eration in  the formation of word stress, 
the relation of pitch variation and the 
duration of the vowel in question. 
(i) Whether pitch change cooccurs with 
lengthening or not? This and the place 
of the accent is shown in  Table 2. 
Table 2. expresses tha t  in Italian and 
in Esperanto the pitch contours and 
the lengthening of the vowel in  ques- 

2 1 0  

tion have to be treated together. In the 
Table 2. 

Language Pitch Lengthening Accented 
change syllable 

Hungarian + - initial 
German + — any 
Italian + + any 
Esperanto + + penultimate 
Finnish + — initial 

other languages these two parameters 
are treated separately. 
(ii) Vowel duration influences the form 
of the pitch pattern. Our experience 
is that the same pitch contour cannot 
be used automatically in the case of a 
short and a lengthened vowel. Slight 
changes characterise the pattern for 
long vowels. A stress pitch contour for 
these cases looks like this: 
for a short vowel (V): 

SM(RM)(StH)+(FM)(StM)EM 
for a long vowel (VV): 
SM(RM)(StM)+N(x)+(FM)(StM)EM 
The value of (x) is language dependent. 
For Hungarian and German it is cca. 30 
ms, for Italian and Esperanto in closed 
syllables cca. 30 ms, in open syllables 
cca. 60 ms, in Finnish cca. 60 ms. 
3.1. Word stress cate ories: 
Rule 1: Stress on the rst syllable. Lan- 

ages: Hungarian, Finnish, German 
ule 2: Stress on the last syllable. Lan- 
uages: Italian, German 
ule 3: Stress on the penultimate syl- 

lable. Languages: Italian, German, Es- 
peranto. 
Rule 4: Stress on other syllables. Lan- 
guages: Italian, German. 
Rule 5: Unstress the sequence. Lan- 
guages: all. 
These 5 types of rules serve for word 
stress realisation in the mentioned five 
languages. 
3.2. Algorithm for stress assignment 
As Table 2. shows, Hungarian, Finnish 
and Esperanto can be treated as fixed 
stress languages, German and Italian 
are free stressed ones. For fixed stress 
languages the stressed s llable in the 
word can be determined y the rules 1 
and 3. If the stress is signalled by dia- 
critics -— like in Italian —, rule 2 will be 
used. 
For free stress lan ages the algo- 
rithms for finding tïè stressed sylla- 
ble in the word are based in many 

cases on a large morpheme inventory 
(10.000—50.000 entries and a mor- 
pheme analyser algorit m. Such solu— 
tions are known for English [1] for Ger- 
man [3] and for Italian [7], too. 
The MULTIVOX system was designed 
to work with a relatively small memory 
max. 100 kbyte) and in real time on a 
C. Therefore no morpheme inventory 

and no morpheme analysis is used at 
all. To assign the proper lace of the 
stress in the word (for It ian and for 
German) the “letter sequence” method 
(LSM) [5] and some other special al— 
gorithms were developed. The output 
of LSM is a sound level representa- 
tion of the written text where the final 
duration of vowels is already set cor- 
rectly in 95% (incorporating the neces- 
sary lengthenings coming from stress or 
from other linguistic rules). 
In the Italian version of MULTIVOX 
the stress algorithm searches the sylla- 
ble to be stressed on the basis of vowel 
durations. The stress will be superim- 
posed where a vowel is lengthened in 
the word. This solution is an indirect 
approach to stress determination. 
A more complicated solution appears 
in the German version, where the place 
of stress was assigned by the following 
rules. 
D1.There is only one stress in one word. 
D2.Stressed prefix suffix has priority 
against other rules (ankommen, K om- 
ponist, studieren). 
D3.An unstressed refix is followed by 
a stressed syllable äekommen, gesagt). 
D4.In two syllable words the lon vowel 
(if there is any) is stressed (ahren, 
sehen, primâr), else the first (Silbe, 
Tammi}. This last rule is based on 
empiric observations. 
Using these rules for finding the place 
of stress in German words a correct 
pitch superimposing is performed in 
95% of the cases. The evaluation of 
these rules were done by listening to 
1600 German sentences [8] and 50 text 
files (one A4 page each) gathered from 
books and newspapers. A weaker point 
of the German word stress assignment 
is the case of compound words. Here 
only rules D2 and D3 can assign a place 
of the stress for pitch patterns. Inci- 
dentally, the correct timing structure 
(without a pitch pattern superimposed) 
gives the feeling of correct stressing in 
most cases. 
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3.3. Pitch patterns for word stress 
The following types of pitch patterns 
(PP) are used to create the frequency 
component of stress: 
PP1.SM+RM(StMP+FH(StH)+EM 
Hungarian: first sy lable, 
Italian: every stress except final, 
German: stressed suffix 
Esperanto: every stress. H s IIâEle SH- y figg1'MIR 
S M — — - — [  L L 

L 
SL“ M]F H 
PP2.SM+RM(StM)+FH(StH)+N(x)+ 
+RL(StM)+EM ' 
German: first syllable in more—than- 
two—syllable words. 

.. l a s t  
/ \ \  syll . 

___Z_- \— _] _ _ _ -  

PP3.SM+RM(StM)+FH(StH)+N(x)+ 
+Ju(EM) 
German: first syllable in two-syllable 
words, 
Finnish: every stress. 

PP4.SL+Ju(SM)+ PP2 
German: unstressed refix in more— 
than—two—syllable words. 

À . _ __]C____\____.__.__Z__ ___- 

PP5.SL+Ju(SM)+ PP3 
German: unstressed prefix in two—sylla- 
ble words. 

The question of unstressing is just as 
important as stress if we want to get 
_closer to the natural variation among 
stressed, unstressed, and neutral parts 
in human speech. Unstressing in MUL- 

TIVOX is generated by reducing the 
itch value to SL durin the sequence 
word, prefix, suffix, etc. . This method 

is used for every language in the sys— 
tem. In sum, concerning word stress 
generation three types of cases are 
used: stressed, unstressed and neutral 
sequences. All these patterns remain 
present in higher level intonation pat- 
terns, i.e. in phrase and in sentence in— 
tonation. 

4. PIIRASE LEVEL INTONATION 
The detection of phrase boundaries 
is performed in general on the ba- 
sis of parsing [1], [3]. The MULTI- 
VOX system is irregu ar with respect 
to this solution, too. A simple phrase 
boundary detection was designed and 
realised, similar to the solution pro- 
posed by O’Shaughnessy [6] for En— 
glish. Function words and some other 
special words are used to detect bound— 
aries [5]. This solution is done for all 
the languages in the system. Excep— 
tions are Esperanto and German, where 
additional rules also help to improve 
phrase detection. For Esperanto noun 
and verb phrases can be detected be- 
cause of the regularity of the langua e. 
In German the nouns are detected îy 
searching ca ital letters as initials in 
words. For p rase intonation the same 
pattern is used in all languages i.e. the 
pitch is slightly rised continuously in 
the last two syllables of the phrase e. . 
RL(StM)1. The pitch is set back (JdNI) 
during t e phrase pause which is 200- 
300 ms between the phrases. 
5. SENTENCE INTONATION 
In sentence intonation a serious prob— 
lem is to find such rules that make the 
monotonous sounding more natural, so 
that listening to long texts should not 
be uncomfortable [2]. 
Two types of sentence intonations are 

enerated automatically in the MUL- 
IVOX system: one for declarative 

sentences and one for questions. For 
declaratives the general theoretical pat— 
tern is a linear fallin one. This pat— 
tern is used for all the Ianguages except 
Italian, where a rising—falling pattern 
is superimposed. To achieve variabil— 
ity in long texts (sentence by sentence) 
the following simple rules were built 
into declarative intonation: the start— 
ing pitch value and the steepness of the 
declination is changed as a function of 
sentence length (Table 3.) 
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Table 3. 

Sentence length Start pitch Steepness 
very short (300ms) 120 Hz 10Hz/100ms 

short (600ms) 118 3 
medium (1 s) 116 2 
normal (3 s) 114 0.5 

Ion (8 s) 112 0.2 
very Iong 

up to (15 s) 110 0.1 

In addition, the last word of the sen- 
tence is set to a lower pitch value for 
creatin the feeling that the sentence 
has en ed. At phrase boundaries the 
pitch is set higher (1—2 Hz/boundary) 
in the long and very long categories. 
This gives the feeling that a new phrase 
has begun. With these simple rules a 
relatively diversified sounding has been 
reached in reading long texts. 
In questions, different types of pitch 
patterns have to be superimposed de— 
pending on the kind of uestion, like 
question with Q word / wit out Q word; 
one-syllable question. 
5.1. Question with Q word 
A general pattern is used for all the lan— 
guages in the system. A high peak is set 
on the Q word i.e. 

RH(StH)+ FH§StM)+ FL(StM) 
and afterwards a alling pattern is su- 
perimposed (similar to the declarative 
sentence but with less steepness). It 
is important to set the end of the 
falling part of the peak lower than the 
starting point was. The place of pitch 
change depends on the Q word and on 
the language (first, second etc. sylla- 
ble). Markers sign the subgroups of Q 
words and the peak is placed where the 
marker points. 
5.2. Questions without Q word 
A general pattern for all the languages 
—— except Hun arian — is as follows: The 
beginning is d(M) and the end is like 
in the phrase pattern. It is important 
to set a lower starting point than in the 
declarative sentences. In Hungarian the 
end pattern is a peak i.e. 

RH(StH)+FH(StM) 
on the penultimate syllable. 
5.3. One-syllable questions 
The pattern is the same for all the lan- 
guages for one-syllable questions. This 
is a rising one i.e. 

SL+RL(StL)+RL(StM)+RH(StH). 
This pattern expresses a gradually in- 
creasing pitch value in the question. 
6. CONCLUSIONS 
An attempt at multilingual intonation 
synthesis with a limited number and 
sort of pitch patterns was described. 
Our findings are that the patterns 
shown above are enough to realise the 
most characteristic pitch contours of 
many languages. The practical work- 
ing of the above atterns was tested 
in the MULTIVO system. The results 
are tolerably good. 
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ABSTRACT 
T h e  m e t h o d  i s  p r o p o s e d  f o r  
e v a l u a t i n g  i n t o n a t i o n  c u r v e  f r o m  t h e  h i g h l y  c o r r u p t e d  
s p e e c h  s i g n a l .  D u r i n g  l o c a l  p r o c e s s i n g  t h e  a d a p t i v e  
t h r e s h o l d  i s  a p p l i e d  t o  t h e  s h o r t — t i m e  F F T — s p e c t r u m ,  p i t c h  h a r m o n i e s  a r e  i d e n t i f i e d  a n d  p i t c h  
f r e q u e n c y  d e t e r m i n e d .  D u r i n g  g l o b  p r o c e s s i n g ,  t h e  i n t o n a t i o n  c u r v e  i s  s m o o t h e d  and a p p r o x i m a t e d  by t h e  l o w — o r d e r  p o l y n o m i a l .  

1. INTRODUCTION 
E v a l u a t i n g  i n t o n a t i o n  w h e n  S i g n a l .  i s  c o r r u p t e d  w i t h  n o i s e  i s  a p r o b l e m  o f  g r e a t  d i f f i c u l t y .  e s p e c i a l l y  i n  s p e e c h  c o m m u n i c a t i o n  s y s t e m s  w h e r e  o n l y  t h e  p a s t  o f  t h e  s i g n a l ’ s  p r o p e r t i e s  c a n  b e .  t a k e n  i n t o  c o n s i d e r —  a t i o n .  T h e r e  a r e  h o w e v e r  a p p l i c a t i o n s  w h e r e  m e a s u r i n g  i n  r e a l  t i m e  i s  n o t  n e c e s s a -  r y ,  e . g .  t e a c h i n g  o f  d e a f  p e r s o n s  t o  s p e a k ,  s t u d y i n g  f o r e i g n  l a n g u a g e s ,  s p e e c h  r e h a b i l i t a t i o n  a f t e r  o p e r a t -  i o n s  e t e .  I n  t h e s e  c a s e s , u t -  t e r i n g  m u s t  b e  ' f o l l o w e d  by an I n t o n a t i o n  c u r v e  on t h e  s c r e e n  f o r  v i s u a l  c o m p a r i s o n  t o  a r e f e r e n c e  o n e .  T h i s  s i —  t u a t i o n  i s  l e s s  c o m p l i c a t e d  b e c a u s e  s h a p i n g  o f  t h e  i n t o n a t i o n  c o n t o u r  i s  p o s s i b l e ,  and b o t h  p a s t  and f u t u r e  y a l u e s  can be t a k e n  ; ? t ï t a e c o u n t  a t  e v e r y  p o i n t  

W h e n  m e a s u r i n g  i n t o n a t i o n  f r o m  s p e c t r a l  d a t a ,  i d e n t i —  
f y i n g _  ' o f  p i t c h  h a r m o n i e s  
S i m p l i f i e s  c a l c u l a t i n g  o f  
p i t c h  f r e q u e n c y  ( P F ) .  T h e  m e t h o d  i s  t r e n d e d  t o w a r d s  l o o k i n g  f o r  p e r i o d i c i t y  i n  t h e  c o r r u p t e d  s p e c t r a  o f  
s p e e c h ,  s o  i t  c a n  f i n d  a 

p i t c h "  i n  t h e  s p e c t r a  o f  n o i s e  t o o  [ 2 ] .  T h e r e f o r e  t h e  g r e a t  a t t e n t i o n  i s  p a y e d  t o  
r e c o g n i t i o n  o f  n o i s y  f r a m e s .  T h e  e s s e n t i a l  f e a t u r e s  o f  
t h e  m e t h o d  p r o p o s e d  a r e :  
( 1 )  e m p l o y i n g  o f  t h e  a d a p t i v e  t h r e s h o l d  ( A T H ) ;  ( 2 )  i d e n t i f y i n g  o f  p i t c h  h a r m o n i e s  by t h e i r  a m p l i —  t u d e s ,  s h a p e s  a n d  s y m m e t r y ;  

( 3 )  u s a g e  o f  a m u l t i s t a g e  p r o c e d u r e  f o r  t h e  v 0 1 c e d / u n v o i c e d  d e c i s i o n .  
T h e  b l o c k .  d i a g r a m  o f  t h e  a l g o r i t h m  i s  p r e s e n t e d  i n  F i g . ] .  

2. IDENTIFYING OF HARMONICS 2.1. Evaluating of the 
Short—Time Spectrum 

We s u p p o s e  a t  l e a s t  t h r e e  
p i t c h  h a r m o n i e s  t o  b e  
n e c e s s a r y  f o r  t a k i n g  d e c x s i o n  a b o u t  t h e  P F .  I f  
t h e  h i g h e s t  P F  f o r  a f e m a i l  
s p e a k e r  i s  4 5 0  H z  then t h e  
f r e q u e n c y  r e g i o n  u n d e r  
c o n s i d e r a t i o n  m u s t  b e  a t  
l e a s t  1 3 5 0  H z  ( 1 4 3 0  Hz  i n  o u r  h a r d w a r e ) .  The  s i g n a l  i s  w e i g h t e d  by t h e  Hamming  W i n d o w  and z e r o e s  a r e  added t o  o b t a i n  t h e  FFT s p e c t r u m  ( 1 n  t h e  l o g a r i t h m i c  s c a l e  ) 
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a t  6 4  s p e c t r a l  p o i n t s .  The 
s p e c t r a l  r e s o l u t i o n  i s  2 2 . 3  
H z , t h e  m e a s u r i n g  a c c u r a c y  i s  
i m p r o v e d  by p a r a b o l i c  i n t e r —  
p o l a t i o n  o f  s p e c t r a l  p e a k s .  
2.2. Adapt ive  Threshold 

A h o r i z o n t a l  t h r e s h o l d  h a s  a 
p r i n c i p l e  d i s a d v a n t a g e  
r e l a t e d  t o  t h e  f o r m a n t  
s t r u c t u r e  o f  t h e  s p e c t r u m :  
i t  c a n  e i t h e r  n o t  r e a c h  
h a r m o n i e s  i n  t h e  r e g i o n  
b e t w e e n  f o r m a n t s  o r  c r o s s  
t h e  s p e c t r a l  c o m p o n e n t s  
r e l a t e d  t o  b a c k g r o u n d  n o i s e .  
The  ATH i s  o b v i o u s l y  
n e c e s s a r y  c h a n g i n g  i t s  s h a p e  
w h e n  t h e  s p e c t r a l  p r o p e r t i e s  
o f  t h e  s p e e c h  s i g n a l  c h a n g e .  
We p r o p o s e  f o r  t h i s  p u r p o s e  
t h e  s p e c t r u m  o f  t h e  l i n e a r  
p r e d i c t i o n  ( L P )  m o d e l .  A s  
t h e  n a r r o w  f r e q u e n c y  b a n d  i s  
c o n s i d e r e d ,  t h e  l o w — o r d e r  LP 
m o d e l s  c a n  b e  u s e d .  F i g . 2  
i l l u s t r a t e s  t h e  e f f e c t  o f  
t h r e s h o l d i n g  f o r  d i f f e r e n t  
s o u n d s  and s i g n a l — t o — n o i s e  
r a t i o s  ( S N R ) ,  when t h e  ATH 
i s  o f  t h e  t y p e :  

HES): 1 _:  _ a  —z 
= 2 0 £ g | 1 + a 1 z  +azz  -«a=z | 

“ ( i )  b e i n g  t h e  LP 
c o e f f i c i e n t s ,  2=9XPC'JWD9 w 
b e i n g  t h e  c u r r e n t  f r e q u e n c y .  
T h e  v a l u e  o f  s h i f t i n g  d o w n -  
w a r d s  t h e  ATH d e p e n d s  on  t h e  
SNR and  i s  d i s c u s s e d  i n  [ 2 ] .  
2.3. Examination of spectral 

peaks 
T h e  t h r e e  p a r a m e t e r s  o f  
e v e r y  s p e c t r a l  peak  
e x c e e d i n g  t h e  ATH a r e  
e x a m i n e d :  a m p l i t u d e ,  s h a r p -  
n e s s  and s y m m e t r y .  T h e  amp- 
l i t u d e s  a r e  c a l c u l a t e d  
d i r e c t l y  f r o m  t h e  s p e c t r u m  
( s e e  e . g . [ 4 ] )  w h i l e  s h a r p -  
n e s s  and  s y m m e t r y  a r e  e v a l u -  
a t e d  by t h e  p a r a b o l i c  a p p r o —  
x i m a t i o n  o f  a s p e c t r a l  p e a k :  
t h e  c o e f f i c i e n t  a o f  a para— 
b o l a  and t h e  a p p r o x i m a t i o n  
e r r o r  c o r r e s p o n d i n g l y .  T h e  
r a n g e s  o f  v a l u e s  f o r  t h e s e  
p a r a m e t e r s  a r e  d e f i n e d  i n  

a d v a n c e ,  u s i n g  s t a t i s t i c s  o f  
n a t u r a l  s p e e c h  [ 2 ] .  A spect— 
r a l  p e a k  i s  c o n s i d e r e d  a 
p i t c h  h a r m o n i c  p r o v i d e d  a l l  
t h e  t h r e e  p a r a m e t e r s  a r e  
w i t h i n  t h e  r a n g e s  d e f i n e d .  

3. CALCULATING OF T H E  PITCH 
FREQUENCY 

T h e  d a t a  f o r  c a l c u l a t i n g  P F  
a r e  t 3 ,  t h e  f r e q u e n c i e s  
and  À C k J , t h e  l e v e l s  o f  
m a x i m a  o f  s p e c t r a l  p e a k s .  
O b v i o u s l y ,  & i s  n o t  a l w a y s  a 
number  o f  a p i t c h  h a r m o n i c .  
We h a v e  c h o s e n  a m e t h o d  o f  
e v a l u a t i n g  P F  m o s t  c l o s e  t o  
t h e  v i s u a l  one:  w e  c o n s i d e r  
t h e  a v e r a g e  d i s t a n c e  among 
h a r m o n i e s  t o  b e  t h e  P F .  T h e  
e v a l u a t i n g  i s  c a r r i e d  o u t  i n  
2 s t e p s :  
( 1 )  t h e  i n i t i a l  v a l u e  o f  PF 
i s  c a l c u l a t e d  a s  t h e  a v e r a g e  
d i s t a n c e  among t h r e e  
h a r m o n i e s :  o n e  o f  t h e  
m a x i m u m  45h) a l l  o v e r  t h e  
s p e c t r u m  and  t w o  c l o s e s t  t o  
i t  ( o n e  f r o m  t h e  l e f t  a n d  
a n o t h e r  f r o m  t h e  r i g h t ) .  T h e  
p o s s i b i l i t y  o f  l a c k i n g  o n e  
( o r  t w o )  h a r m o n i e s  among 
t h e s e  3 o n e s  i s  a c c o u n t e d .  
S u c h  a n  a p p r o a c h  a l l o w s  t o  
f i n d  a c o r r e c t  v a l u e  o f  t h e  
P F  e v e n  o f  h i g h  c o r r u p t e d  
s i g n a l .  We f i n d  t h i s  
a p p r o a c h  m o r e  r e l i a b l e  t h a n  
t h o s e  c o n c e r n i n g  s p e c t r a l  
p e a k s  s t a r t i n g  f r o m  t h e  v e r y  
f i r s t  on t h e  l e f t  ( e . g . [ l ] ) .  
I f  n o  e q u i d i s t a n c e  among  
t h e  t h r e e  h a r m o n i e s  c a n  b e  
f o u n d ,  t h e  same  p r o c e d u r e  i s  
r e p e a t e d  w i t h  t h e  o t h e r  
t h r e e  o n e s  i n  t h e  n e i g h b o u r -  
h o o d  ( o n  t h e  l e f t  a n d ,  i f  
n e c e s s a r y ,  o n  t h e  r i g h t ) .  
( 2 )  t h e  d i s t a n c e s  b e t w e e n  
a l l  h a r m o n i e s  a p p r o x i m a t e l y  
e q u a l  t o  t h e  i n i t i a l  v a l u e  
a r e  a v e r a g e d .  

4.  RECOGNITION OF UNVOICED 
FRAMES 

ILL Spectral energy 
T h e  u n v o i c e d  s o u n d s  a r e  o f  
l i t t l e  l o w — f r e q u e n c y  e n e r g y .  
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We " h a v e  e m p i r i c a l l y  f i x e d  
fhe l e v e l  o f  — ( 1 0 . . . 1 5 )  dB 
f o r  a h o r i z o n t a l  t h r e s h o l d  
w h i c h  m u s t  n o t  be  e x c e e d e d  
t o  i d e n t i f y  t h e  c o r r e s p o n d -  
i n g  f r a m e  a s  v o i c e d  ( F i g . 1 ,  
V / U V I ) .  T h i s  s c h e m e  w o r k s  
r e l i a b l y  a t  h i g h  SNR o n l y .  
4.2. Flattnosc of the 

spectrum 
The s l o p e  o f  s p e c t r a  o f  t h e  
w h i t e  n o i s e  computed f r o m  
s h o r t  f r a m e s  i s  much l e s s  
t h a n  t h a t  o f  v o i c e d  sounds 
[ 2 ] .  The dynamic range A o f  
t h e  ATH s h o w s  t o  be  t h e  v e r y  
e f f i c i e n t  m e a s u r e  o f  t h e  
s p e c t r a l  f l a t t n e s s .  We f o r —  
m u l a t e  t h e  f o l l o w i n g  f e a t —  
u r e :  a f r a m e  i s  u n v o i c e d  i f  

A < 1 0  dB when S N R > 1 0  d B ,  
A<  7 dB when S N R < 1 0  dB 

( F i g . 1 ,  V / U V Z ) .  
4.8. Number and disposition 

of harmonic: 
I f  t h e  p r o c e s s i n g  o f  
s p e c t r u m  r e s u l t s  i n  
f i n d i n g  l e s s  t h a n  3 
s p e c t r a l  p e a k s ,  t h e  f r a m e  i s  
l a b e l e d  u n v o i c e d  ( F i g . 1 ,  
V / U V 3 ) .  
I f  e x a m i n i n g  o f  t h r e e  p e a k s  
i n  t h e  r e g i o n  o f  s p e c t r a l  
e n e r g y  m a x i m u m  d o e s  n o t  
r e s u l t  i n  f i n d i n g  
e q u i d i s t a n c i e s ,  t h e  f r a m e  i s  
l a b e l e d  u n v o i c e d  ( F i g . 1 ,  
V / U V 4 ) .  

5. SHAPING OF THE INTONATION 
CURVE 

5.1. Jump: to a neighbouring 
harmmmdc 

To a v o i d  jumps t o  t h e  2nd  o r  
t o  t h e  0 . 5 t h  h a r m o n i c ,  t h e  
p a s t  o f  t h e  i n t o n a t i o n  
c u r v e  i s  u s e d :  t h e  c u r r e n t '  
v a l u e  o f  t h e  PF i s  compared 
t o  t h e  a v e r a g e  o f  a l l  
p r e v i o u s  n o n - z e r o  v a l u e s  o f  
t h e  P F .  I f  i t  e x c e e d s  t w i c e  
o r  i s  t w i c e  l e s s  than  t h e  
a v e r a g e  m e n t i o n e d ,  i t  i s  
d e v i d e d  ( m u l t i p l i e d )  by  2 .  
I f  t h e  d e c l i n a t i o n  i s  
g r e a t e r  t h a n  2 t i m e s ,  t h e  PF 
i s  s e t  t o  z e r o .  We f i n d  s u c h  
a n  a p p r o a c h  m o r e  e f f e c t i v e  

_ _ _ - _ ? —  

than o n e — s t e p - b a c k  c o n t r o l .  
£12.5hnoothdn3 anni 

approximating 
The 3 — p o i n t s  n o n l i n e a r  
smoother  [ 3 ]  and p o l y n o m i a l  
a p p r o x i m a t i o n  a r e  a p p l i e d  t o  
t h e  i n t o n a t i o n  c u r v e .  When 
a p p r o x i m a t i n g  by a p o l y n o -  
m i a l , t h e  q u e s t i o n  a r i s e s  how 
l o n g  m u s t  be  t h e  s e g m e n t s  
under a p p r o x i m a t i o n .  Approx— 
i m a t i n g  o f  e v e r y  v o i c e d  
segment and o f  t h e  w h o l e  
c u r v e  a r e  t w o  e x t r e m i t i e s .  
F i g . 3  shows t h e  i n t o n a t i o n  
c u r v e  c o n s i s t i n g  o f  5 v o i c e d  
s e g m e n t s  w h e r e  3 and  2 
s e g m e n t s  a r e  a p p r o x i m a t e d  by  
t h e  3 r d  and 4 t h  o r d e r  
p o l y n o m i a l s .  

6. RESULTS- 
The m e t h o d  w a s  t e s t e d  w i t h  3 
s p e a k e r s  ( t w o  m a l e s  and one  
f e m a i l )  u s i n g  a l i m i t e d  
s p e e c h  m a t e r i a l .  When u s i n g  
k n o w l e d g e  o f  a human e x p e r t ,  
t h e  i n t o n a t i o n  c u r v e  r e -  
m a i n s  a t  SNR d o w n  t o  0 d B .  
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SPEECH F0 EXTRACTION BASED ON LICKLIDER'S 
PITCH PERCEPTION MODEL 

Alain de Cheveigné 

Laboratoire de Linguistique Formellc, CNRS - Université Paris 7, France. 

ABSTRACT 
According to a pitch perception model 
proposed by Licklider [ l ,  2, 3], time- 
domain patterns of activity in nerve 
channels coming from the cochlea 
undergo autocorrelation analysis in the 
auditory nervous system. We examine 
whether this model can be adapted to the 
task of speech f0 estimation, and in 
particular what benefit the filter—bank 
processing stage can bring to a 
fundamental period estimation algorithm. 
Results show an improvement in 
reliability over the same algorithm applied 
directly to the speech signal. 

l. INTRODUCTION 
1.1. Perception models applied to 
10 extraction . 
A large number of speech f0 estimatio 
algorithms have been proposed [4]. 
Some are purely signal processing 
methods, others derive from models of 
speech production or perception. While 
they mostly give similar results on clearly 
periodic voiced speech, some may fail or 
give doubtful results on less periodic 
portions [5]. Aperiodicity of voiced 
speech can be due in some cases to severe 
inegularity in occurence of glottal pulses. 
In such cases it is impractical to define f0 
in terms of production (as the inverse of 
the interval between glottal pulses), and it 
may seem preferable to define it instead in 
terms of perception (pitch). 
Several perception-based methods have 
been proposed [6, 7,  8], most of which 
are based on the pitch perception theories 
of Goldstein or Terhardt [9, 10, 11]. The 
general principle shared by these models 
is that pitch is determined from a spectral 
pattern by searching for a common 
subharmonic o f  major spectral 

components. The spectral pattern is 
presumably produced by peripheral 
analysis in the cochlea, and the matching 
of subharmonics carried out at a more 
central stage. Spectral pattern matching 
theories are being questioned of late, 
because physiological data support 
alternative theories that assume that pitch 
derives instead from the periodicity of 
neural discharges. 

1.2. Licklider's model of pitch 
perception 
Licklider [ l ,  2, 3] pr0posed a model 
according to which each channel within 
the auditory nerve is processed by an 
autocon'elation mechanism. The result of 
this processing is a pattern of neural 
activity over the dimensions of frequency 
(inhen‘ted from cochlear filtering) and lag 
(implemented as nerve conduction or 
synaptic delay). In response to a periodic 
stimulus such as voiced speech, a ridge 
appears Spanning frequency at a lag equal 
to the period. The position of this ridge is 
the cue to pitch. Licklider's ideas have 
been developped recently by other authors 
[12, 13, 14, 15, 16]. Autocorrelation, as 
used in Licklider‘s model, does not 
require a filtering stage: it can be 
performed directly on the raw speech 
signal [4]. This raises a question: what 
might be the advantage of peripheral 
filtering for pitch perception? One can 
imagine several possible answers: 
a) The signal-to-noise ratio or the 
periodicity might be better within a 
restricted group of channels. [17][18]. 
b) Small differences of phase from period 
to period can result in large differences in 
wave shape, causing a comparison 
method such as autocorrelation to fail. 
Filtering might reduce such interaction. 
1.3. Applying the model to … 
extraction 
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The aim of this paper is to verify 
experimentally whether splitting a speech 
signal over a filter bank offers any 
advantage for speech f0 extraction._1t ts 
imwrtant to stress that we do not ann to 
reproduce all aspects of the perception 
model in the extraction method. The 
perceptual quality called pitch is not the 
same object as speech fundamental 
frequency (often also called pitch) and the 
tasks of extracting the former or 
perceivin g the latter are not equivalent. 

2. METHODS 
2.1. Database 
Data was taken from an f0 database 
developped at ATR [19, 20]. The speech 
was sampled at 12 kHz with 16 bit 
resolution, and labeled for pitch by a 
crude cepstrum method followed by 
manual correction. The database contains 
500 sentences, read by one male speaker, 
of which 20 "difficult" sentences were 
selected and carefully re—labeled by hand. 
The sentences comprise approximately 
19000 voiced frames at a 400 Hz frame 
rate. The 10 values cover a 2-octave range 
centered on about 125 Hz. 

2.2. AMDF 
All experiments are base on the Average 
Magnitude Difference Function (AMDF) 
method [21]. The AMDF is defined as: 

AMDF(lag) = L…“ Isa) - sa + lag) le: 

The lag at the first major dip indicates the 
period. The AMDF produces as a by- 
product a parameter that can be interpreted 
as a measure of periodicity. This 1s 
defined as: 

mean(AMDF) PM ' “MW 
The periodicity can be used as a measure 
of "confidence" in the period value 
produced by the AMDF algorithm, and 
also to select channels of high periodtcrty. 
2.3. Evaluation 

The AMDF search was constrained to 
search within 30% of the period specrfied 
in the database. The lag at this minimum, 
the periodicity measure, and an error code 
are output for each frame. The error code 
indicates whether the algorithm would 
have been successful without constrarnt. 

It distinguishes subharmonic errors which 
are not counted as errors in this paper. A 
"baseline" record of these parameters was 
derived for the database using standard 
AMDF. Evaluation was done by frame-to- 
frame comparison to this baseline. Care 
was taken to preserve the alignment of 
processed data: signal smoothing was 
performed with symmetrical windows, 
and the outputs of the rcvcor filters (see 
below) were shifted in time and phase- 
adjusted so that the peaks of the enveIOpe 
and fine time structure of their impulse 
response coincided with the time origin. 

2.4. Revcor filter bank 
The experiments use a filter bank program 
[22] that approximates peripheral auditory 
filters as “revcor" (or "gammatone") 
filters, defined by their impulse reSponse: 

un) - att-T,)“ exp( {t-Tl) I T,) sit(21tF(t- rg) 

where F is the characteristic frequency, T1 
is a latency, Tf is a time constant of 

decay, and v is a factor that governs the 
"symmetry" of the impulse response. The 
bandwidth parameter was derived from 
psychoacoustical masking data [23]. 
Physiological data indicate bandwidths up 
to three times larger [24, 25]; this factor is 
explored in the experiments. Bandwidths 
were set at 1 (standard), 2, 4 and 8 ERB 
(Equivalent Rectangular Bandwidths) 
[23]. The filter produces 25 channels 
uniformly spaced at 1 ERB intervals from 
40 Hz to 4000 Hz. 

63 
.. 1 E R  

4 ERB 
8 ERB 

< 7 ' ! 
' °"° baseline 

l l l l l  
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octaves re: 100 Hz 

ELL En'or rate as a function of center frequency 
for various channel bandwidths measured in 
ERBs 
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3. EXPERIMENTS 
3.1. Baseline 
The error rate of "vanilla" AMDF over the 
database is 3.84%. 

3.2. Individual revcor channels. 
The error rates are displayed in Fig. 1 for 
several bandwidth settings. The rates at 1 
ERB bandwidth are very high (around 
50%), for other bandwidths they are more 
reasonable. Rates are lower than baseline 
in low-frequency channels, and higher in 
high frequency channels. The rates at 8 
ERB are not very different from baseline, 
a result which was to be expected given 
the rather wide filters. 
3.3. Half-wave rectification and 
low-pass fi l tering.  
A possible cause for less good rates in 
high frequency channels is that it is harder 
to "register" the fine waveform structure 
of successive periods. In the auditory 
system much of this detail is lost, because 
of the fall-off of synchrony from 1 to 5 
kHz [26], an effect similar to smoothing. 
To check the possible benefit of this 
effect, the revcor channel outputs were 
half-wave rectified and smoothed by 
convolution with a 20 ms rectangular 
window (first zero at 500 Hz). Results 
show an improvement in high-frequency 
channels, and a slight degradation in low— 
frequency channels, perhaps because of 
the loss of information that accompanies 
half-wavc rectification. 

1 ERB 5: 

4-1 

basefine  
l t l t l fi — r  

- 1 0 1 2 3 4 5  
octaves re: 100 Hz 

Fig. 2. Error rates for half-wave rectified revcor 
filter outputs. Dotted lines: rates for raw outputs. 

3.4. Cross-channel integration 

There are many ways of combining 
patterns. Here we report a few: 

° addition of AMDF 8 
The AMDF patterns for all channels are 
added before searching for the minimum 
that indicates the period. Error rate, for l 
ERB bandwidth, is 2.9 % 

° addition of AMDF s of amplitude 
normalized channels 

The revcor filter channels are amplitude 
normalized (by division by the mean 
magnitude over a centered window) to 
give each channel the same weight. Error 
rate for 1 ERB bandwidth is 5.15 %. 

° addition of AMDFs of half-wave 
rectified, smoothed channels 

Error rate for 1 ERB bandwidth is 2.7 %. 

4. DISCUSSION 
At a bandwidth of 1 ERB the error rates 
are high, probably because resolution of 
partials prevents interaction at  the 
fundamental. Rates are much lower at 
wider bandwidths, particularly for low 
frequency channels, which suggests that 
periodicity information is somehow 
"better" in  these channels .  This 
interpretation is confirmed by results for 
low-pass filtered speech (table 1). 

IabJLl: error rates for various degrees of 
smœthing: 
window size: 1 0  ms 20 ms 40 ms 80 ms 
zero at :  1 kHz 500 Hz  250 Hz  1 2 5  Hz  
errorratef/o): 3.19 2.44 2.74 3.96 

Given this simple result, one might be 
tempted to apply low-pass filtering 
systematically. This would be unwise for 
a number of reasons. For one, the 
optimum cutoff frequency depends on the 
pitch range, and a good setting in one case 
might be disastrous in  others. For 
another, some applications call for pitch 
extraction of high-pass filtered speech 
(such as telephone speech), in which case 
there is evidently no benefit in low-pass 
filtering. A more robust strategy appears 
to be to combine information accross 
channels. Simple addition of AMDF 
patterns yield 2.9 % errors for a 1 ERB 
bandwidth. This is in striking contrast 
with the rates obtained in individual 
channels (Fig. 1). Better still is the rate 
for summed AMDF patterns of half-wave 
rectified, smoothed channels (2.7% for 1 
ERB bandwidth). Uniform weights for 
all channels, as obtained by amplitude 
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normalization, proved _ disappointin g 
(5.15% for 1 ERB bandwrdth). 

CONCLUSION _ 
An 10 extraction method based that sphts 
the speech signal over a filter-bank before 
calculating the AMDF within each channel 
and combining the patterns Improves 
reliablity of the AMDF method._ Euture 
work will examine more sophrstrcated 
schemes, such as weighting each channel 
according to its periodicity measure. 
More complex algorithms can also be 
used, such as the channel selection 
algorithms used by some multiple—source 
separation models [27, 28]. 
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A COMPUTER ASSISTED METHOD OF INVESTIGATING INTONA- 
TIONAL CORRELATIONS IN ADJACENT UTTERANCES 

SAPPOK, Ch., KASATKINA, R., KODZASOV, S. 

RUHR UNIVERSITÂT BOCHUM, BRD 
INSTITUT RUSSKOGO JAZYKA AN SSSR, MOSKVA 

0. Abstract 
The intonation of adjacent 
turns in dialogs conveys 
information of at least two 
types: it indicates the 
sentence type of the 
utterence and in addition 
the individual attitude of 
the speaker towards the 
propositions or parts of 
them. Is this information 
subject to direct mapping 
between prosodic and modal 
categories? Or is it the 
result of a process of 
complex inference? Experi— 
ments show that the choice 
between these alternatives 
or their combination 
depends on the communica- 
tive task. 

1. The Problem 
The multiple functions of 
intonation represented in a 
linguistic model can be 
classified into two 
subsets: The one captures 
the assignment of sentence 
type (question, assertion, 
exclamation etc.), the 
other signals the various 
attitudes of the speaker 
towards the prepositional 
content of the utterance — 
something which results in 
a vast, open class of 
illocutionary forces. 

More research has been done 
in the second sector than 
in the first, the functions 
of which are fewer in 
number: they are conveyed 
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additionally by means other 
than intonation. Thus it 
seems impossible to formu— 
late tasks for empirical 
investigation. The second 
field, which we will call 
the subjective modality, 
seems to be subject to 
individual variation; the 
number of categories is 
unknown, indeed it seems 
questionable whether they 
are categories at all. 

In this paper we present a 
method of experimental 
research in this second 
area, making use of digital 
technology to make an 
entire communicative situa- 
tion repeatable and subject 
to modification, in a way 
similar to the propositions 
formulated by HERTRICH and 
GARTENBERG 1989. The evi- 
dence we will adduce will 
prove to favour one of the 
following alternatives: 
Can we ascribe the modal 
categories postulated 
directly to an utterance 
and its intonation contour? 
Or is the interpretation 
the result of a complex 
process of inference. 
Furthermore, what kind of 
information seems neces- 
sary? A similar alternative 
has been formulated by 
LEVINSON 1983 under the 
heading conversational vs. 
discourse analysis. 

The first result of our 
experiments, making use of 
a non—quantitative inter— 
pretation, shows evidence 
for the inferential model. 
As to the set of informa— 
tion to be used, there 
seems to exist a high 
degree of variation; even 
in case of the absence of 
sufficient information, the 
modal utterences and their 
adjacent combinations are 
interpretable, since there 
appears to be a set of 
"default” knowledge. 

2. The Method 
The material consists of 12 
microdialogs consisting of 
4 turns each, and a prece- 
ding description of the 
situation. As to the orga- 
nisation of the material in 
the form of a data base of. 
SAPPOK 1990. The situation 
consists of a variable com- 
bination of propositions, 
the dialogs having always 
the same lexical form, as 
can be seen in the samples 
shown in Chart 1. 

-1 »…ææfmfläeïfis+nçfiïfln+sfii 
P°1Y VmtY 

1.1. A+,B+,A»B a 1 
1.2. A+,B—,A»B b 2 
1.3. A+,Bi,A»B c 3 
1 . 4 .  A-,B-,-»? d 4 

3.1. Ai,Bi i 9 
3.2. A+, B-, ?rad j O 
............ P°1Y…YYmYËY… ………… …… 
... I . . … .. ..…… -"Ê:- :: '.;çz'f ........ Q S + R =  R+S ........... 
kleenka isporchena 
2.1. A-, B—, A»B e 5 
2.2. A-,B+,A»B f 6 
2.3. A-,Bi,A»B g 7 
2 . 4 .  A+,B+,+»? h 8 

4.1. Ai,Bi k q 
4. 2. A-, B+, ?rad 1 w 
”kleenka'isporchena 

Chart 1. Correspondences of 
attitudes, situations and 
symbols (as described in 
the text). 

The description of the 
situation and the text of 
the dialogs were presented 
visually in written form to 
pairs of Russian native 
ispeakers who performed them 
orally according to the 
instructions. The resulting 
utterances were digitalized 
and reorganized for the 
user in the form shown in 
Chart 2, making use of the 
computer program developed 
by KNIPSIL'D 1990. The dis- 
play shows the instruction 
categories in symbolic 
form: Ivanova's prior 
behaviour has been good 
(poly vymyty) or bad 
(kleenka isporchena), the 
assignment of turns to the 
speakers changes from S+R 
to R+S. The following 
symbols show keys to be 
pressed, after which the 
resulting dialog can be 
heard. 

Cut-yann: 1.1. 

A .  

A. 

A…— 

I B. xopomo o'rnou-ru I Hnnolot. 

XO‘IO'P YGIJIITB no OTIOIIICIIO. 

TL: saueqaemh, x'ro nom.: mubt'ru? 
B. — Ila-a. A 1:70 910 cnenm? 

A…— 
B. 

Masson. 

- Ham-Iona? 
A. — Ha, Mau-zona. 

| Cri-yann: 1.3. 

A… 

A . —  

B .  

A .  

B.— 
A. 

xopomo o'ruocrre: : financial, a B. 
:...: uuoxo. A. xoqu- Inconnu. orlomuno B. 

' : Haanoaol sa xopomu. 

Th! :aueqaemh, \t'ro nom.: nbmu'ru? 

- ,[Ia-a. A x'ro s'ro cnenan.’ 

- Mnanona. 

Hamon? 

— Ila, “Banana. 

Chart 2. Instructions for 
two microdialogues as pre- 
sented to the speakers 
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3. The Experiments 
The instruction is assumed 
to determine the intonation 
of the turns. Various com- 
binations of the turns and 
descriptions of the situa- 
tion are used to construct 
of stimuli to be presented 
to the subjects. We shall 
describe in detail two 
experiments representing 
extreme positions, i.e. 
maximal and minimal infor— 
mation on the basis of 
which the subjects have to 
make their decisions. 
In the first type of expe— 
riments, the combination of 
the situation description 
and the dialog is presented 
with the exception of one 
detail — the presumed opin— 
ion on Ivanova as bad or 
good. It is this 'opinion' 
or 'attitude' which is to 
be extracted on the basis 
of the intonation of A. or, 
in a separate experiment, 
of B. A similar task is the 
reconstruction of Ivanova's 
pre—dialog behaviour of 
Ivanova. 

The second type of experi— 
ment utilizing isolated 
utterances (turns) presents 
the subject with the task 
of determining the simila- 
rity of intonational con— 
tours of the repeated ans— 
wers, the type of question 
between them (weak or 
strong), and the degree of 
emotional expression. 

In the third type of expe- 
riments the subject has to 
take part in the dialog 
himself, uttering responses 
to the computer in turn. 
The subject is given the 
possibility of hearing the 
dialog and of repeating it 
as often as necessary until 
he finds it adequate, 
making use only of the 
information conveyed by the 
intonation which he is 
reacting to. Chart 3 shows 

“& f 
. …  (. 

l -  'ivo "" V0 

t:."— 
1'L__ H I: 

Il=j_§] f I. au «u 

' = Ï  ! $}: \ 

. .  ‘a 
:| "IVA M 0 v0\ 

3 — }  l:! c" {%;—L ...l l . 

u au m In . : ‘ M  ! \ 
H I v a  M I O  " "OK 

…” !..—%] _ î 

... H.. ... i... 

Chart 3. a) — c) Three re- 
actions of a subject to 
neutral, positive and 
negative utterances in the 
dialogue with the computer. 
three different questions 
of type A2 as reactions to 
Bl utterances of neutral, 
positive and negative ver— 
sions. Although the subject 
has no explicit information 
about the nature of these 
turns beforehand, he reacts 
in a way comparable to the 
versions with explicit 
information. 

4. The Interpretation 
In determining the spea- 
ker's attitude subjects 
show in some cases a high 
degree of similarity, while 
1n other cases their inter- 
pretation remains dispa— 
rate. The overall picture 
is the following: 

— Neutral attitude is reco— 
vered with greater accuracy 
in the context of positive 
behaviour: it seems diffi- 
cult for the speaker to 
remain neutral in the con- 
text of negative behaviour. 
- In the case that behavië 
our and attitude have 
different values, subjects 
have difficulty recovering 
the original intentions. 

917L 

The intonation seems to 

convey not the isolated 
speaker-generated values, 

but rather the conformity 

of expectations or their 
disparity as perceived by 

the respondent. 

— The combination of a 
negative attitude and 
negative behaviour usually 

results in positive ans— 

wers! This can be an 
expression of satisfaction 

resulting from the percep— 

tion that the judgements 

correspond. 

These results show that 

there is no set of modal 
features that can be inter- 

preted in isolation. The 

modal cues in the intona— 

tional contours must there- 

fore be interpreted in 
combination with various 

other types of information. 

Additional evidence in 
favour of this kind of 
model can be found in the 
results of experiments of 

Type 2: 

Comparing the repeated ans- 
wers B.l. and B.2., (made 

comparable by cutting off 
the initial “da" of the 
latter) subjects reveal 
the highest degree of 
dissimilarity in dialog 
2.2., where speaker B. 

tries to influence speaker 
A., knowing that the 
latter's attitude towards 
Ivanova is contrary to his 
own. The intervening 
question A.1. seems to be a 
signal to speaker B. that 
his attempt to influence A. 
was not successful and has 
to be repeated with a modi- 
fied intonation. The judge— 
ment "not similar" is 
slightly diminished in the 
case of 2.3. and 2.1., 

where the partner's atti- 
tude is neutral and nega— 
tive, respectively. The 
intervening question A.1. 
is classified as intense 
("a high degree of interro— 

gativity"), in the case of 
2.2., a less intense 
degree, in the case of 2.3. 
and 2.1. corresponding to a 
decreasing need for resis— 
tance. 

The exact mechanisms of 
modal expression and inter- 
pretation must remain Open 
until the results of quan— 
titative, statistical 
analysis are availible. 
Preliminary interpretation 
shows that 
- the reaction of the sub- 
jects to the situations and 
dialogs is not random: 
— the interpretation is the 
result of a process of 

inference, taking into 
account different types of 
information: 
- even in the case of the 
absence of exact informa- 
tion an interpretation 
still seems possible: in 
this case a “default“ stan- 
dard situation seems to be 
assumed. 
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THE BEGINNING OF GERMANIC PROSODY 

Anatoly Liberman 

The University of Minnesota, U.S.A. 

Early Germanic was a mora 
counting language; even after 
stress was fixed on the root, it 
could fall on either mora of a 
bimoric complex. In the northern 
dialects, two boundary signals 
a l s o  existed, the prototypes of 
stod (correption) and its 
opposite. 

Very little progress has been 
made in the study of Germanic 
prosody s ince  1877, the year 
Verne: published his article. 
All we know for certain about 
Germanic stress is still only 
Verner's Law. My attempt to 
e l i m i n a t e  word stress and 
reconstruct sentence stress at 
that period was misunderstood by 
my critics as an attack on 
Verner's Law itself (11. To go 
beyond Verner, we can resort to 
facts of two types - accents in 
old manuscripts and prosodic 
phenomena in modern  languages and 
dia lec t s ;  The data obtained from 
even  such conscientious spellers 
as Orm and Notker are hard to 
i n t e r p r e t .  Modern accents also 
pose numerous d i f f i c u l t i e s ,  but 
at least they can be observed in 
the pronunciation of native 
speakers ,  and they display 
sufficient variety to justify an 
attempt at a reconstruction. I 
have spent the time between the 
appearance of my earlier works on 
this subject [2] and the present 
studying West Germanie (WG) 
accentology. Below I will s ta te  
my conclusions in dogmatic form; 
detailed arguments and references 

will be given elsewhere. 
Prosodic units that go back to 

so—called syllable accents have 
been attested only in North 
Germanie: in Swedish, Norwegian, 
Danish, and in the Rhein-Limburg 
area. If we agree to view the 
glottal stop and preaspiration as 
analogues of stdd, our map will 
include English, Icelandic, 
Faroese, and several additional 
dialecte of Dutch and German, but 
its borders will not move more to 
the south. All other accents can 
be reconstructed only from the 
traces they left on vowels and 
consonants. However, if the 
place of ancient stress is partly 
deducible from the reflexes of 
diphthongs and triphthongs on the 
vast territory from Friesland to 
Lustenau, the type of old stress 
and the number of the once 
relevant accents remain a matter 
of speculation. Combining the 
data s u p p l i e d  by Verner's Law and 
k ms u (a process 

responsible for the variation of 
the ga—eg type), we can state 
that stress in Early Germanic 
remained  movable within a bimoric 
complex long after it became 
fixed on the root. Some accent" 
like units most probably e x i s t e d  
in North Germanic about two 
millennia ago, but it does not 
follow that they were present in 
the languages of the Germanie 
t r i b e s  south of Cologne. 
To the extent one can judge by 

the situation in the Rhein— 
Limburg area, accents delimited 
certain types of bimoric bases 
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and performed the function of 
boundary signals. The prosodemes 
of the Swedish—Norwegian type 
(accents 1 and 2), governed as 
they are at present solely by the 
number of syllables r u l e ,  could 
not be the prototypes of such 
accents. Accents 1 and 2 (with 
the exception of a few dia lec ta l  
occurrences) do not depend on the 
phonetic basis, and therefore it 
is reasonable to assume that this 
independence is late. In Danish, 
stdd and no-stdd are connected 
with the basis and with the 
(actual) number of syllables in a 
word. In German and Dutch 
dialects, the appearance of 
correption and its opposite is 
also subject to the phonematic 
basis and the (original) number 
of syllables: apocopated words 
are accented differently from 
nonapocated ones. In both areas, 
the basis is the older 
distributional factor, the only 
one that ex i s ted  prior to 
apocope. Danish dialectologists 
regard stdd as a late prosodeme. 
One of the implications of their 
theory is that Danish stdd and UG 
correption are unrelated, which 
alone makes their views on the 
chronology of stud untenable. 

The UG analogue of stdd 
distinguishes between open and 
close vowels. According to the 
main Ripuarian pattern, 
correption occurs on the r e f l e x e s  
of the old open vowels la: e: o:/ 
and of the old diphthongs, 
insofar as they were smoothed. 
Words of this group are said to 
have spontaneous correption. The 
reflexes of old li: u:/ and 
nonmonothongized diphthongs are 
correpted when the word is 
dysyllabic or apocopated and when 
the postvocalic consonant is 
voiced.  In disyllabic and 
apocopated words whose root 
consists of a short vowel 
followed by a resonant and an 
obstruent, i.e., in words with 
diphthongal groups, correption is 
also possible only before a 
voiced obstruent, so in flung: but 
not in Kante. 

The vowels /i: u:/ do not 
belong with /a: e: o:/ because in 
VG they were treated as 
diphthongal groups, namely, as 
[13 uwl, on a par with /an el 
orl, and so for th .  Correption 
marked the end of the bimoric 
sonorous basis. All the early 
Germanie languages were mora 
counting, and stress, as 

evidenced by … .  
could fall on either more of a 
bimoric complex; correption 
separated the part of the word 
that served as the locus of 
shifting stress. In words with 
diphthongal groups, correption 
occurred only before a voiced 
obstruent because a voiceless 
obstruent marked the end of the 
prosodically active string by its 
voicelessness. Diphthongs were 
accented like diphthongal groups: 
when smoothed, they did not 
differ from the other long open 
vowels, and when preserved as 
units with two distinct elements, 
they joined /ij uw el ar/, etc. 

In our classification of 
phonemes, we often try to 
discover whether Early Germanie 
obstruents were phonologicaily 
voiced/voiceless or strong/weak. 
It may well be that a distinctive 
feature is a more complex 
phenomenon than we think. If we 
treat distinctive features 
pragmatically (“What do they do 
in the system?”), rather than as 
mere classificatory labels, /p t 
kl, to give one example, can be 
strong from the point of view of 
syllable contact and voiceless in 
being able to delimit a certain 
type of basis. Later one of the 
functions can disappear and then 
voicelessness or strength will 
remain the only feature of /p t 
kl. Still later even this 
feature can become detrimental to 
the performance of the 
consonants‘ next role, and then 
aspiration (reinforced by the new 
circumstances) will assert 
itself, and so forth. 
Diphthongal groups (including 

/ij/ and luw/l, as well as old 
monosyllables with a combinatory 
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bas is ,  had no correption before 
voiceless consonants, and it is 
not known how these words were 
pronounced. Two situations can 
be imagined. In some cases, 
noncorrepted words probably had 
”nothing." The opposi te  of 
Danish sted, no-stdd, is the 
negation of st¢d, and foreigners 
do not regard it as a special 
prosodeme. The in tu i t ive  
impression is that sted is 
“marked" and no-stdd ”unmarked" 
and that the Opposition is 
privative. But it is also 
probable that the opposite of 
correption was itself an 
independent boundary signal 
within the framework of an equipol len t  opposition. If 
correption presupposed increased 
energy of articulation and 
shortening of the vowel, its 
opposite could have been 
associated with the general 
relaxation of the vocal tract and 
lengthening of the phonetic 
basrs. It, too, could have been 
realized as a short break, but 
smooth and breathed, rather than 
abrupt, when the vocal chords are 
constricted or compressed. Given two full-blown boundary signals, 
we can perhaps e x p l a i n  the origin 
of Scandinavian  preaspiration. 
the distribution of preaspiration 
in I c e l a n d i c  and Faroese is 
almost the same as that of the 
glottal stop in Cockney and the 
West Jutland stdd. It is 
tempting to suggest that 
preaspiration is related to stod 
as slegptggn is to stggttogn and 
that at one time preaspiration was the ”lazy” opposite of stñd. 

@ difficult problem confronts 
us 1n areas in which correption 
and "extension” are distributed 
according to the ”mirror rule,“ 
as compared to the Ripuarian one: words with the reflexes of la: e: o:/ and of smoothed diphthongs do 
not have correption, and in the 
other words it occurs before 
vorceless, not before voiced, 
obstruents. In most of these 
vernaculars, correption is phonetically weak, whereas the 

extending accent is prominent. 
The r i d d l e  of the "mirror rule“ 
will remain insoluble if we keep looking on correption as the only 
thinkable marker of old bimoric 
bases. If, however, we accept 
the possibility of choice by old 
systems — [HM']  (two morae and 
correption) or [HM"] (two morae 
and a pause) - the Ripuarian rule 
and the rule of the peripheral 
d ia l ec t s  from northern Limburg to 
Arzbach will emerge as equal ly  
probable. The unmarked signal 
has a blurred realization everywhere: in Ripuarian, the 
opposite of correption is 
"nothing,” in Kleve, Arzbach, 
etc., the opposite of “extension" 
is a weak shadow of forceful 
correption. 

It cannot be stated whether 
the two ancient boundary signals 
always or at least sometimes 
formed an equipollent opposition. 
In Danish, no-sted is never marked; yet as a theoretical 
possibility en opposition in which I'] and ["I were equal partners should not be dismissed offhand. In the Rhein-Limburg area, accents occur only in 
conJunction with apocope, and apocope can be marked by either 
"extension" or correption. In 
the Scandinavian languages, stod 
(correption) never marks apocope, 
but in Low Franconian it 
regularly does so. Frings was 
wrong in denying a close tie 
between correption and 
circumflex. In old monosyllables 
with spontaneous bases, 
correption, indeed, has nothing to do with circumflex, but in 
apocopated words it is an analogue of a two—peaked accent. 

Apocope endowed one boundary signal with a new role, and its 
yield increased. Our ideas of phonological relevance are still 
crude. When in certain dialects 
stdd occurs only in 
monosyllables, and no—sted only in disyliables or when stdd is 
allowed before voiced consonants 
and no—sted before voiceless ones, we conclude  that the units 
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under consideration are redundant 
or that they belong to usage 
rather than the system. 
Complementary distr ibution is 
interpreted as redundancy. This 
is an unacceptable approach in 
phonemics [31 and even more 
evidently so in prosody. The two 
boundary signals would not have 
emerged if they had had no use, 
but becoming a marker of apocope 
enhanced the unit's v i s i b i l i t y .  
From an acoustic point of view 
only ”extension" resembles the 
circumflex of northern Saxon 
dialects, but any signal of 
apocope comes close to or merges 
with the circumflex of general 
phonetics, and it is no wonder 
that both "extension“ and 
correption are often perceived as 
two—peaked: the boundary signal 
that became the marker of apocope 
changed its realisation under the 
influence of its new function. 
Even if the original opposition 
l'] - ("1 was equipollent, the 
loss of endings turned it into 
privative: one boundary signal 
was chosen as the accent of 
apocope and became the 
opposition's marked member and 
the most easily discernible 
prosodic shibboleth of the entire 
prosodic system. Frings carried 
his point too far when he 
insisted on the equal importance 
of correption and "extension" in 
Low Franconian, but even less 
convincing is the thesis of Dutch 
dialectologists that "extension" 
is marked in Limburg because 
Dutch pronunciation is in general 
smoother than German. Markedness 
is a functional concept and 
cannot be derived from the 
articulatory base. 

In Danish, spontaneous and 
combinatory accentuation are 
seldom distinguished. Only in 
East Jutland does one come across 
ela with stsd and hnns_without 
sted (diphthongal groups before a 
voiced and a voiceless obstruent 
respectively). It is more 
probable that Danish dialects 
simplified ancient diversity than 
that VG developed the 

juxtaposition of two spheres, but 
there could always have coexisted 
more and less complex systems. 
It seems that in the epoch 
following the fixing of stress on 
the root the Germanie languages 
of the North made use of two 
boundary signals (abrupt and 
smooth) dependent on the type of 
phonematic basis. These signals 
acquired greater importance when 
they came to be associated with 
apocope and when the number of 
syllables rules arose. No extant 
evidence points to the existence 
of correption (stddl and 
extension in all the Early 
Germanie dialecte, and there is 
no bridge from them to the 
accents registered in Old Indian, 
Ancient Greek, and Balto-Slavic. 
Especially unproductive is the 
discussion about dynamic stress 
versus musical stress, for these 
concepts have no foundation in 
either phonetics or phonology. 
Akzentumsprgng_as the principle 
of ancient sentence stress and 
two boundary signals in a 
restricted area are all that we 
have. 
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ABSTRACT 
This study is a preliminary analysis of 
timing organization in Catalan. The topics 
under investigation are compression of 
stress groups and stressed syllables, final 
lengthening, and rhythmic alternation in 
unstressed syllables. 

I .  INTRODUCTION 
_ Recent phonetic studies on speech 

timing disclaim a strong version of the 
opposm'on between syllable—timed (i.e., 
Spanish, French) and stress-timed (i.e., 
English. Swedish) languages. There is 
little evidence (if any) for isochrony 
Within the syllable or foot domain in the 
two language types; instead syllable and 
foot duration appears to increase as a 
function of segmental complexity. 

_ To cope with this negative 
finding two alternative views have been 
proposed. Some scholars [2, 10] believe 
that languages are perceived as syllable— 
or stressed-timed because of phonological 
factors. Thus, in contrast to syllable- 
tuned languages. stress-timed languages 
allow complex consonant clusters in coda 
posmon, and may reduce all vowels to 
schwa in unstressed position. Moreover, 
the addition or supression of schwa 
affects syllabification in the former (i.e.. 
French) vs the latter language group. 
Phoneticians are however reluctant to 
abandon acoustic and articulatory timing 
measures. It seems now well established 
that there is no clearcut dichotomy 
between the two language types. 
Moreover rhythmic differences among 
languages probably reflect the 
contribution of several durational and 
spectral constraints [6]. 

In this paper [ will look for 
phonetic correlates of timing organization 
tn Catalan. ln spite of Catalan being a 
Romance language, its phonological 
make-up does not fully accord with that 
of other syllable-timed languages such as 

2 3 0  

Italian or Spanish. Indeed Catalan allows 
consonant clusters up  to three segments 
_in syllable—final position and has a schwa 
m unstressed position. Differently from 
English, Catalan [a] always behaves as a 
syllable nucleus (as in French). Because 
of its particular phonological structure, 
Catalan is a good candidate to test the 
interaction of phonetic and phonological 
factors in the rhythmic structure of languages. ' 

2. METHOD 
Three Catalan speakers were 

asked to read a list of nine nonsense 
words. In order to preserve naturalness in 
the reading task each nonsense sequence 
was uttered after a meaningful Catalan 
sentence with the same stress pattern and 
syllable structure. The nonsense words 
were preceded by the stressed monosyllabic Catalan word fa (“he 
says”). They were composed of one 
stressed syllable ( [pa]) and zero. one or 
two preceding and/or following 
unstressed syllables ([pral) (see Table l). 
Schwa can appear in unstressed position 
m Catalan. 

Several segmental units were 
measured from waveform displays. 
namely, stress group (a stressed syllable 
preceded or followed by 0, l or 2 
unstressed syllables), vowel (stressed [a] 
and unstressed [a]), and consonant 
(stressed and unstressed [p]). 

3. RESULTS 
3.1.Stress group durations 

Mcasuremcnts show a 
rnonotonical increase in stress group 
duration with the number of syllables 
Within the group for all sequences. The 
two variables are highly correlated ( r  = .9. I and ] according to Speaker). This is 
exemplified in Figure 1 which displays durations of one—, two- and three-syllable 
srze stress group intervals according to 

speaker Re. 
A linear correlation between the 

two variables is not exclusive of syllable- 
timed languages [French: 5; Italian: 10] 
but has been documented in stress-timed 
languages as well [Dutchz 10; English: 9]. 

3.2. Final lenghthening 
There is very scant evidence in 

support of the hypothesis that syllable 
timing organization is incompatible with 
final lengthening. Final lentghening has 
been reported to occur in French [5]. 
Spanish and Japanese [7]. It does not 
show up however in Italian stressed 
syllables and vowels [12]. 

Final lenghtening in Catalan was 
calculated separately for stressed and 
unstressed syllables, vowels and 
consonants. In all cases it was equated to 
the ratio between average durations in 
final vs medial position. 

All speakers show robust final 
lengthening effects, more so for 
unstressed vs stressed syllables, vowels 
and consonants [English: 9; Italian: 12], 
and for stressed and unstressed vowels 
vs consonants [French: 5]. 

Stress- and syllable-timed 
languages may differ in the magnitude of 
the lengthening effect. In support of this 
hypothesis there is less stressed vowel 
final lengthening in Catalan (3 8%, 22% 
and 24% according to speaker) than in 
English (50%) [6] oxytone vs 
paroxytone sequences. 

3.3. Compression of stressed 
vowels and consonants 

ln comparison to syllable-timed 
languages, stress-timed languages are 
expected to show a higher degree of 
compression of stressed syllables 
duration as a function of the number of 
unstressed syllables within the stress 
group. Moreover sensitivity to 
compression effects may depend on 
whether the unstressed syllables precede 
(carryover compression) or follow 
(anticipatory compression) the stressed 
syllable. 

Significant anticipatory effects at 
the p<.Ol level were found for stressed 
[8] When the number of following 
unstressed syllables increases 

(a)from0to ] inallsequenœs 
(i.e., [pa] vs [papa]. [papal vs [pe—pam]— 
[papspa] vs [pepepapen for all speakers: 

(b) from 1 to 2 in all sequences 
(Le-. [papa] vs [papers]. [pepaœl vs 
lœpampallpaœpaœlvslpaœ paœpal) 
for two speakers and in only one of those 
three sequence types for the other 
speaker. 

Consistently with data from the 
literature, there is less anticipatory 
compression for consonants than for 
vowels since it only occurs in the 1 vs 2 
syllables condition when no syllable 
precedes the stressed syllable (i.e.. [pa] 
vs [papeD (all Speakers). 

Carryover effects on vowel and 
consonant duration are only significant in 
some cases when the number of 
preceding syllables increases from 0 to 1 
and no syllable follows the stressed 
syllable (i.e., [pa] vs ]pepaD. 

Figure 2 illustrates anticipatory 
and carryovcr compression effects for 
stressed syllables according to speaker 
Re. The figure shows much less stressed 
syllable shortening (and thus much less 
stressed vowel shortening) in the 2 vs 1 
than in the 0 vs l following syllables 
condition. In particular stressed vowels in 
proparoxytones are shorter than those in 
paroxytones by 13%, 11.5% and 10% 
according to speaker. 

Data for Catalan presented here 
are somewhat consistent with those for 
other stress-timed languages showing 
larger anticipatory than carryover 
compression effects and thus suggesting 
the existence of a left—dominant foot 
structure ]Swedish: 8; English: 6]. 
Conceming syllable-timed languages a 
similar trend has been found for Italian 
[13]. Other stress-timed languages show 
no anticipatory compression effects 
{'apancsc. Spanish: 7], or do not favor 
right-to—left vs left-to-right compression 
trends [Spanish: 11]. 

3.4. Unstressed syllables 
Statistical analysis on unstressed 

syllables duration allows drawing the 
following conclusions: 

(a) differences in duration among 
unstressed syllables are not larger than 8 
to 10 % of the mean unstressed syllables 
duration; 

(b) for all speakers pretonic 
unstressed syllables which are located 
two syllables away from the stressed 
syllable (i.e., word absolute initial 
unstressed syllables) are the shortest of 
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all unstressed syllables in the word; 
(c) for two speakers posttonic 

unstressed syllables which are adjacent to 
the slressed syllable are particularly long. 

The fact that duraüonal 
differences across unstressed syllables 
are particularly small conforms betterto a 
syllable—timed than to a su'ess-timed 
language model [see 3 for discussion]. 

Moreover, Catalan unstressed 
syllables show a rhythmic pattern which 
has also been reported for other syllable- 
timed languages, with weak initial 
unstressed syllables and strong medial 
unstressed syllables (more so if 
immediately posttonic). Indeed 
unstressed syllable duration in Spanish 
and Japanese decreases in the progression 
fina1>media1>initia1 [7]; moreover it has 
also found for French that two pretonic 
unstressed syllables should conform to a 
weak-strong (W-S) pattern [3]. Stress— 
timed languages usually show significant 
shortening of unstressed syllables next to 
a stressed syllable [7]. Therefore in 
languages of this group syllables duration 
within the word decreases in the 
progression fmal>initial>medial 
[Swedish: !; English: 7]. Italian 
researchers have also found shorter 
unstressed syllables in word medial vs 
absolute initial position in Italian [4] . 

4. SUMMARY 
Analogously to syllable-timed and 

stress-timed languages Catalan shows 
final lengthening and a stress group 
duration which is proportional to the 
number of syllables within the group. 
Differently from syllable-timed languages 
such as Spanish, Catalan appears to 
favour anticipatory vs carryover 
compression of stressed vowels within 
the stress group; analogously to Italian 
this trend is probably weaker than in 
stress-timed languages. Like other 
syllable-timed languages, positional 
realizations of [a] differ little in duration 
and shorten when adjacent to unstressed 
syllables but not to stressed syllables. 
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the experiment . 
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FIGURE 1. Stress group duration as a 
function of the number of syllables 
(speaker Re). The data are represented 
separately for oxytone (continuous hne), 
paroxytone (dashed _ line) and 
proparoxytone (dotted line) nonsense 
words. 
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FIGURE 2. Anticipatory (upper graph) 
and carryover (lower graph) compress1on 
of stressed syllables as a function of the 
number of unstressed syllables in the 
stress group (speaker Re). The data are 
represented separately for one 
(continuous line), two (dashed 1_m_e) and 
three (dotted line) preceding (annotpatory 
compression condition) and follovnng 
(carryover compression condition) 
syllables. Significant compresswn 
effects are marked with an asterisk. 
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THE TIMING OF VOWEL AND CONSONANT GESTURES IN ITALIAN AND JAPANESE 
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ABSTRACT 
Languages commonly described as 

sy_llablc-timcd, such as Italian, are per- ceived as having a rhythm in which each vowel is the nucleus of a rhythmic unit. In contrast, in mora—timed languages such as Japanese the basic rhythmic umt, the mora, depends on the durations of both vowels and consonants. It is pro- posed here that the basis for the contrast between these two types of languages is a correlation between the temporal organization of articulatory gestures for vowels and consonants and the role of vowels in  the  overall rhythm of a language: in syllable-timed languages, vowels have primacy over consonants, but m mom-timed languages vowels and consonants are of equal importance. 

1. INTRODUCTION 
The hypothesis being tested is  that stress-, syl lable-  and  mora-timed languages are characterized by more or less Independence in the timing of vowel and consonant gestures. (The term gesture refers to an  abstract, dynamic  unit associated with the production of a particular vowel or c o n s o n a n t  t h a t  c o n t r o l s  t h e  spattotemporal movement of one or more articulators towards a target.) Borh of the models of gestural timing that will be compared here assume that the temporally overlapping production of gestures is responsible for their apparent context dependence, but the models differ in their accounts of how gestures are coordinated in time. Both models were proposed to account for English and other languages, but seem to capture characteristics of different types of rhythmic behavior. 
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The vowel-based timing model [5, 6, 8] claims that gestures for vowels and consonants are coordinated at different levels. Vowel gestures are coordinated wrth respect to one another, and conso— nants are coordinated with respect to the vowels. This model predicts that vowel gestures will be unaffected by temporal changes .to consonant gestures. Because of the primacy of vowels in determining 
syllable—timed rhythm, the vowel—based model was expected to apply to Italian. 

The vowel-and-consonant timing model [2, 3, 4] claims that vowels and 
- consonants are coordinated at the same level. Since this means that intergestural _timmg for vowels and for consonants is mterdependent, a timing change to any gesture IS predicted to cause adjustments m both sets of gestures. This model was expected to apply to Japanese, because mom—timing requires the temporal integration of vowels and consonants. In Japanese, the timing of two vowels relative to each Other would be expected to be susceptible to changes in the duration of intervocalic consonants. 

_Because the two models’ predictions differ primarily in the extent to which 
vowels are affected by changes in the timing of consonants, contrasting utter— 
ances that differ only in the length of an mtervocalic consonant provide a way to 
compare the two»models.  However, srnce the predictions of the models are couched in terms of abstract gestures, the gestures, in order to be compared experimentally, must be associated with 
specific articulatory movements. Vowel 
gestures, for example, can be associated 
With an appropriate movement of the 
tongue body (or root), and consonants 
With the lips or the tongue forming a consmction in the supralaryngeal part of 

the vocal tract. Associating gestures 
with movements in this way makes it_ 
possible to compare gestures in different 
contexts, but it does not differentiate the 
roles of the various articulators in 
making the constriction. 
2. METHOD 

In order 'to measure the movements of 
the tongue associated with vowel 
gestures, as well as the lips and jaw, 
data were collected at the NIH X-ray 
microbeam facility at the University of 
Wisconsin. The microbeam records the 
movements of the tongue, lips and jaw 
by means of microscopic X—rays 
tracking tiny gold pellets attached to the 
articulators [1].  Pellets were attached to 
the speakers’ nose and upper incisor (to 
correct for head movement), lower 
incisor (to measure jaw movement), 
lower and upper lips, and to four points 
along the midline of the tongue, starting 
approximately 1 cm behind the tip of the 
extended tongue. The microbeam data 
consist of the horizontal and vertical tra— 
jectories of each of these pellets. 

The data presented here are a subset of 
a larger study, in which three native 
Speakers each of Italian and Japanese 
participated. Data from only one speaker 
of each language will be discussed in 
this paper. Each speaker produced, in 
carrier phrases designed to be 
comparable across languages, disyllabic 
utterances of the form “mVICVZ”,  
where V1 and V2 were li! or 101. and C 
was one of Ip]. lppl. lt]. lu]. lin/. Immf. 
In! or Inn/. In Japanese, utterances with 
N or la! as the intervocalic consonant 
and [i] as the second-syllable vowel 
were excluded because lt! palatalizes in 
this context. The Italian speaker 
produced 9 to 11 tokens of each 
utterance, and the Japanese Speaker 12 
to 16 tokens. The movement trajectories 
were digitized and smoothed prior to 
analysis. 

Because of the very high correlations 
among the tongue pellets (as high as .95' 
between the x-dimensions of two 
pellets), a factor analysis was performed 
on the x and y positions of the pellets at 
successive 5 ms frames, with the inten- 
tion of extracting factors that would 
reflect the positioning of the tongue for 
the different vowels. Examination of the 
movement trajectories had suggested 
that the frontmost tongue pellet showed 
primarily movement associated with the 

alveolar consonants, so it was excluded _ 
from the factor analysis, leaving 6 
dimensions, from which 2 factors were 
extracted.1 The first of these was pri— 
marily associated with horizontal 
movement, and the second with vertical 
movement. Pellet trajectories were also 
measured that were expected to show 
movement typical of specific gestures. 
The trajectories that were measured are 
shown below. 

Table 1. Trajectories measured. 
Traiectory Associated Gesture 
Lower Lip ini t ia l  [m], bilabial  

vertical intervocalic 
consonants 

Tongue alveolar intervocalic 
Tip consonants 

vertical 
Tongue 
Dorsum vowels 

horizontal 
Tongue 

Body Rear vowels 
vertical 

Horizontal 
tongue vowels 
factor 

Vertical 
tongue vowels only in Italian 
factor 

The utterances measured were those in 
which the two vowels were different, as 
these permitted the identification of 
movements from the first vowel to the 
second. Five time points, defined as the 
edges of periods of zero velocity, were 
located in each of the trajectories asso— 
ciated with vowel gestures: the onset of 
movement towards the first vowel, the 
time at which the movement for the first 
vowel reached its target, the end of the 
plateau region for the first vowel, the 
time a t  which the movement for the 
second vowel reached its target, and the 
end of the plateau region for the second 
vowel. 
3. RESULTS 

Different intervals between the 
labelled time points were measured in 
order to determine whether the time 
between the two vowels was changing 
when the length of the intervocalic con- 
sonant changed. ANOVAs were run for 
each subject separately, with the 
intervals between the labelled points as 
dependent variables and grouping 
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factors Length (of intervocalic conso- 
nant), Place of articulation, Consonant 
Identity, and Vowel quality. 

Figures 1 and 2 illustrate tokens of 
lmipa/ (solid line) and lmippa/ (dotted 
line) from Italian and Japanese, aligned 
at the release of the initial Im}. In Italian 
(Figure 1), the large humps associated 
with the production of [i] in the top three“ 
articulatory trajectories are virtually 
identical in lmipa/ and /mippa/; the rear 
and downward movements for la! also 
coincide. The two utterances differ in 
the positioning of the central hump in 
the Lower Lip trajectory, which corre— 
sponds to the intervocalic consonant, 
relative to the other movements. The 
raising of the lower lip for lpp/ occurs 
earlier relative to the preceding lip 
movement (p<.001 for the effect of 
Length)2 and to the tongue movement 
for the li/ than does the raising for Ip/ 
(p<.001), resulting in the preceding 
vowel being shorter acoustically before 
the geminate (p<.001), a well—known 
characteristic of Italian [7]. 

Figure 2, for Japanese, shows the 
raising of the lower lip for the inter- 
vocalic consonant occurring at about the 
same time relative to the preceding lip 
and tongue movements, with the pre- 
ced ing  vowel  s l i g h t l y  longer  
acoustically preceding the geminate 
(p<.001). Although the tongue raising 
and fronting begins at approximately the 
same time in both utterances, the 
lowering and hacking for /a/ i s  
significantly delayed when following 
/pp/ (p<.001 for the effect of Length). 

This impressionistic pattern is borne 
out by measurements of the interval 
between the times a t  which the two 
vowels reach their  targets, whose 
approximate locations are indicated by 
arrows on the figures. This interval was 
consistently longer in Japanese (p<.001 
for all trajectories). The statistical 
results for Italian were more variable, 
but with negligible numerical differ- 
ences found in the contexts of the two 
consonant lengths. These results support 
the hypothesis that the second vowel is 
delayed relative to the first in Japanese 
but not in Italian. 

Al though  preliminary,  the  resu l t s  
shown here do suggest that the timing of 
the two vowels relative to each other is 
controlled independently of the conso- 
nants in Italian but in conjunction with 
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them in Japanese. The most immediate implication of this is that neither model 
of timing organization can claim to be 
the most insightful for both types of lan- 
guages. The apparent relation between 
the form of temporal coordination be— 
tween vowel and consonant gestures and 
the corre8ponding differences in linguis- 
tic rhythm suggests that the organization 
of gestural timing may be a source for 
the differing rhythmic behavior between 
syllable- and mora-timed languages. 
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ABSTRACT 
Perceived pauses in Swedish news texts 
read aloud were investigated. The pauses 
were analyzed to determine their distribu— 
tion as well as their acoustic correlates and 
the perceptual relevance of these corre- 
lates. Most pauses occurred at syntactic 
boundaries, and the higher the rank of the 
boundary, the greater the probability of a 
pause. The acoustic correlates of pauses, 
in addition to silence, include prepausal 
lengthening, resetting of intensity and Fo, 
and voice quality irregularities. In general, 
the higher the rank of the boundary, the 
Stronger and more varied were the acous— 
tic correlates. Moreover, thc data demon- 
strate that syntax plays a role not only in 
the production but also in the perception 
of pauses. 

1. INTRODUCTION 
This paper reports results from an on— 
gomg project about pausing in Swedish. 
First, it concerns pausing in texts read 
aloud. Thus, the analysis only marginally 
includes hesitations and other phenomena 
that characterize ordinary speech situa— 
nons. Secondly, the project combines a 
prosodic and a syntactic as well as a tex- 
tual perspective on pauses. The purpose is 
to describe where pauses occur in relation 
to language structure, in particular to 
boundaries of different kinds. The pur- 
pose is, moreover, to learn about how 
these pauses are manifested acoustically, 
and finally, how the acoustic correlates 
contribute to the impression of a pause. 
Thirdly, "pause" in this study means "per— 
ceived pause". The focus is on those parts 
1n the speech stream at which a pause is 
heard. By choosing this rather than an 
acoustic definition, pauses without a silent 

interval will not be excluded from analy— 
sis. The study includes normal, fast and 
slow renderings of the texts. A detailed 
account of the purpose and general outline 
of the project is given in [13]. Other 
studies with a similarly wide perspective 
on pausing include [10, 2, 15, 4]. 

2. MATERIAL AND ANALYSES 
The material consisted of two news cables 
with a total of 810 words. Some of the 
original words had been exchanged for 
specific test words inserted in different 
syntactic positions to make it possible to 
study prepausal lengthening at different 
types of boundariesfl'he texts were read 
by ten male speakers. Each one read the 
material at his normal speed and at a faster 
as well as a slower speed. All the material 
was recorded on tape and registered on 
mmgograms. 

Prior to further analyses, two listeners 
identified the pauses from the recordings. 
Of the total number of pauses identified, 
the interrater reliability varied between 78 
and 94% for the different speakers. These 
percentages may be compared to the 72% 
reliability in a Dutch study by de Rooij 
[10]. de Rooij had five persons listening 
to one speaker which reasonably should 
give a lower figure. 

A syntactic analysis of the texts was 
also carried out with units such as para— 
graphs, sentences, clauses and phrases 
defined as in traditional grammar. The 
boundaries separating these units were 
marked as paragraph ($$), sentence ($), 
clause (II) and phrase (l) boundaries, res- 
pectively [13]. 

3. PAUSE DISTRIBUTION 
The occurrence of pauses in relation to 
language structure has been investigated 

238  

for different languages and conditions. 
Studies of speech read aloud have been 
based on German [2], English [15] and 
Dutch [10, l]. _ _ 

In the present study some posmons 
seemed to almost obligatorily attract 
pauses, while in other positions the occur- 
rence of pauses varied for the different 
speakers. Positions where at least five of 
the speakers made a pause perceived by 
both listeners were termed "strong pause 
positions". All strong pause _posrtions 
coincide with syntactic boundanes, and as 
might be expected, all paragraph and sen- 
tence boundaries are strong pause p081- 
tions, independently of speech rate. For 
clause and phrase boundaries, Speech rate 
is more important. The slower the speech, 
the more frequent the pauses. Figure 1 
shows how strong pause positions are 
distributed over clause and phrase bound— 
aries. 
1001% ;] (N=57) 
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Figure l. Relative frequency of strong 
pause positions at clause and phrase 
boundaries, in percent. Fast (F), normal 
(N), slow (S) rate. Based on 10 speakers. 

A detailed analysis of the data indicates 
that different kinds of clauses did not 
attract pauses to the same degree. For ex— 
ample, complement clauses starting wrth 
att 'that' (as in He said that ...) were 
almost never preceded by a pause, not 
even at a slow speech rate. Temporal 
clauses, on the other hand, were generally 
preceded by a pause, as were conjoined 

clauses. Pauses also occurred very fre- 
quently before main clauses and some of 
the relative clauses. A similar pattern 
emerges from German data with compa- 
rable clause categories [2]. 

However, clauses of the same type 
were sometimes delimited by a pause, 
sometimes not. Length may be an impor— 
tant factor in these cases, as it seems that 
the probability of a pause between clauses 
is higher the longer and more complex the 
clause. Alternatively, it is not length but 
information load that is the important fac- 
tor. Longer clauses and clause fragments 
contain more information than shorter 
ones. Thus, pausing may be a means for 
avoiding the clustering of too much infor- 
mation. That semantics plays a role for the 
insertion of pauses is supported also by 
the phrase data. The few phrase bound- 
aries that were strong pause posrtions all 
delimited phrases with a high information 
load, viz., complex adverbial phrases and 
phrases expressing negation. 

Thus, the present study suggests a 
multifactorial influence on pause distribu— 
tion. (See [11, 13] for a more detailed 
account.) A similar complex basis for 
pausing is discussed by Umeda [IS]. To 
isolate these determinants has the highest 
priority when it comes to predicting 
pausing. A number of studies have de- 
veloped pausing algorithms as a means 
for revealing the "performance structures" 
of sentences [3, p 182—193; 6]. 

4. ACOUSTIC CORRELATES 
So far, the normal rate data for six of the 
speakers have been analyzed. Measure— 
ments were made of silent intervals, test 
word durations (to estimate prepausal 
lengthening), as well as Fo before and 
after pauses. There was also an evaluatlon 
of voice quality irregularities before (and 

' after) pauses. Figure 2 presents data for 
silent intervals. _ 

It is apparent that even though the ab- 
solute durations vary widely between the 
speakers, they follow the same pattern: 
The duration of the silent interval matches 
the rank of the boundary. If the mean 
silent interval at paragraph boundanes lS 
given a duration of 1 for each of the 
speakers, then at sentence boundaries the 
mean silent interval is about .6 and at 
clause boundaries about .2 of the refer— 
ence duration. In general the mean silent 
interval at phrase boundaries is somewhat 

239 



ë 

IÜ
Ë

E
H

I 

Z 

: 
??

 
“

f
w

fl
w

fl
f

fl
w

w
 

x
x

x
x

ï
'

k
m
fi

k
ü

m
t

‘
w

w
a

s
c

-
.

"
.

:
-

-
:

-
.

:
-

-
.

'
-

.
:

-
.

:
-

.
.

-
-

…
 

'
L

ï
ü

à
i

‘
ä

‘
v

m
x

x
‘

n
x

x
x

x
x

\
\

\
\

\
\

\
\

 

M
e

a
n

 
s

i
l

e
n

t
 

i
n

t
e

r
v

a
l

 
i

n
 

msec 

a
s

:
,

m
s

s
p

s
w

—
s

-
:

—
—

:
—

-
:

a
 

\\
N

Ë
X

 
-;-:

-.u;
-e:.

'.-. 
;— 

$$ $ Il / 

Figure 2. Mean silent intervals at 
paragraph, sentence, clause and phrase 
boundaries. Data for six speakers. 

shorter than at clause boundaries, but the 
differences between these categories are 
very small [12]. Butcher [2, p 175-179] 
similarly measured silent intervals be- 
tween sentences as well as between differ- 
ent types of clauses. As in the present 
study, thc intervals were longer between 
sentences than between clauses. In addi- 
tion, Butcher found significant differences 
of the silent intervals within the clause 
category. 

There is a positive correlation between 
the acoustic signalling and the rank of the 
boundary for other pause correlates, too 
[ l  1, 14]. F0 before a pause tends to drop 
to a lower value, and Fo. after a pause 
tends to start at a higher value the higher 
the rank of the boundary. Thus, the reset— 
trng is greatest at paragraph boundaries. 
In'egularities of voicing, e. g. creaky 
vorce, present a similar pattern. Most 
pauses with such irregularities occur at 
paragraph and sentence boundaries, and 
the higher the rank of the boundary, the 
Stronger the irregularities. However, pre— 
pausal lengthening deviates from the gen- 
eral trend. There is no apparent positive 
correlation between the degree of length— 
ening and the boundary rank. This ñts in 
with the observation that there is no ob- 
vious difference between the lengthening 
before a sentence and a paragraph bound— 
ary [8]. Several studies indicate comple- 
mentarity between lengthening and the 
following silent interval [4, 5]. 

5. PERCEPTUAL ASPECTS 
The pauses in this study were aurally 
identified whereupon acoustic data related 

to the pause positions were collected. This 
procedure does not permit conclusions as 
to the perceptual significance of the re- 
spective correlates or how they combine 
to the impression of a pause. (There may 
also be other relevant correlates than those 
which were chosen. In fact, it seems that 
resetting of intensity is such a correlate.) 
So far some preliminary observations 
have been made. 

There is a high proportion of pauses 
without a silent interval. Over the six 
speakers the proportion ranges between 7 
and 26%. In addition, there are many 
pauses with silent intervals 200 msec or 
shorter. Apparently there are other cues 
than silence to pause perception. Obvious 
candidates are Fo and intensity resettin g, 
prepausal lengtening and voice quality 
irregularities. Several studies have shown 

' that lengthening before a syntactic bound- 
ary may be a cue to boundary perception 
[7, 9]. F0 and intensity seem to be used 
as cues, too, but they are less effective 
than duration cues, including lengthening 
and silence [9, and references cited there]. 
A study of sentence and paragraph bound— 
ary perception points to a complex interac- 
tion of lengthening, voice quality irregu- 
larities (laryngealization), and silence [8]. 

Silence seems to be the more powerful 
eue. This may be inferred from the pre- 
vrous work cited above as well as from 
the present data. For example, listener 
agreement was 100% or close on pauses 
With silent intervals longer than 200 msec. 
It was the pauses with no or very short 
silent intervals (0-200 msec) that the lis- 
teners did not agree upon [12]. 

The silent interval, moreover, has to ' 
be adjusted to the specific boundary type. 
T_his conclusion may be drawn from a 
pilot experiment [16]. Three sections of 
the original recording of one speaker 
reading at his normal speed were stored 
drgitally. The three sections each con- 
tained a boundary at which a pause had 
been perceived; one sentence boundary 
and two clause boundaries, one of which 
was longer than the other. In each section 
the boundary under study was preceded 
and followed, respectively, by a stretch of . 

' speech starting at the immediately pre- 
ceding and following pause (boundary). 
A speech editing program made it possible 
for subjects to adjust the silent interval 
over a range from 0 to 1000 msec. The 
sections were tested one at a time and the 
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subjects altemated between setting a 
duration and listening to the result until 
they decided they had found the optimal 
silent interval. Each of the sections were 
tested three times in this way. The results 
are presented in Figure 3, which contains 
the original durations produced by the 
speaker alongside with the adjusted dura- 
tions averaged over the three trials and 
nine subjects. Though the adjusted inter- 
vals are generally shorter than those orig— 
inally produced, the temporal relations 
between the three boundaries are more or 
less the same in production and percep— 
tion. These data, moreover, demonstrate 
that syntactic structure plays a role_in the 
production as well as the perception of 
pauses. 
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Figure 3. Originally produced silent 
intervals and adjusted intervals at one 
sentence and two clause boundaries. 
Averaged over 3 trials and 9 subjects. 
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ABSTRACT 
Our study is concerned with the reading 
of metrically structured verse. We find 
an apparent tendency of an integration of 
pauses within and across verse lines to 
maintain a rhythmical continuity of 
mean interstress intervals. Similar 
rhythmical traits have earlier been found 
in prose reading but with a greater vari- 
ability of the duration of boundary span- 
ning intervals. Meter specific temporal 
patterns of strong and weak syllables 
have been found to comply with expec- 
tations. Thus, a main difference between 
realizations of iambic and trochaic pat- 
terns is the relative shortness of the 
iambic weak syllable. This trend in part 
reflects a difference in syllable com- 
plexity, the average number of 
phonemes in the iambic weak syllable 
being less than that of the trochaic weak 
syllable. 

1. INTRODUCTION 
Rhythm in the reading of a poem may be 
looked upon both as a literary and as a 
linguistic phenomenon. The analysis 
must handle aspects and tools from met- 
rical as well as prosodic points of view. 
Important are the concepts of meter and 
rhythm. 
Today metricians try to distinguish be- 
tween meterand rhythm in poetry. Meter 
is the abstract, pure pattern of the alter» 
nation of weak and strong syllables. 
Rhythm in poetry, then, is the product of 
a delicate interplay between this abstract 
pattern of meter and the normal rhythm 
of language in prose. Thus, in the read— 
ing of a poem. meter can only be real- 
ized in an incomplete way because of the 
resistance natural language makes when 
it will accommodate itself to the regular 
pattern of the meter. This also implies 
that the natural prosody of language can 
be mon: or less perturbed when it is 
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squeezed into the metrical scheme. As a 
result a tension appears — often very 
fruitful - between the meter and the 
rhythm of language, [4, 5, 1]. 
Consequently, in order to investigate the 
rhythm in poetry reading, we need to use 
both methods from literary metrical 
analysis, starting out from syllables that 
form metrical feet, and methods from the 
analysis of the natural prosody of 
language with a segmentation into inter- 
stress intervals, in Swedish headed by 
stressed vowel onsets. These we refer to 
as phonetic feet. 
The major problems of the present study 
are the following: 
(1) To what  extent is isochrony main- 
tained in reading? 
(2) How do pauses within and between 
lines maintain a rhythmical continuity? 
(3) What are the characteristic features 
of trochaic and iambic patterns as they 
appear in reading? Are weak and strong 
syllables in an iambic foot (weak + 
strong) different from those i n  a trochaic 
foot (strong + weak)? If so, to what ex- 
tent are these differences attributable to 
metrical grouping effects, and to what 
extent are they implicit in meter specific 
word and syllabic structures? 

2. EXPERIMENTAL PROCEDURE 
We have approached the problems out- 
lined above in three steps. .One is 
through sequences of nonsense syllables 
representing prototype iambic and 
trochaic rhythmical patterns. The next 
step was to construct "lab poems" of 
strict iambic and trochaic meter, based 
on almost the same word material, en— 
abling a minima] contrast in composi- 
tion. Finally we turned to the study of 
traditional Swedish poetry. 
A s  subject served a trained speaker, ÂJ ,  
a language expert of the Swedish Radio, 
and a few of our laboratory staff. All of 
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Fig.] Interstress intervals in a ”lab " 
poem“. Normal reading, + ,  and scanned 
reading, x. 

them were well acquainted with tradi- 
tional Swedish poetry. The recorded 
material was subjected to our routine 
data bank processing, involving seg- 
mental analysis from spectrographic 
records. We accordingly measured dura- 
tions of individual speech sounds, sylla— 
bles, pauses and interstress intervals, the 
latter measured from the onset of a 
stressed vowel to the next stressed 
vowel. Mean interstress durations were 
calculated for feet not spanning a pause 
or otherwise marked syntactic boundary. 
We also measured interstress intervals 
spanning pauses and line junctions to 
determine a possible rhythmical coher- 
ence with mean interstress durations. 
In order to Study durational correlates of 
specific meter types we performed a 
segmentation in terms of conventional 
syllables labelled as weak, W, and 
strong, S. An iambic foot thus contains a 
sequence of W+S and a trochaic foot the 
syllable sequence S+W. Average dura- 
tions of such syllable based feet are not 
necessarily the same as average inter- 
stress intervals but usually serve as good 
approximations if averaged over a suffi- 
ciently long reading. We have also tested 
the consequences of relating the S and 
W component of a metrical foot, not to 
preper syllables but to vowel-to-vowel 
units with segment boundaries at 
stressed as well as unstressed vowel on- 
sets. However, although such an analysis 
gave similar results it was discarded as a 
less reliable basis for the study of 
rhythmical structures. 

3. RHYTHMICAL COHERENCE 
We shall here report on some of the 
main results. A more detailed account 
will be given in [2]. The issues of 
isochrony and rhythmical coherence of 
pauses are illustrated in Fig.1, which 
pertains to a three—line iambic "lab 
poem": 
"Nu vârens vind drar fram med lust, 
till liv och glädje sâng och dans 
och väcker ljuva minnens bild." 
Each line contains four feet of the metri— 
cal structure W+S. However, for the 
purpose of bringing out a regularity of 
interstress intervals it was segmented at 
stressed vowel onsets. The duration of 
each interstress interval is plotted verti- 
cally against the foot number with the 
foot text included below. Two versions 
are included, a normal reading and a 
scanned reading. One may observe that 
interstress intervals tend to vary in 
length with the number of associated 
phonemes. This is less so in the scanned 
reading. In the normal reading mode the 
regularity of syllable sequences, implied 
by the meter, limits the variability of 
foot durations and thus preserves some 
degree of isochrony compared to prose 
reading. All the same we occasionally 
encounter large local variations of foot 
length. 
Pauses occurred at all line junctions of 
the "lab poem", Fig.1. The interstress 
intervals, from the vowel onset of the 
last stressed vowel in one line to the on- 
set of the first stressed vowel in the next 
line, are prolonged by about one mean 
interstress interval. The pause absorbs a 
silent beat. Accordingly, the line junc- 
tion spanning feet have been divided into 
two parts of equal duration placed at the 
end of one line and at the beginning of 
the next line, which - brings out the 
rhythmical continuation. 
The same tendency of rhythmical coher- 
ence across pauses was observed in the 
reading of traditional Swedish verse and 
with greater consistency than in prose 
reading. Our most detailed data are from 
two poems, the trochaic "Näcken" (The 
Water Sprite) by E.].Stagnelius and the 
iambic "Kung Karl" (King Charles) by 
E.Tegnér. The trochaic poem contains 
five stanzas, each of four lines of four 
feet each. Most of the pauses occurred at 
line and stanza junctions. Pause span- 
ning interStress intervals formed a regu- 
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lar pattern of preferred durations of 
approximately m=1,2,3,4 or 5 times a 
quantal module of To=525 ms. Out of 
the 21 occurrences, 12 were found on the 
m=2 level, 4 on the m=3 and m=4 levels, 
and one m=5. The quantal base, To=525 
ms, is somewhat smaller than the aver- 
age interstress interval, Ta=580 ms. We 
do not claim an exact synchrony. 
The iambic verse is made up of four line 
stanzas, normally with three complete 
(W+S) iambic feet per line with a regu— 
lar occurrence of an extra weak syllable 
(hypercatalectic) at the end of each odd 
numbered line. Pauses were generally 
shorter after the odd lines than after even 
numbered lines, which tended to secure 
an overall regular timing of all line 
junction spanning interstrcss intervals to 
approximate 2Ta. In other words, a t  the 
end of the odd lines the pause acts as a 
supplement to the hypercatalex, com- 
pleting a foot. In the even numbered 
lines the pause alone adds a silent foot. 
The concept of rhythmical continuity 
across a pause or a line junction can be 
given two slightly different formula— 
tions. One is an invariance of a measure 
of pause duration plus the associated 
prepause final lengthening, which tends 
to approximate a measure of nTa. This 
seems to hold rather well for rhythmical 
reading of prose. In poetry, on the other 
hand, we found a more consistent trend 
of the entire spanning interstress inter- 
vals to comply with a measure of mTo. 
This is what we could expect from a 
higher demand for rhythmical regularity 
in poetry reading. In a situation where 
To=Ta and both models fit the data, we 
can expect m=n+l,  i.e. one rhythmical 
unit is contained in the physical sound 
segments of the spanning foot. 

4. METER SPECIFIC PATTERNS 
Our next problem has to do with rhyth- 
mical patterns of read poetry in relation 
to metrical patterns. If the W of the iamb 
does not differ significantly from the W 
of the trochee, and the same would be 
the case for the S of the iamb and the S 
of the trochee, the sole difference would 
be whether a line started with a strong or 
a weak syllable and also how a line was 
terminated. It has been claimed in the 
literature, [61,[7], that the S/W durational 
ratio is larger for iambic than for 
trochaic verse. This we have verified in 
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the reading of our "lab poems" where an 
iambic version has the same text as the 
corresponding trochaic version with a 
weak upbeat syllable, "anacrusis", 
added. However, these readings merely 
demonstrate that consistent, meter spe- 
cific patterns could be produced, but 
they do not have a general proof value 
concerning unbiased performance. 
In the reading of true poetry the situation 
was different. The subject was a trained 
reader but lacked any preconcept of a 
specific meter implied rhythm. However, 
the results from these readings supported 
our expectancy. We found that the dura- 
tion of the strong syllable in the iamb, 
S=375 ms, was only slightly longer than 
the S=355 ms of the trochee. A great dif— 
ference was found in the weak syllables 
with W=150 ms for the iamb compared 
to W=225 ms for the trochee. However, 
it is important to consider that this in 
part reflects differences in syllable com— 
plexity. The average number of 
phonemes per weak syllable was 2.55 for 
the trochee and 2.15 for the iamb. The 
average duration of a syllable is ap- 
proximately proportional to the number 
of phonemes, [3]. About half of the  75 
ms difference between the W of the 
trochee and the W of the iamb, Le 35 
ms, is thus attributable to the difference 
in syllable complexity, whilst the re- 
maining 35 ms represents a true meter 
determined effect. The difference in 
strong syllable duration comparing the 
iamb and the trochee may entirely be 
explained by the slightly higher average 
number of phonemes in the iambic S 
than the trochaic S. The main durational 
difference thus lies in the weak syllable, 
which is shorter in the iamb than in the 
trochee. 
How do we explain these differences? 
First of all, the durational patterns we 
have found merely constitute one part of 
a complex pattern also carried by into- 
nation and intensity contours that con- 
tribute to the lively character of an 
iambic reading compared to the more 
level trochaic reading. We may expect 
that the meter imposes a grouping effect 
in the read poem so as to enhance the fi- 
nal syllable of the foot, the W in a 
trochee and the S in an iamb. This would 
especially be the case of a terminal 
lengthening at the end of a line, which 
would enhance a trochaic W and an 

iambic S. 
We have also looked into meter specific 
choice of language material. We have 
found a predominance of monosyllabic 
words in iambic as well as in anapestic 
poems, whilst trochees and dactyls show 
a relative predominance of disyllabic 
words. It remains to be seen to what ex- 
tent word inherent stress patterns condi- 
tion durational patterns in poetry read- 
ing. _ 
We plan to compare our data above wrth 
data from the same poems read as prose. 
Meanwhile, we gain some support from 
our earlier analysis of prose reading [3], 
where we have developed models of 
how stressed and unstressed syllable du- 
rations increase with the number of 
phonemes contained. If in these regres- 
sion equations we insert the number of 
phonemes per W and S syllables of the 
read poetry we arrive at a S/W ratio of 
2.4 for an iambic pattern and 1.9 for a 
trochaic pattern to be compared with the 
observed S/W=2.5 for the iambic verse 
and S/W=l.6 for the trochaic verse. This 
simple prediction of how language 
structure might impose constratnts on 
poetry reading supports what we have al- 
ready seen, that the contrast between the 
iambic and the trochaic durational pat- 
terns is greater than implied by a lan- 
guage model derived from prose reading. 

5. GENERAL DISCUSSION 
We have dealt with two major aspects of 
temporal organization. One is the ten- 
dency of pause and line spanning inter- 
stress intervals to synchronize on a mul— 
tiple of a basic rhythmical module close 
to an average free foot interval. ln prose 
reading similar rhythmical traits were 
observed, but here the pause plus 
prepause lengthening is a more stable 
unit than the duration of the pause span— 
ning interstress interval which varies 
with the number of phonemes contained. 
The other main problem concems meter 
specific rhythmical patterns. The strong 
syllable appears to be of about the same 
length in iambic and trochaic verse, 
whilst the weak syllable is significantly 
longer in trochaic verse than in iambic 
verse partly as a consequence of a 
smaller number of phonemes in the weak 
iambic syllable. The remaining differ- 
ence could also in part be related to other 
meter specific selections of word and ac- 

cent types. However, the durational pat- 
terns we have observed appear to reflect 
a specific grouping within a metrical 
foot to comply with a poetic mode of 
reading, e.g. the relative liveliness of the 
iamb. In this respect we may claim that 
specific iambic and trochaic patterns are 
not "metn'cal myths" [6], but a reality as 
proposed by earlier investigators, [71,[8]. 
A large number of problems remain to 
be tackled, e.g. the integration of other 
stress attributes such as F0 and intensity 
variations into an overall model of poeti- 
cal performance. Now, in the age of free 
verse these problems might seem anti- 
quated. However, there is a recent trend 
in poetry writing of rediscovering the 
poetical virtues of metrical structures. 
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ABSTRACT. 

Durations of syllables, segments and 
pauses of similar texts in two languages, 
Catalan and Spanish, are compared at 
three speech rates: slow, normal and fast. 
These texts are read by one native speaker 
of each language. Results reveal that, 
although the temporal compression 
phenomenon has not exactly the same 
behaviour, both languages seem to be 
syllable-timed. Catalan tends to a 
pr0portional reduction in all syllables; 
Spanish tends to a more proportional 
duration of all syllables through stressed 
syllable reduction. 

1. INTRODUCTION. 

The aim of this paper is to study temporal 
compression of segments and syllables in 
Catalan and Castilian Spanish due to the 
influence of increasing speech rate. This 
temporal compression phenomenon is 
expected to be different in the two 
rhythmical categories traditionally 
clasiffied: in stress-timed languages 
speech rate increase shows a higher 
degree of reduction in unstressed than in 
stressed sylllables; in syllable-timed 
languages speech rate increase shows a 
proportional reduction in all syllables [1]. 
On the other hand, in syllable-timed 
languages, a 'greater speed' and an 'easier 
articulation' are achieved at the expense of 
consonants rather than vowels [3]. 

According to the classical literature about 
Spanish we have considered it to be a 
syllable-timed language [5]. Catalan has 
still not been studied from this 
perspective, although there are acoustic 
cues which indicate that it belongs to the 

same rhythmical category [2]. For this 
reason, a similar behaviour is supposed to 
occur in the temporal compression 
phenomenon. 

2. PROCEDURE. 

2.1. Corpus. 
We have analyzed two versions, in  
Catalan and Spanish, of the same text: the 
fable "The North Wind and The Sun" (see 
Den Os [4] for the study of this same text 
in Dutch and Italian). It was read at three 
different speech rates, slow, normal and 
fast, by a native speaker of each language. 

2.2. Subjects. 
One native speaker of Catalan and one 

native speaker of Spanish acted as 
informants. Both were male and they 
were speakers of the standard variety of 
their languages. They had not difficulty at 
speaking at the requested speech rates. 

2.3. Recording and acoustic analysis. 
The speakers read the texts at three speech 
rates in one single recording session. It 
took place in a sound isolated room in 
semi-anechoic conditions at the Phonetics 
Laboratory at the Universitat Autènoma 
de Barcelona. A Sennheiser MD 441N 
directional cardioid micrOphone and a 
Revox A77 tape recorder were used. 

The signal was digitized at 10 KHz 
sampling rate using the routines 
implemented in the MacSpeech Lab II 
software package by GW Instruments 
running on an Apple Macintosh II. 

The audio wave was segmented and 
durations were measured on the 
oscillographic representation, locatin g the 

2 4 6  

boundaries of sounds using changes in 
the waveform as the main criteria. When 
necessary, spectrograms and perceptual 
checking listening to the segments were 
also used. 

3. RESULTS. 

The Catalan text contains 171 linguistic 
syllables and Spanish one contains 179. 
The overall time of readings (included 
pauses) of the Catalan version is 39.1 s. 
(slow), 32.4 s. (normal) and 25.8 s. 
(fast) and of the Spanish version 37.1 s. 
(slow), 32.9 s. (normal) and 26.4 5. 
(fast). This means that the overall speech 
rate expressed in linguistic syllables per 
second— in Catalan readings is 4.4 (slow), 
5.3 (normal) and 6.6 (fast) and in Spanish 
readings is 4.8 (slow), 5.4 (normal) and 
6.8 (fast). The number of syllables per 
time unit seems to be a good objective 
measure of speech rate. The versions of 
the languages may be compared with 
respect to speech rate. Values for each 
speech rate in the two languages are 
similar and there is  an inversely 
proportional relation between speech rate 
increase and total duration decrease as 
expected. 
The overall time of pauses in Catalan is 
5.7 s. (slow), 5.3 s. (normal) and 3.6 s. 
(fast) and in Spanish is 8.9 s. (slow), 6.5 
s. (normal) and 3.7 s. (fast). Values are 
higher in Spanish than in Catalan except 
in the fast reading, in which they are 
practically the same. The articulatory time 
(excluding pauses) in Catalan is 33.4 s. 
(slow), 27.1 s. (normal) and 22.2 s. 
(fast) and in Spanish is 28.2 s. (slow), 
26.4 s. (normal) and 22.7 s. (fast). The 
articulatory rate -expressed in linguistic 
syllables per second— in Catalan is 5.1 
(slow), 6.3 (normal) and 7.7 (fast) and in 
Spanish 6.3 (slow), 6.8 (normal) and 7.6 
(fast). We observe that articulatory rate 
increase in Catalan is proportional in the 
three readings, but in Spanish there is a 
weak increase between slow and normal 
readings, and a more noticeable increase 
between normal and fast readings. 
Anyway, articulatory rates corresponding 
to slow and normal readin gs have a higher 
value in Spanish than in Catalan, although 
the differences between articulatory rate 
values decrease; and, finally, the values 
for fast reading in both languages tend to 
be similar. 

The number of syllables realized in 
Catalan readings is  166 (slow) and 165 
(normal and fast), and in Spanish 
readings is 178 (slow and normal) and 
177 (fast). The overall Speech rate 
-expressed in phonetic syllables per 
second- in Catalan readin gs is 4,3 (slow), 
5,1 (normal) and 6,4 (fast), which are 
perfectly comparables with Spanish 
values: 4.8 (slow), 5.4 (normal) and 6.7 
(fast). Articulatory speech rate expressed 
in phonetic syllables shows the same 
behaviour that the rate expressed in 
linguistic syllables, but the fast reading 
value is not so similar between both 
languages. Those values for Catalan are 
5.0 (slow), 6.1 (normal) and 7.4 (fast) 
and for Spanish 6.3 (slow), 6.7 (normal) 
and 7.8 (fast). 

It is then clear that there are some 
problems connected with expressing 
speech rate in syllables per second. 
Questions arise as to whether pause-time 
has to be included and which types of 
syllables have to be counted, phonetic or 
linguistic ones. We have computed the 
overall values of linguistic and phonetic 
syllables, and of speech and articulatory 
rate. But we have taken only into account 
values of phonetic syllables because they 
correspond to the actual phonetic 
realization; for the same reason, values 
corresponding to speech rate have been 
used, because among other factures, it is 
no possible to distinguish pauses from 
stop gaps occurring after a pause. Then if 
we take only into account articulatory rate 
values, some information would be lost. 

In order to study the temporal 
compression phenomenon as a function of 
the speech rate increase, regression 
analysis has been applied taking into 
account the following conditions for three 
speech rates in both languages: 
(a) the overall speech rate, expressed in 
phonetic syllables per second as an 
independent variable. 
(b) as dependend variable, in each case: 
the mean duration of unstressed syllables, 
stressed sy l lables ,  vowels, stressed 
vowels, unstressed vowels, Catalan 
schwa, consonants, obstruents, and 
sonorants. 

The relative decrease in duration per sylljs 
is the following: 
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3.1. llabjcs. Catalan unstressed and 
stressed syllables show an analogous 
shortening, which is higher in the stressed 
than in the unstressed ones (30.6 vs. 
25.8). Spanish stressed syllables shorten 
to a lesser extend considering the 
behaviour Catalan syllables (20.4), and 
Spanish unstressed syllables present an 
even lower degree of shortening (7.2). 
See Figure 1. 

Figure 1: speech rate vs. 
syllable duration. 
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3.2. !Qwçls vs, Çgnsgnams. Vowels and 
consonants are subject to a similar 
_shortening in both languages; however it 
is lower in Spanish (6.2 and 4.2) than 
m Catalan (12.6 and 8.7, respectively). 
See Figure 2. 

Figure 2: Speech rate vs. 
vowel and consonant duration. 
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3.3. 

between stressed and unstressed vowels 
1n both languages are clear, although they 
are more prominent in Spanish (10.6 and 
4.3) than in Catalan (18.2 and 9.0, 
respectively). Catalan has a m ,  which 
undergoes a shortening similar to the 
overall unstressed syllables (10.4). See 
Figure 3. 

Figure 3: speech rate vs. 
vowel duration. 
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3.4. … .  In Spanish there is a great difference in the shortening 
between both types of consonant 
categories (6.1 and 1.5). In Catalan, in 
which the degree of shortening is higher 
differences between sonorants and 
obstruents are not so important (9.6 and 
7.0 reSpectively). See Figure 4. 

Figure 4: speech rate vs. 
40 obstruent and sonorant duration. 
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… …  … .  Differences in shortening 4. DISCUSSION. 

All categories studied show a higher 
degree of shortening in Catalan than in 
Spanish. Considering that in Spanish the 
three speech rates are a bit higher and the 
shortening is a bit lower than in Catalan, 
we can expect that temporal compression 
as a function of the Speech rate increase 
would be smaller in Spanish than in 
Catalan. 

On the other hand, considering that 
stressed syllables have the longest 
duration in Spanish, the fact that they are 
subject to a higher degree of shortening 
than unstressed ones reveals a strong 
tendency towards equal syllable duration. 
The same phenomenon is  found for 
vowels in both languages. This seems to 
imply that Spanish and Catalan tend to 
syllable-timed languages. 

The ratio between the degree of reduction 
of vowels vs. consonants is the same in 
both languages (1 .5) .  Temporal 
compression of vowels is higher than of 
consonants. The behaviour of those 
syllable types in Spanish seem to be in 
disagreement with Daucr conclusions [3]. 
However, we believe this behaviour is 
coherent with the results obtained in our 
experiment, which reveal that the 
categories of syllables and segments with 
longer mean duration are shortened in a 
higher degree. According to Bertinetto 
[1], we can conclude that Catalan and 
Spanish are not stress-timed languages, 
because speech rate increase does not 
show a higher degree of reduction in 
unstressed than in stressed syllables. 
They would be then considered syllable- 
timed languages: 
Speech rate increasing in Catalan shows a 
proportional reduction in all syllables. 
Speech rate increasing in Spanish shows a 
higher reduction in stressed syllables than 
in  unstressed ones, although stressed 
syllables are always the longest ones. 
Then, there is a tendency to shorten 
longer segments and stressed syllables 
most. Through stressed syllable 
reduction, proportional duration of 
syllables tends to be achieved. 

5. CONCLUSION. 

It has been shown that both languages 
tend to be syllable-timed, although the 
processes involved are not exactly the 
same. The fact that Spanish seems to 
make equal syllable durations (through 
stressed syllable reduction related to 
speech rate increase) suggests that its 
rhythm is syllable-timed as it has been 
traditionally defined: syllables recur at 
regular intervals. In Catalan the temporal 
compression is more marked almost 
equally in all syllables, so that we can 
presume that its rhythm is syllable—timed 
in agreement with Bertinetto‘s proposal 
[ 1]. 
However, in order to characterize a 
language from a rhythmic point of view 
there are other factors to be taken into 
account. Furthermore, we are aware of 
problems concerned with our experiment: 
- segmental reduction is also constrained 

by syllable structure, segment position in 
the utterance or speech style. 
- the fact that reading rates are constrained 
affects the degree of naturalness of the 
corpus. 
- the preliminar results of this study 
suggest that more research is still needed 
in order to describe accurately the 
temporal compression phenomenon. 
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ABSTRACT 
The aim of this investiga— 
tion was to study duration 
_as a prosodic component of 
the rhythmical s t ructure  of 
phonetical words of diffe— 
rent accent type in utter- 
ances typical of Standard 
Lithuanian and to discover 
the temporal characteris- 
tics of a rhythmical model 
of a phonetical word,taking 
into account the inherent 
prosody of vocalic and di- 
phthongal syllabic neuclei. 
The obtained model has re— 
vealed the main regulari- 
t i e s  in the distribution of 
duration of stressed and 
unstressed syllabic neuclei 

1. INTRODUCTION 

In a previous study /l/, 
an attempt was made to in— 
vestigate durational cha— 
racteristics of acute and 
circumflex vowels and voca- 
lic diphthongs in extended 
speech c o n t e x t s .  The dis— 
tinguishing f e a t u r e  of Li— 
thuanian stress is that ho- 
mogeneous long monophthongs 
and vocalic or mixed diph— 
thongs may have _acute or 
circumflex a c c e n t .  Having 
experimentally proved that 
there is no significant di- 

‘fference in duration nei- 
ther be tween  acute and cir- 
cumflex vowels  nor diph— 
thongs in extended speech, 
we analysed  vocalic and 

diphthongal syllabic neuc— 
lei i r respect ive  of the ac- 
cent type. 

The experiment reported be— 
low is an extension of the 
previous investigation this 
time involving durational 
ratio of s t r e s s e d  and unst- 
ressed syllabic neuclei of 
all types. 

2. THE EXPERIMENT 
The experiment corpus con— 

sisted of 128 utterances, 
recorded by 3 male and 2 
female subjects. Measure— 
ments were obtained from 
intonograms. 
In the experimental mate- 

rial the vowels and diph— 
thongs under investigation 
were presented in different 
phonetical environments and 
in various positions in the 
phrase. So as to compensate 
for the influence of word 
position in the utterance,  
they were constructed so 
that the vowel  was found an 
equal number of times in 
each position. In order to 
compensa te  for differences 
in absolute duration in di- 
fferent positions, computa— 
tions w e r e  based on relati— 
ve differences in duration. 
The data for each subject 
were individually analysed, 
but since the same corpus 
was used for each subject 
we also contrasted the data 
on vowel and diphthong du- 
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ration for all the subjects 
as a group. 
Since two- and three—syl- 

lable words make up the 
most recurrent accentual 
pattern in the Lithuanian 
language, the temporal cha— 
racteristics of rhythmical 
structure of such phoneti— 
cal words have been inves- 
tigated. 

3. RESULTS 
Certain durational distri- 

bution of stressed and un— 
stressed syllabic neuclei 
makes up the main feature 
of the Lithuanian rhythm. 
The analysis of durational 

ratio of stressed and unst- 
ressed short vowels of the 
same height revealed that: 
a) there is almost no dif— 
ference in the length re— 
duction of the lst preto— 
nic low vowels /a/ and /e/ 
(0 .77:1  and 0.79:l respec— 
tively): 
b) there is a great diffe— 
rence in the length reduc— 
tion of the lst pretonic 
high vowels /u/ and /i/ 
(0.67:l and 0 .87:1  respec- 
tively): 

c) the length reduction of 
the 2nd pretonic vowels is 
greater than that of the 
lst pretonic vowels ,  /u/ 
being s u b j e c t e d  to the 
highest degree of reduc- 
tion (/a/./e/./u/./i/ —-—- 
0 .74:1 ,  0 . 7 6 : 1 ,  0 .70:1,  
0 . 8 1 : 1  re spec t ive ly ) ;  

d) the length reduction of 
the lst posttonic vowels 
is weaker than that of the 
lst pretonic vowels (/a/, 
/e/ /u/,/i/—a—0.74:l:0.86, 
o.7è:1:o.ao, o.7o:1:o.e3, 
0.81:l:0.98 respect ively);  
9) the length reduction of 
the 2nd posttonic vowels 
is rather small, with /i/ 
being even longer in dura- 
tion than the stressed one 
(Ia/.,/e/,/u/,/i/—-—1:O.94, 
l:0.85, l:0.92, 1:1.1 res— 

pectively). 
The analysis of durational 

ratio of s t r e s sed  and unst- 
ressed long vowels of the 
same height revealed that: 
a) the length reduction of 
the lst pretonic long vo— 
wels is very similar to 
that of short vowels, with 
/u/ being subjected to the 
highest degree of reduc— 
tion. Long vowels /E/ and 
/e/ were not included into 
the experimental material 
as they are very rare in 
the pretonic position in 
the Lithuanian language. 
(le/,/o/,/u/,/I/—-—-0.82:l, 
0.70:l, 0 .58 :1 ,  0 . 7 0 : 1  re— 
spectively); 
b) the 2nd pretonic long 
vowels like the short vo— 
wels have a tendency to a 
rester length reduction; 

c the 2nd posttonic long 
vowels have a tendency to 
a greater length reduction 
than the short vowels. 
In a previous study /l/ it 

was revealed that there is 
essentially no di f fe rence  
in duration between the 
circumflex and acute diph— 
thongs /ei/,/ie/ and /uo/, 
while there is statistical— 
ly significant difference 
in duration between diph— 
thongs /ai/ and /au/ pro— 
nounced with different ac— 
cent type. 
The analysis of durational 

ratio of s t r e s sed  and unst- 
ressed diphthongs irrespec- 
tive of the accent type re— 
vealed that: 
a) the diphthong /ei/ has a 
greater length reduction 
in the lst pretonic sylla— 
ble than in the lst post— 
tonic syllable as in short 
and long vowels 
(o .71:1:o.74);  

b) the diphthong /ie/ cont- 
rary to the diphthong /ei/ 
has a greater length re- 
duction in the lst postto— 
nic syllable than in the 
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lst pretonic syllable 
(O.72:1:O.66). 
The analysis of the diph— 
thongs /ai/ and /au/ pro- 
nounced with different ac- 
cent type revealed  t h a t :  
a) the acute and circumflex 
diphthong /au/ has greater 
leng th  reduct ion in the 
lst posttonio syllable 
than in the lst pretonic 
syllable (/éu/, /afi/ -——— 
0.68:l:0.66, 0.80:l:0.78 
respect ively);  
b) contrary to the diph— 
thong /au/ the acute  and 
circumflex diphthong lai/ 
has a greater  length re- 
duction in the lst preto— 
nic syllable than in the 
last posttonic 
(/âi/, /a1/——0.62:1:0.64 
0.77:l:0.80 respectivelys. 
The analysis of durational 

ra t io  of s t ressed  and unst— 
ressed vocalic and diph— 
thongal syllabic neuclei 
revealed the temporal  cha— 
racteristics of a rhythmi— 
cal model of a phonetical 
word. According to this mo- 
d e l ,  the following regula— 
rities in the distribution 
of stressed and unstressed 
syllabic neuclei may be 
distinguished: 
1. The length of unst ressed 
syllables is dependent on 
the distance from the 
s t r e s sed  sy l lable ,  with 
syllables closer to the 
stress being longer. 

2. The pretonic syllables 
show greater reduction in 
duration than the postto— 
nic syllables. 
3. The lst pretonic syllab— 
le is approximately equal 
in length to the 2nd post— 
tonic syllable. 

4. The 2nd posttonic sylla— 
ble is approximately equal 
in length to the lst post- 
tonic syllable. 
It is assumed /2, 3/, that 
posttonic syllables word or 

syllable 

phrase finally are longer 
than pretonic syllables. It 
is conditioned by syllable 
to the s t r e s s  position as 
well as by intonation. It 
remains to be proved, howe- 
ver, whether the above de- 
scribed temporal structure 
is language specific or 
language universal. 
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Abstract 
The main prosodic differences between 

Quebec French and French from France 
originate in the vocalic system.Quebec 
French retains the old system of long and 
short vowels in which the distinctive feature 
_of duration is imposed on morphology. 
Independently of degree of stress and syllabic 
derivation. This durational contrast creates 
rhythm that excludes syllabic isochronism. In 
Quebec French, in an intonational stretch of 
two consecutive syllables, both syllables can 
be optionally stressed by using different 
means (intonation and duration) apparently 
freely distributed. 

m m  
On peut penser que les règles 

prosodiques liées à la syntaxe et à la 
semantique ont des chances d’être communes 
aux différents dialectes français, tandis que 
celles qui sont régies plus étroitement par la 
phonologie, la phonétique et la pragmatique 
sont plus spécifiques; c'est le cas pour ce qui 
est du français québécois. Par contre, les 
regles prosodico-syntaxiques, prosodiso- 
semantiques et rythmiques que Mario Rossi 
(1985 et 1987) a formulées à partir 
d’exemples de français de Paris. sont 
communes au français des deux côtés de 
l'Atlantique. 

_ Ces règles sont assez générales pour 
avorr un statut phonologique aux frontières 
des principaux constituants syntaxiques. Les 
intonèmes continuatifs ou conclusifs se 
retrouvent aux mêmes frontières au Québec 
et en France; c'est le cas des ICT/, lot/, 
ICC/, !c IpaRI, même s'ils ne se réalisent 
pas nécessairement en surface phonétique 
par les memes variations paramétriques. Les 

règles rythmiques et d'ajustement peuvent 
rendre compte des nombreuses variations 
phonétiques liées au style, au débit. avec une 
certaine liberté laissée à Ia spontanéité des 
locuteurs. 

Les particularités prosodiques que je signale 
ici tiennent au système phonologique des 
voyelles longues et brèves que les Québécois 
ont en bonne partie hérité de l'ancien système 
vocalique du français de l'Ile-de-France. La 
durée phonologique omniprésente dans le 
français québécois a des incidences sur les 
modes de réalisations phonétiques de 
l'accentuation, noeud du système pro- 
sodique, sur l'organisation temporelle à 
l'intérieur de la syllabe et du mot, sur la 
rythmique non isochronique de la phrase et 
sur le placement des accents secondaires 
dans l'énoncé. Je me limiterai ici au rôle dela 
durée dans l’accentuation. 

W W W  
Des 17 voyelles phonologiques du 

français québécois, huit sont longues par 
nature et neuf ne le sont pas. Ces longues 
sont : la! de téte opposé à la brève 
correspondante le! de faites; le la! de pâte 
opposé à la correspondante la! de patte; le 
lol de côté opposé à la brève lol de note,; le 
le! de ième opposé à la brève Ice! de M i  
dans ce groupe de voyelles orales. l'opposition 
de durée s'ajoute à l’opposition de timbre et 
ne peut être neutralisée. Les quatre voyelles 
nasales sont aussi longues par nature 
(Santerre 1974). 
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Ces huit voyelles longues par nature 
s'allongent peu par coarticulation avec les 
constrictives sonores qui les entravent et 
elles se laissent peu abréger par les 
occlusives sourdes (Santerre 1987) [2]. Les 
voyelles brèves sont indifférentes au trait 
phonologique de durée, mais elles sont consi- 
dérablement allongées et abrégées par 
coarticulation consonantique; ce sont les 
voyelles hautes /i,y,u/ et les quatre brèves 
le.a,o,œl opposées aux quatre longues 
orales; deux voyelles, le le/ et le la!, ne se 
trouvent pas en syllabe entravée. 

La rencontre dans la rime des sept 
voyelles brèves avec les codes allongeantes, 
ou abrégeantes, ou indifférentes (occlusives 
sonores et constrictives sourdes) occasionne 
la production de trois groupes de syllabes 
caractérisées par leur durée spécifique 
(Santerre 1987) [1]. De même, la rencontre 
dans la rime des huit voyelles longues par 
nature avec les trois classes de consonnes 
engendrent des groupes de syllabes plus ou 
moins longues. 

Les ra rts de durée 
Le rapport de durée des voyelles 

brèves et des voyelles longues ou allongées 
est considérable en québécois. Toutes choses 
égales d’ailleurs, il peut varier de 1,5 à 3 et 
même beaucoup plus; parce que les voyelles 
hautes en dehors de l'accent peuvent être 
syncopées ou très abrégées, elles ne repré- 
sentent qu'une faible fraction de la durée 
d’une longue; ainsi le [1] de comité peut faire 
de 0 à 5 ou 6 cs, tandis que le [5] de 
QQmnIQE peut faire 12 à 20 cs. Ces 
rapports ne sont qu'indicatifs. Les voyelles 
hautes, en s'abrégeant ou en se syncopant en 
dehors de l’accent, abrègent et même font 
disparaître une syllabe, ce qui oblige les 
syllabes voisines à s'allonger pour intégrer les 
consonnes laissées sans noyau vocalique 
(Archambault 1985, J.-F. Couturier, recherche 
de doctorat en cours). ' 

XI 
Les syllabes à noyau long par nature 

qui constituent des morphèmes lexicaux 
fréquents gardent leur durée vocalique carac— 
téristique, même quand elles entrent en 
composition avec d‘autres syllabes pour 
former des lexèmes; et dans ce cas, la coupe 

morphologique peut avoir priorité sur la coupe 
syllabique dans la prononciation. Exemple : les 
morphèmes longs téte/tat! et pate/pat! se 
prononcent en respectant la durée et 
l’entrave dans : téte à l’envers/tat a…! et 
… p a t  a…! au lieu delta ta...l 
et lpct ta. ..l. Entè té et gaggle se prononcent 
/â ta tel et la pa te/ et jamais Ii ts te/ 
ni lâ te tel ou la" pa te Ini méme avec un 
Ia/ abrégé. En québécois, les longues par 
nature conservent leur durée pertinente même 
en syllabe libre et en dehors de l'accent 
(Santerre 1990) [1]. Il est à remarquer que les 
morphèmes à noyau bref allongé par 
coarticulation n'ont pas cette priorité de la 
coupe morphologique sur la coupe 
syllabique. Exemple: sage/say a un noyau 
allongé qu'on ne trouve pas dans sagesse 
lsases/ à cause de la dérivation syllabique, 
mais qu’on retrouve dans sagement Isag 
mäl. 

La durée dans la morphologie verbale 
A la faveur des fusions vocaliques qui 

mettent en cause les flexions verbales, les 
contractions vocaliques sauvent les marques 
morphologiques de temps au moyen de la 
durée distinctive. Dans un test au moyen de 
phrases synthétisées, j'ai fait varier la durée 
vocalique dans la syllabe [ta] de lje ta pol 
“Il est à Pau”. Une centaine d'étudiants 
québécois ont perçu le présent quand le la! 
était bref, et l'impartait quand il était 
long. L'explication réside dans la durée qui 
représente la fusion des deux voyelles sous— 
jacentes de W u  [je tea po) -> [je 
ta: po); quand on allonge le Ie/ de Ijel, on 
fait surgir au niveau phonologique la repré— 
sentation des deux voyelles sous-jacentes de 
Wien/jee tea pol -> (je: ta: po], 
soit le passé composé. Ce test a été réussi 
presque sans exception par les Québécois. et 
n’a reçu que des réponses au hasard de tous 
les autres francophones présents (Santerre 
1981). 
Tr ’ n ien ur' 

J‘ai fait passer un autre test tout 
récemment sur la distinction de phrases 
“homophones' comme : “J'ai fait une partie 
d'échecs ce matin” et 'J'ai fait une partie 
des chèques ce matin”. Ces phrases lues par 
un locuteur parisien ont été complètement 
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confondues par quinze auditeurs québécois; 
lues par un locuteur montréalais, elles ont été 
distinguées à 77%. Les mesures montrent que 
la durée des syllabes morphologiques auto- 
nomes sont significativement plus !ongues en 
québécois. ll ne s'agit pas d'un allongement 
accentuel, mais d'une trace de la durée liée 
aux articles contractés (des : de les). Dell 
(1984, p. 100) dit qu‘ “il ne semble pas qu’on 
puisse jamais marquer une opposition de 
longueur en syllabe inaccentuée". C'est sans 
doute le cas en français de Paris; en 
québécois la durée garde encore souvent sa 
pertinence même en dehors de l'accent. 

Ces considérations ont pour but de 
bien établir le fondement phonologique et 
morphologique de la durée en québécois, durée 
qui a une incidence considérable sur la pro- 
sodie. La durée en français de Paris n'a pas 
ce statut fondamental; elle est seulement 
physiquement conditionnée par l'accentuation 
et par la coarticulation consonantique. Elle ne 
met pas en oeuvre comme en québécois une 
commande phonologique de production et de 
détection qui renforce l‘effet mécanique 
involontaire. 

Incidence l r '  c -‘a ent r 
I’accentuation 

Je prendrai mes exemples dans 
l'intéressant article de Dell (1984) Les 
intuitions phonologiques de l'auteur sont 
illustrées par une centaine de phrases que je 
lui ai demandé d'enregistrer en studio. Un 
certain nombre de ces phrases ont été 
soumises à des tests de perception auprès 
d’auditeurs, aussi bien français que québécois; 
elles ont été difficilement distinguées par les 
uns et par les autres. L'analyse prosodique 
instrumentale et psychoacoustique rend bien 
compte des cas de confusion: l’accentuation 
de Dell a été réalisée dans ces enregis- 
trements presque exclusivement par 
l'intonation. 

Pour des raisons d‘eurythmie, Dell 
déplace l'accent 2 dans (a) et (b): 
(a) La faux sert à faucher l'oseille 

0 2 0 0 0 0  0 1  (2-6) 
(b) La faux sert à faucher l'oseille 

' 0  0 2 0 0 0 0 1 ( 3 — 5 )  
Comme le prévoit l'auteur, (b) 

devient homophone de (c) : ‘la faussaire a 
fauché l’oseille”. 

Dans un test de compréhension 
auprès de seize Québécois étudiants de 
phonétique, (a) a été entendu comme la (au; 
par tous, (b) ne I'a été que par un seul. 
L'explication se trouve dans le fait que Dell 
(p. 88) est obligé de désaccentuer {aux parce 
qu'il accentue la syllabe suivante sen. La 
même phrase prononcée par des Québécois, 
qui déplacent aussi l'accent sur sert, ne 
change pas de sens, parce que L&conserve 
une durée qui sauve son statut de syntagme 
nominal sujet. L’accent de taux est fait par 
la durée et celui de san est fait par l'into— 
nation. Selon Dell, une règle de non-contiguïté 
accentuelle dans un même tronçon intonatif 
interdit d’accentuer en français deux syllabes 
consécutives. C‘est sans doute parce que le 
larynx n’a pas le temps de faire les 
ajustements nécessaires pour réaliser deux 
intonèmes distincts sur des voyelles voi- 
sines. Dans un dialecte qui table aussi bien sur 
la durée que sur le F0 pour faire l'accen— 
tuation, rien n'empêche le locuteur de faire 
deux accents consécutifs pourvu qu'ils soient 
réalisés par des paramètres différents 
(Santerre 1990) [2]. 

La règle d'allongement de Dell 
Dell (p.100) reconnait que des phrases 

homophones comme (a) et (b) peuvent être 
distinguées par l'allongement d’une syllabe 
accentuée. 
(a) Des dés odorants, 

0 2: 0 0 1 
(b) des déodorants 

0 2 0 0 1 
Cette règle stipule qu'on allonge 

facultativement la syllabe finale d’un mot 
accentuable, mais non pas la syllabe pré- 
pondérante des mots féminins qui est suivie 
d'un e muet, comme paie. C'est pourquoi Dell 
allonge l'accent secondaire dans (d) et non 
dans (c): 
(c) ce- lui qui par- le coud 

3 0 0 2 0 1 
F0: 153151 120176135 112 
Durée 154 149 137 257 102 200 

(d) ce-lui qui par le coud 
3 0 0 2: 0 1 

F0: 149154140 185 126 124 
Durée 143157 153 336 112 202 

2 5 6  

L‘écoute et les mesures révèlent que 
Dell accentue 2 par l'intonation seulement 
dans (c), et par l‘intonation et la durée dans 
(d); 257 ms ne suffisent pas à faire sentir une 
durée ajoutée à la syllabe de trois phonèmes 
en (c). 

En français québécois, la contrainte 
des mots féminins et celle de la non-contiguïté 
accentuelle me semblent respectées uni- 
quement dans l‘élocution très soignée de Ia 
lecture littéraire et du théâtre clas- 
sique. C'est pourquoi un locuteur québécois 
peut réaliser couramment l’accent 2 dans (c) 
et (d) principalement au moyen de Ia durée et 
accessoirement au moyen de l'intonation. 
(c) ce — lui qui parl' coud 

0 3 0 2: 1 
F0: 124 156 (sourd) 139 105 
Durée 136 211 150 369 240 

(d) ce-lui qui par- le coud 
0 3 0 2: 0 1 

F0: 127 151 (sourd) 140 111 110 
Durée 150 209 132 303 129 224 

Remarque: ici ce n'est pas l’écart du F0 sur la 
syllabe accentuée qui fait remarquer 
l‘intonation sur 2, mais le long glissando vers 
la syllabe suivante. 

On peut dire en québécois, sans se 
soucier de la contiguïté accentuelle: 

Celui qui part coud 
0 3 0 2: 1 

Dans |a lecture de la phrase suivante, aucun 
locuteur québécois n'a fait entendre 
mutant, comme le fait Dell: 
“Les seaux de l'élève roux coulent”. 

Conclusion 
Si une relative isochronie syllabique 

dans Ie langage des Parisiens peut être 
contestée, à combien plus forte raison se 
trouve-t-elle exclue de celui des Québé- 
cois. En France, la durée phonologique comme 
trait distinctif des voyelles est perdue, méme 
si on peut encore en entendre des traces. Le 
français québécois, au contraire, est obligé à 
une organisation temporelle complexe des 
syllabes pour respecter les durées imposées 
par le système phonologique. Sa démarche 
rythmique se rapproche de l'anglais américain 
dont le système vocalique exploite l‘opposition 
de durée et de timbre. 

On comprend facilement que le trait 
de durée, qui est incontournable aux niveaux 
phonologique et phonétique, conserve ses 
droits jusque dans la morphologie et s‘impose 
dans le rythme des énoncés et dans les 
formes de l‘accentuation en québécois. 
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ABSTRACT 
This paper deals with the problem of 

rhythm in French, a language with no 
strong stress contrast. First, oversimpli- 
fied patterns at three different levels, the 
breath group (BG), the prosodic word 
(PW) and the CV syllable (CV) are pro- 
posed as archetypical reference rhythmic 
patterns. These 3 layers seem to 
correspond to psychological realities. BG 
layer, the larger one, consists in the 
alternation between 2 highly contrastivc 
global tunes. PW layer is characterized the 
repetition of variants of an archetypal 
word pattern, shaped by at least one 
oscillation of pitch between the high and 
low registers, with a durational peak on its 
last sounded syllable, marking its end. The 
last layer is the succession of typically 
rising, tensc CV syllables with soft onset. 
One of the three layers may become per— 
ceptual more dominant than the others for 
the perception of rhythm, depending on 
the speaking mode. Second, despite 
important differences, PW layer in French 
and the tone group in English are inter- 
preted as 2 variants of the same archetypal 
psychological pattern where accentuation 
and lengthening are associated with the 
notion of beginning and end, respectively. 
In English, accentuation is dominant, and 
lengthening recessive. In French, it is the 
contrary, but accentuation is  also 
intrinsically present (emphatic stress and 
initial rise at word beginning) leading to 
some confusion in the present-day scheme 
of French rhythm. 

INTRODUCTION 
In speech, the notion of rhythm is often 

based on the perception of stress and 
recurring prominent syllables. Heffner 
notes that "languages with strong stress are 

likely to have rhythms of no subtlety 
whatever; languages which make less use 
of stress contrast have rhythms which are 
less obvious." (Heffner, 1950: 227). Naive 
speakers of French do not have a clear idea 
of what a "stress" can be, and locating 
prominent syllables in non emphatic 
French is a difficult task. What about 
rhythm in French, which obviously is not 
primarily based on the perception of an 
alternation between stressed and 
unstressed syllables? 

1. THE MULTILAYERED TEM- 
PORAL RHYTHM 

There seem to exist 3 perceptual units 
which give rise to a multilayered rhythm 
in French: (i) two basic global tunes, (ii) 
an archetypal "prosodic wor " (PW) pat- 
tern; (iii) a typical open syllables CV. It is 
difficult to disentangle the different units 
in a purely acoustic study since the 3 layers 
interfere. The following caricatural pat- 
terns should be interpreted as prototypical 
percepts toward which the acoustic 
realisations tend to correspond (see Figure 
1). 

1.1: The two BGs 
The first ingredient is the alternation of 

two highly contrastive global contours at 
the level of the breath group. The contrast 
between BG+, ending by a sharp rise on 
the final syllable and BG-, ending by a 
sharp fall extend over several syllables and 
seems largely "exaggerated" in French, as 
compared to English (Delattre, l966:75). 
Both BGs are characterized by final 
lengthening. 

1.2: The PWs 
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BG- 864- 

F0 high. 
GLOBAL mid m m 
SHAPE 10W 

very low 

high 
Fo mid m % 
PROFILE low 

very low 

DÛRATIONAL very long 
PROFILE long 

mtd W H  { j i / “ N J  
short 

Figure 1: The two archetypal 803 and 
their decomposition into 3 PWs: the 
"valleys” in Fo and duration correspond 
to the function words, and the peaks to the 
final syllables of the PWs and BGs. The 
idealized curves correspond to 86.9 
composed by 3 three-syllabic lexical 
words preceded by a monosyllabic fimc- 
n'on word. 

Long BGs are prosodically substruc- 
tured by an almost regular oscillation of 
the pitch between the high register and the 
low register and by durational contrasts. 
The teaching of the high register and a 
durational peak roughly corresponds to a 
PW in French (see Vaissière, 1983 for 
discussions on other languages). 

] )  long lexical word often corresponds 
to a single PW. Semantically related short 
words tend to 'be regrouped into a single 
PW. The tendency to have PWs of equal 
length in terms of number of syllables in 
read speech (probably as a consequence of 
rhythmic behavior) is so apparent in 
French that it was already included in an 
early model for speech synthesis (Vais— 
sière. 1971). 

2) the detailed Fo and duration profile 
of each PW depends mainly on the glide 
associated with the PW final syllable. As 
agreed by most phoneticians, the choice of 
a particular glide (rising with anticipation, 
rising. t‘lat. falling) depends in part on the 

degree of dependency of the PW with the 
following PW (the more rising, the more 
independent). Rhythmic constraints play 
also role in the choice of PW: each indi 
vidual speaker tends also to repeat the 
same PW (Vaissière, 1974z256). 

Both the duration and melodie profiles 
may be described as "rising", from short 
and low for the function word at the PW 
beginning to high and long syllables at the 
PW end (see also Delattre, 1966; Touati, 
1987), with a plateau on the intermediate 
syllable (5). 

Figure ] only represents main ten— 
dencies observed in data, and rather 
correspond to hypothesized archetypical 
concepts. The acoustic realisation of the 
PW is obviously disturbed by a number of 
conflicting influences: (i) a short-long 
alternation (Duez & Nishinuma, 1984); 
(ii) longer duration of "heavy" syllables 
(closed syllables and syllables with nasal 
vowels) and end of morphemes; (iii)  
relative lengthening of the penultimate 
syllable as a mark of several regional 
"accents" (Carton, 1967); (iv) intrinsic and 
cointtinsic characteristics influence (as 
observed in other languages, Di Cristo & 
Hirst, 1986), and same vowels, such as /e/ 
are particularly short, even in final posi- 
tion. Nevertheless, the deviations of the Fo 
and duration profile from the idealized 
curves seem to be most of the time 
explicable. 

The PW notion corresponds to the 
traditional notion of "sense group". In 
terms of size, the PW corresponds to the 
stress group level in English. Because it 
does not have a clear anchor point such as 
a stressed syllable, the PW is probably less 
salient as a perceptual unit than the tone 
group, leaving more room for the syllable 
to play perceptually a more dominant role 
than in English. 

1.3: The CV syllables 

The well-noticed perceptual saliency of 
the syllable as a rhythmic unit in French 
(Dauer, 1983, Wenk & Wioland, 1982) is 
probably due to the lack of clear strong 
beat at the PW level, leading to an apparent 
uniformity of the syllables. Phonation is 
also perceived as uniformly particularly 
tense (no affricates, no lax vowels, not 
much reduction, no diphthongs and no 
diphthongized vowels, Delattre, 1966: 
323). Each syllable seems predominantly 
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open and "rising", with the vocal tract 
opening progressively up to the very end 
of the syllable, which typically ends with 
a vowel, with a delayed Fo peak and 
intensity peak (Delattre, 1966: 151), and a 
strong anticipatory coarticulation effect 
during the consonant preceding each 
vowel (Delattre, l966:122), contributing 
to a softer attack (onset) of the vowel, as 
compared to English. The number of open 
syllables prevails in French (76% 
according to Delattre, 1965:42) and most 
of the syllables have the simple structure 
CV (54.9%). Since the simple CV struc— 
ture is highly repetitive, it is a good 
candidate to become a pregnant percept (cf 
the notion of "pregnancy" in the Gestalt 
Theory). PW and CV percepts coexist, 
such as the tendencies of giving same 
length to both the successive PW and the 
successive CV. 

One of the 3 layers may be made per— 
ceptually more emergent than the others: 
isochronous syllables, in carefully spoken 
speech; same size PW in poetry, and reg- 
ular BG in rapid, conversational speech. 
Interspeaker variability may be explained 
by the fact that each speaker is free to give 
more or less weight to one of the 3 main 
tendencies. 

It is difficult to "prove" in a scientific 
way the coexistence of the different per- 
cepts in the speaker‘s mind. The "preg- 
nant" speech patterns stored in speakers’ 
memories are often said to influence the 
way they perceive the different languages. 
_Delattre‘s examples of repetition of a 
sentence in a given language by natives of 
different languages (1965:23) seem to 
indicate that the stored basic patterns are 
very different (quite opposite) for French 
and English listeners. Results of psy— 
choacoustic experiments on the percep- 
tion of rhythm in non speech stimuli seem 
however to reveal that French and English 
archetypal speech patterns, apparently 
very different, may be 2 variants of the 
realisation of a universal pattern. 

2: TEMPORAL VERSUS INTENSIVE 
RHYTHMITISATION 

Psychoacoustic experiments on tone 
bursts have largely confirmed the role of 
a longer interval or of a elongation of a 
pulse as a right boundary marker, the role 
of accentuation (by increase intensity or 
pitch) as a left boundary marker. They 
have shown a clear tendency to perceive 

the elements inside a grouping (once they 
have been perceived as grouped) as more 
isochronous than they actually are 
(Fraisse, 1956 and 1974 fora summary and 
references and Allen, 1975). Perception of 
rhythm in speech seems to rely on the same 
basic principles as the perception of the 
rhythm in non speech stimuli. 

The perception of intensity, pitch and 
duration in non speech stimuli (and in 
speech stimuli) are known to be not 
independent. For example, when some 
elements in a isochronous series are made 
more intense, the majority of listeners 
perceive the boundary before the accented 
burst ("rhythmitisation intensive", _ 
according to Fraisse, 1956, the listeners 
associating accentuation with beginning). 
Not all listeners react in the same way to 
the same stimuli. One third perceive the 
accented burst as group final ("organisa- 
tion temporelle", the accented element is 
perceived as longer, and consequently as 
final). Fraisse therefore made the distinc— 
tion between intensive rhythmitisation 
(relying on direct interpretation of 
increased intensity as right boundary 
marker) and temporal rhythmitisation 
(more intense elements seems to be leng— 
thened elements, and therefore interpreted 
indirectly as final). Both rhythms may 
coexist in the same speech material, where 
more intense elements are often leng- 
thened and their coexistence makes it 
more difficult to define rhythm in an easy 
way. In particular, it is difficult to estimate 
in some cases whether an accented 
element marks the beginning or the end of 
a rhythmic unit. 

The inherent ambiguity between 
accentuation and induced lengthening 
may explain why French seems to avoid a 
strong accentuation of final syllables 
(because accented syllables tend to be 
perceived as initial), and overlengthenin g 
of non-final syllables in the group (be- 
cause of the association between 
lengthening and right boundary). It also 
explains why emphatic stress falls on the 
word initial syllable, and not on the word 
final syllable. What makes interpretation 
of French rhythm more complicated is the 
fact that while the temporal organization 
(leading to the interpretation of the final 
syllable as the accented one) prevails, 
accentuation rhythm (like in English) 
marking the word beginning coexist in 
modern French. 
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Prominence on final syllables was 
generally considered to be the rule in non 
emphatic French. There is however a long 
series of papers starting in the previous 
century which question this traditional 
point of view (see Fonagy. 1980, for a 
review). Fonagy & Fonagy (1976) have 
shown that while in conversational speech 
and story telling, final syllables were 
perceived as more prominent, in journal— 
istic style, initial syllables were perceived 
as more prominent in 74% of the cases. 
The frequent regular use of emphatic 
stress at the word beginning by the jour- 
nalists and the politicians is less and less 
perceived as emphatic, but as a special 
style. The present-day French prosodic 
system is in the process of a change and 
the difficulty of present-day phoneticians 
on making firm statements on French 
prosody may be the expression of the 
on-going change. As a consequence, it is 
very difficult to make clear statements on 
French prosody, since there are typically 
at least two different prosodies. 

CONCLUDING REMARKS 
The French PW and the English tone 

group may be interpreted as 2 variants of 
the same archetypal psychological pattern 
which associated accentuation with the 
beginning and lengthening with the end. 
In English, accentuation is dominant, and 
lengthening recessive. In French, tem- 
poral organisation is predominant, but 
(initial) accentuation is also intrinsically 
present (emphatic stress and initial rise), 
making the study of rhythm a very difficult 
matter. Progress may come from experi- 
ments in non speech stimuli and from 
investigation on how the same basic 
psychological constraints are integrated 
into the prosody and rhythm of diverse 
languages. 
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EMG DATA AND COMMAND—RESPON SE MODELLING 
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ABSTRACT 
A model of tone production in Stan- 
dard Chinese is presented and confron- 
ted to phonetic and EMG data. The 
model is of the command-response 

e: F0 is viewed as the response of 
t e laryngeal structure to excitation 
cornmands. The same s eech material 
was used to obtain E G data and to 
model Fo contours so that tone 
production can be viewed from two 
different perspectives. EMG data 
reveal stable patterns of laryngeal 
muscle activity attached to each tone. 
Stmllar patterns obtain for the model 
commands. 

1. INTRODUCTION 
Second order linear systems are widely 
used for approximating the behaviour 
of various physical or biological sytems, 
wrth respect to some given dimension. 
I_ndeed, one reason for this is that 
linear systems and their mathematics 
are well understood. For many natural 
systems however, biomechamcal pro- 
perties make the approximation by a 
mean system reasonable. For the 

la 'ngeal structure, Ohman [8] pr0po— 
se t e first to model Fo contours b 
the response of a linear system to excr- 
tatton commands. Fujisaki [2] took up 
the idea for speech and singing voices, 
and propose a biomechanical inter- 
pretation of his model [3]. In short, 
commands can be understood as 
controlling the length of the vocal 
folds, “hence their longitudinal tension, 
hence F0 (for a more accurate account, 
see Boë [1]). However clos&to the phy— 
srcs these models may come, the 
would not be of much use if linguisti- 
cally relevant patterns of :o()mmands 

could not be identified among the 
stream of the many cornmands 
required for modelled contours to clo— 
sely follow actual F0 data. Ohman and 
Fufisaki both identified simple patterns 
attached to the production of pitch 
accent. We applied the same ideas to 
model Fo contours in Standard 
Chlnese, proposing that qualitatively 
stable patterns of commands be atta— 
ched_to each tone e. Starting with 
the srmplest patterns 9], we gradually 
came to the patterns presented in sec— 
tion 4. Our model not only provides an 
economical account of tone produc— 
tion, but also explain tone contour 
changes due to the tonal coarticulation 
that occurs in running speech. 
EMG studies of laryngeal muscles have 
evrdenced stable patterns of activity 
attached to each tone type [5]. It is 
tem trng then, to bring together Fo 
m_o elhng and EMG data obtained 
With the same speech material. 

2. MATERLAL 
The speech material was designed for 
EMG experiments, where Cricothyroid 
(CT)_and the Sternohyoid (SH) were 
examined. We used target syllables 
embedded in a frame sentence: /yi2ge 
X z14{ (a character X). Target syllables 
X be onged to minimal series sharing 
the same se mentals in the four tones: 
[h], [pr], [nu, and_[xu] (in Pinyin trans— 
Cl'lptI'l, /y1/, /b1/, /rni/, and /hu ). 
Those segmentals were chosen in or er 
to mintmrze SH contribution to supra- 
laryngeal articulation (some SH 
actrvrty related to tongue backin was 
expected for /hu/). The target sy lable 
_X does not occur in prepausal osition, 
ts stressed and surroun ed by 
unstressed syllables to avoid strong 
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tonal context effects, as well as intona- 
tion downdrift on the last syllable of 
breath roups. 
Hooke w1re EMG electrodes were 
inserted in the CT, Vocalis, and SH. 
Correct insertion was checked with 
various non-speech manoeuvres before 
and after the experiment, and eriodi- 
cally during its course. ubjects 
pronounced the 16 sentences 
(4 segmentals x 4 tones) at a normal 
5 eech rate, in 10 se arate blocks. 

orrect insertion o the electrodes in 
the CT and SH could be achieved for 2 
subjects, both male native s eakers of 
Standard Chinese, born an raised in 
Beijing, aged 26 and 38, with no known 
Speech athology. Similar data were 
obtainecF for both. We use here the 
data from the first subject. 

3. EMG PATTERNS 
For each sentence, all repetitions were 
lined—up and time—normalized, using 2 
reference events. this technique allow 
for averaging utterances on a wide 
domain, and for coping with speech 
rate fluctuations. One utterance per 
sentence, the closest to the mean with 
respect to the duration between line-up 
events, served for time scale reference. 
Patterns of CT /SH activity related to 
tone production are found to be stable 
across segmental variations. The time 
relationships of the patterns are found 
to be stable and consistent with respect 
to the rime —-not to the entire v01ced 
part of the syllable. This confirms that 
the rime is the domain of tone [6]. 
Patterns can be described as follows: 
— tone 1: CT activi begins to increase 
at about 200 ms efore rime onset, 
reaches a peak of moderate intensity at 
75-80 ms before rime onset, and finally 
decreases to a Steady level that is 
maintained until the end of the rime. 
-tone'2: SH activity reaches a peak 
value 70—80 ms before rime onset. Cl‘ 
activity starts much later in the syllable 
than for tone 1, and is more 
concentrated. It parallels the Fo 
contour, but recedes it by 75-80 ms. 
- tone 3: S activity is extremely 
intense for this tone. It begins to 
increase at about 100 ms before rime 
onset, and drops down a little before 
rime offset. There is no CT activity for 
tone 3 (the CI‘ activity at the end of a 

target syllable must be related to the 
next syllable /zi/, in tone 4). 
- tone 4: C1" activity is very intense and 
parallels the F0 contour with a lead of 
0-80 ms. CI‘ eak activity occurs at 

about 45 ms efore rime onset. A 
moderate concentration of SH activity 
consistently a pears, centered a little 
before the mi point of the rime. 
Note that what one may call "secondary 
activities” of the SH in tones 2 and 4 
are found for both subjects. In order to 
show that these activities are tone— 
related, we have corn ared tone 2 or 4 
to tone 1, where t e smallest SH 
activity, (presumably segment-related, is 
observe . Comparisons were made at 
each point of time between sets of 
utterances (sec [5] for details). The 
re ion where tones 1 and 2 significantly 
di fer with respect to SH activity is the 
region where "secondary" SH activity is 
found before rime onset. Similar 
results obtain for tone 4 versus tone 1: 
F0 fall in tone 4 is assisted b SH 
activity. Interestingly, these MG 
patterns explain puzz in phonetic data 
on running speech: the onger a tone 2 
syllable, the lower its tone contour 
onset, and the longer a tone 4 syllable, 
the lower its tone contour offset [7]. 
This can only be the result of an active 
F0 lowering device for tones2 and 4. 
Indeed, SH activity is such a device. 
Let us see now how much F0 modelling 
comes close to these data. 

4. MODEL COMMAND PATTERNS 
The model we propose here is adapted 
from Fujisaki’s model for Japanese [2]: 
we use Impulse commands to roduce 
the "phrase component", w ich is 
assumed to represent the overall into- 
nation, and step commands to produce 
local variations of F0 in the syllable 
domain. For Japanese, step commands 
are paired to form "accent commands": 
one onset step command followed by 
one offset step command of op osite 
amplitude. For Chinese, we cal such 

airs of commands “tone commands“. 
e use both " ositive" and "negative" 

tone comman 5: positive ones have an 
onset step command of positive ampli- 
tude and raise Fo, while negative ones 
have the opposite pattern and lower 
Fo. Time constants and damping coef- 
ficients characterize the responding 
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system. They are kept constant within a 
given utterance. However, the system is 
allowed to respond differently to onset 
versus offset step commands, and to 
positive versus negative commands. 
Critical damping is assumed for phrase 
commands but not for tone commands. 
Amplitudes and time locations of the 
commands characterize the excitation 
to the responding system. Practically, 
for a given utterance, the input to the 

_ model comprises the actual Fo data, 
and the initial estimates of excitation 
and system parameters. The latter are 
then optimized to minimize the discre- 
pancy between the response of the 
s stem and the actual F0 data. Indeed, 
t e optimization process does not lead 
to an unique solution. However, quali- 
tative patterns of commands for each 
tone have emerged from our previous 
studies [4]. We use them as imtial esti- 
mates, m order to reduce the search 
space of the optimization process. They 
may be summarized as follows: one 

ositive tone command for tone 1, and, 
ikewise, one negative command for 

tone 3, roughly spanning the whole 
rime; one main positive command 
followed by a weaker negative one for 
tone 4, and the Opposite pattern for 
tone 2. 
These patterns are ualitatively similar 
to the observed EM patterns. 

5. COMPARISON 
We examined further the analogy b 
applyin the model to the speec 
materia described earlier. For each 
sentence, we analysed the utterance 
that had served for time scale 
reference in the processing of EMG 
data. Care was taken to standardize 
analysis conditions for all utterances. In 
particular, parameters for the 
optimization process were the same for 
a l  utterances, and initial estimates 
were similar across segmentals. Fi . 1 
shows CI‘ and SH activities, toget er 
with tone commands obtained for the 
segmentals/mi4/. Similar results obtain 
for other segmentals. Tone commands 
and CT/SH activities related to target 

llables are compared with respect to 
t eir amplitude and their timing 
relative to the target syllable rime. 
Results are summarized in Table 1. 

For timing, there is a good agreement 
between CI‘ SH activities and tone 
commands. ositive tone commands 
parallel CT activity, while negative 
ones parallel SH activity. However, 
amplitudes are poorly correlated. 

6. DISCUSSION 
EMG activity reflects an internal force 
developped within a muscle, whereas 
commands just indicate target F0 
values. Contraction of the CF for 
example, roduces a motive force fc 
which ten s to lengthen the vocal folds. 
The linear system approximation 
entails that fc counteracts mechanical 
resistances to motion: inertia, frictions, 
and elasticities. As simple mathematics 
can show, in order to raise F0 from a 
rest level to a high level, as in tone 1, 
rapidly enough to keep pace with the 
speech flow, fc must overshoot the 
target value corresponding to the high 
level static e uilibrium. When this 
level is reache , fc drops down to the 
target value, and eventually faints away 
when the high level is ‘given up. Hence, 
the typical profile 0 CI‘ activity in 
tone 1. 
That similar timing are observed for 
EMG activity and commands indicates 
that target values of F0 are 
programmed as target values of muscle 
tensions. Amplitudes of commands and 
EMG activities may correlate where 
F0 adjustments are stabilized, as after 
the onset of tone 1. Elsewhere, EMG 
amplitudes reflect dynamic aspects of 
F0 control, while commands reflect 
static equilibrium, that is, target F0 
values. 
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Figure 1. /mi4/: Actual and modelled Fo, model commands, CI‘ and SH activities. 

Table 1. EMG versus Commands: differences of timing_(EMG-çommand, ms), 
ratios of amplitudes (EMG /command, arbitrary unit). 

Fo-raising . Fo—lowering _' 
nonset Aoffset ampl. ratio nougat aoffset ampl. ratio 

! ne I + 16 ms +70 ms 3.78 
tgne 2 + 6 ms + 45 ms 3.63 -70 ms -37 ms 11.2 
tone 3 0 ms -17 ms 12.6 
tone 4 +25 ms +52 ms 4.15 -21 ms + 18 ms 13.4 
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ABSTRACT 
The prosodic phenomenon of stress 

shift, in which a stronger prominence is 
perceived on the first syllable of a word 
like "Mississippi" than on its main stress 
syllable "-sip—" in stress-clash contexts 
like "Mississippi mud", has been attribu- 
ted to rhythmic stress clash; the close ap— 
proximation of two rhythmically promi- 
nent syllables is relieved by the left-ward 
shift of the first prominence to an earlier 
syllable. Acoustic measures suggest that 
intonational prominence can play a 
substantial role in this phenomenon. 

1. INTRODUCTION 
The prominence pattern known as 

'stress shift’ has received considerable 
attention in the last decade, as one of the 
cornerstones of metrical phonology. 
Speakers of a number of languages judge 
that, under certain circumstances, the 
strongest prominence in polysyllabic 
late—stress words like ”Mississippi“ 
occurs not on the main stress syllable "- 
sip-", but on the earlier syllable "Miss-". 
The prosodic environments that induce 
this apparent stress shift, as in "Mississi- 
ppi mud", have been described as 'stress 
clash'. That is, the close approximation 
of two strong prominences, on "-sip-" 
and "mud", is rhythmically unaccep- 
table, and is avoided by shifting the first 
prominence leftward to an earlier strong 
syllable [2, 8, 9, 11, 13, 17, 18, 20, 21]. 

Some speakers demonstrate elegantly 
systematic intuitions about the environ- 
ments in  which this apparent shift will 
occur (e.g. in  American English, the 
main-stress-initial word "legislator" will 
induce the shift in "Mississippi legis- 
lator”, but the seeondary-stress—initial 
word in "Mississippi legislation" will 
not.) For other speakers, the facts are 

less clear, and even the existence of the 
phenomenon may be in  question. Ex- 
perimental measures have not yet pro— 
duced convincing evidence to support the 
claims of shift-producing speakers whose 
intuitions are, none the less, remarkably 
consistent [4, 7, 12]. 

An additional complication arises from 
the existence of intonation models in 
which a pitch marker occurs early in the 
utterance of a declarative sentence [3, 5, 
6, 10, 14, 16, 19, 22]. To what extent 
might this marker, when it occurs on e.g. 
the first syllable of "Mississippi mud", 
contribute to the impression that a 
leftward shift of stress has occurred? 

In this preliminary study, one of a 
series of ongoing experiments designed 
to disentangle these issues, we explore 
two acoustic measures which might be 
expected to reflect the perceived shift in 
prominence: duration and F0. We con- 
fine the investigation to spoken prose (in 
Abererombie's sense, dist inct  from 
conversational speech [1]) in American 
English, and we omit for now any dis— 
cussion of the potentially important cha- 
racteristics of intensity and loudness. 
For a limited number of sentences, we 
address the following question: In ut- 
terances for which both metrical theory 
and perceptual evaluation indicate an ap— 
parent stress shift, is there any evidence 
that either the F0 or the duration of the 
shift-receiving syllable reflects the 
change? 

2. METHOD 
Speech materials consisted of single 

words spoken in the frame sentence "Say 
the X again" and their candidate stress- 
shift counterparts "Say the XY again". 
The three words investigated, Mis— 
sissippi, Massachusetts and Maxine, 
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begin with voiced nasal-vowel syllables 
which permit both fO tracking from the 
preceding word, and reasonably reliable 
measurements of segment duration. The 
corresponding stress shift candidate 
phrases were Mississippi legislature, 
Massachusetts Avenue and Maxine 
Jones. A seventh phrase was included 
which was not predicted to undergo 
stress shift because of the lack of stress 
clash: Mississippi legislation. 

The seven stimulus sentences were 
produced as part of a larger set of 
utterances by nine speakers, five male 
and four female. The utterances were 
recorded on cassette tape, in a partially 
sound-attenuated room, and digitized at 
10,000 kHz. Duration measures were 
taken by hand from cursor readouts on 
waveform displays, and F0 estimates 
were obtained automatically by a pro— 
cedure developed by Dennis Klatt that 
that involves finding the spacing between 
the harmonies in the spectrum. 

Perceptual evaluation of stress shift in 
the resulting 63 utterances was carried 
out by the author. In many cases the 
outcome was clear: either the largest 
prominence was on the first syllable of 
the target word, (i.e. stress shift had 
occurred ), or it remained on the syllable 
which would normally carry main lexical 
stress (i.e. no stress shift had occurred.) 
Interestingly, a third pattern emerged, in 
which the initial syllable and the main— 
stress syllable of the target word seemed 
to be of equal prominence. These cases 
were labelled ’unclear', and were 
analysed separately. 

3. RESULTS & CONCLUSION 
Eçrççptgal analysis: Of the 27 target 
words predicted to undergo shift, 14 
were judged to be shifted, while 2 had 
their major prominence on the mainstress 
syllable and thus had not shifted; both of 
the latter were utterances of "Say Maxine 
Jones again". In the remaining 11 cases 
the relative prominence of the first and 
mainstress syllables of the target word 
was judged unclear. 

Of the 9 utterances of "Mississippi 
legislation", predicted not to undergo 
shift, 6 were shifted and 3 were unclear. 
Finally, of the 27 utterances of the single 
target words Mississippi, Massachusetts 
and Maxine in the frame sentence, 25 
were unshifted and two were unclear. 

Thus, single words did not undergo shift, 
just over half of the candidate shift words 
did, and the phrase "Mississippi le- 
gislation", predicted not to shift, was per- 
ceived to shift more than half the time. 

Individual speakers were somewhat 
consistent: five speakers shifted 4 or 3 
utterances, and four shifted 1 or none. 
Individual sentences were also somewhat 
consistent, shifting for 5, 6, 5 and 4 of 
nine speakers. This pattern of results 
suggests the wisdom of perceptually 
evaluating candidate shift utterances to 
determine whether or not stress shift has 
occurred, before analysing its acoustic 
correlates. 

' l i : For each speaker, the 
duration of the first syllable of a target 
word produced alone in the frame 
sentence was compared with its duration 
in the shift candidate context, and the 
results tabulated separately for shifted, 
unclear and unshifted utterances. Nc 
striking differences among the 3 dis- 
tributions were noted (Fig. la), perhaps 
because of variation in speaking rate 
from utterance to utterance. If stress 
shift is accompanied by systematic ti- 
ming differences in the shifted-to sylla- 

‘ b l e ,  t h e  differences (as other  
investigators have reported) are not easy 
to demonstrate with  this simple 
comparison between utterances. 
EQ analysis: The F0 results present a 
somewhat elearer picture. We report 
here only the within-utterance measure 
of F0 change in the first syllable of the 
target words. This was defined as the 
size and direction of the change between 
the highest and lowest F0 values in the 
syllable. ln words judged to show stress 
shift, the change was generally large and 
positive, ranging up to 71 Hz, while the 
unclear cases were more often small or 
negative. Finally, the 2 cases judged to 
be unshifted, with their major promi- 
nence remaining on the mainstress sylla- 
ble, showed large negative changes in F0 
in the first syllable: -36 and -15 Hz. 
The distribution of F0 changes in the 
initial syllable of the target words is 
summan'zed in Figure lb. 

These results suggest that utterances in 
which stress shift is perceived tend to 
have large F0 rises in  the shifted-to 
syllable, although such a rise is appar- 
ently not sufficient to ensure the percept— 
ion of stress in all cases, since a subset of 
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those labelled 'unclear' were also asso- 
ciated with large rises (49, 34 and 16 
Hz). All 3 of these cases were produced 
by the same Speaker, and were instances 
where both the first and the mainstress 
syllables were strongly and equally 
prominent, suggesting that speakers can 
place pitch markers on more than one of 
the strong syllables of the target word 
under some circumstances. 

The fact that stress shift was also 
perceived for a few utterances with n_Q 
clear F0 change in the first syllable of the 
target word suggests that other acoustic 
cues may be used. Three of the five 
examples of this kind were produced by 
the same speaker, and there was no 
evidence that this speaker relied on 
duration increases: the initial syllable of 
the target word was 30-50 1118 m in 
the stress-shifted utterances than in the 
corresponding single-word utterances. 
Other possibilities include a change in FO 
from the last syllable of the preceding 
word, or the relative F0 change (or 
relative duration) of syllable 1 and the 
mainstress syllable. The single—word 
cases for this speaker show a substantial 
fall in the first syllable of the target word 
(30—50 Hz), so that the stress shift cases 
always have a lesser fall in F0 in the 
shifted-to syllable than the single word 
cases, but it is unclear whether this fact is 
related to the perception of stress shift. 

An interesting aspect of the initial— 
syllable FO patterns is the pitch marker 
observed in utterances of single words in 
frame sentences. An example is shown 
to the left in Figure 2, where the initial 
syllable "Mi-" shows an F0 rise for both 
"Mississippi" and "Mississippi legisla- 
ture". Since no stress shift was perceived 
in the single-word case for this speaker, 
the initial-syllable marker is apparently 
overshadowed by a more prominent 
marker on the mainstress syllable "-sip-". 
This inference is supported by the F0 
pattern for the mainstress syllable in the 
same word, shown to the right in the 
figure. A possible interpretation of this 
pattern is that speakers have two separate 
options for the placement of pitch 
markers on a polysyllabic target word: 
they can mark the initial syllable or not, 
and they can mark the mainstress syllable 
or not. On this view, the combination of 
pitch marking on the first syllable and no 
pitch marking on the mainstress syllable 

could contribute substantially to the 
perception of stress shift. For a synthesis 
algorithm compatible with this 
hypothesis see Monaghan and Ladd [15]. 

' : The preliminary results re- 
ported here illustrate several significant 
points: (1) it is important to evaluate 
stress shift candidate utterances per- 
ceptually before measuring possible cor- 
relates of stress shift, since not all clash 
contexts invariably induce shift and it 
occurs in some non-clash contexts, (2) in 
some shift cases, the greater perceptual 
prominence of the shifted-to syllable 
may be a matter of intonational rather 
than rhythmic prominence, (3)  the 
hypothesis that this prominence early in 
the word reflects in part an ’unmasking' 
of the prominence associated with an 
onset intonational marker on an earlier 
syllable of the word, an unmasking 
which results from the disappearance of 
phrasal prominence from the mainstress 
syllable (in favor of a later word), 
requires further testing, and (4) speakers 
can take different approaches to the 
problem addressed by stress shift 
models; determining the Options 
available to speakers will be an important 
Step toward understanding the relation 
between not only rhythmic and 
intonational aspects of prosody, but also 
lexical and phrasal prominence. 

r ' Clearly, an understanding 
of stress shift will require a com— 
prehensive approach involving phonolo- 
gical, acoustic-phonetic and perceptual 
analyses, with more speakers, more ut— 
terances, and more listeners doing the 
perceptual evaluations [4]. In addition, 
an important control experiment remains 
to be run. If the longer string of syllables 
in the stress shift candidate sentences 
causes the speaker to reach a higher early 
F0, the results reported above would 
have a very different interpretation. A 
control experiment comparing F0 and 
duration changes for initial syllables in 
non-shiftable pairs like "manageable" vs. 
”manageable legislators“ will test this 
possibility. 
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Fig. l a  (tcp): Difference in duration of 
the initial syllable for target words 
produced in a single-word phrase and in 
a corresponding stress shift candidate 
phrase by the same speaker 
Fig l b  (bottom): F0 excursion in the 
initial syllable of target words produced 
in stress shift candidate phrases 

shifted 

unclear 
-40 E] not shifted 

Fig. 2: Left traces are F0 values for the 
initial syllable Mi- in "Say the 
Mississippi again" (single word) and 
"Say the Mississippi legislature again" 
(stress shift candidate phrase) produced 
by a single speaker. Right traces are F0 
values for mainstress syllable -sip— in the 
same utterances. Time axis reflects 
elapsed time for each syllable but not 
between syllables; onsets of voiced 
portions of syllables are aligned. 
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TERHIHALITY AND COMPLETION 
IN DANISH, SWEDISH AND GERMAN 

Nina Grennun 

Institute of General and Applied Linguistics 
University of Copenhagen 

ABSTRACT 
Analysis of six regional Da- 
nish varieties, two Swedish 
and two German ones reveals 
striking differences in cues 
to the terminal or non—term— 
inal function of the utter— 
ance, differences which are 
coupled with the absence or 
presence of separate signals 
to utterance completion. 

1. INTRODUCTION 
- This is a presentation of 
one part only of a compre— 
hensive study involving also 
sentence accents, stress 
group patterns and final 
lengthening. It is further 
restricted to a display of 
only five (exemplary) varie- 
ties of the ten investigat— 
ed. Even so, the presenta— 
tion will of necessity re— 
duce to a summary of the re- 
sults and the ensuing dis- 
cussion. A full account can 
be found in < 1 > .  To save 
space, the figures are high- 
ly compressed. 

2. RESULTS 
2.1 Global versus local 
- The criteria for catego— 
rizing signals to terminal 
and non—terminal intonation, 
respectively, as local ver- 
sus global, are as follows: 
- Local cues: (1) the last 
stress group is qualitative- 
ly or quantitatively differ- 
ent from preceding ones, ce- 
teris paribus. The differ— 

ence may reside within the 
stressed syllable (a change 
in the magnitude of its Fo 
movement and/or in the di— 
rection of movement) and/or 
in the course of the post- 
tonic syllables. (2) The 
last stress group is posi— 
tioned outside the range 
envelopping the preceding 
part of the utterance. -- 
(1) and (2) are not mutually 
exclusive. -- (3) The con- 
tour prior to the final 
event shows no principled 
variation with either utter- 
ance length or terminality. 
See (a). 
- Global cues: (1) The fin- 
al stress group does not de— 
viate in any principled way ~ 
from preceding ones.  (2) It 
forms the termination of one 
smooth overall course whose 
slope varies with utterance 
length (less steep in longer 
utterances, ceteris paribus) 
and with terminal vs. non— 
terminal intonation (less 
steep when non-terminal, ce— 
teris paribus). See ( b ) .  
- Local and global signals 
may co-exist if final cues 
are preceded by significant 
global differences. 
— Varieties with global cues 
to terminality (Copenhagen, 
Næstved, Aalborg, Tonder 
(Danish) and Malmô (Ska— 
nian)) do not have default 
accents, and signal focus by 
stress reduction rather than 
by sentence accents proper. 
It is also void to postulate 

0'7n 

any 'final lowering' gesture 
for Copenhagen (and the oth— 
er 'globals'). 
— The local varieties are 
Bornholm, Sonderborg, Flens— 
burg, North German, and 
Stockholm. (sonderborg is 
not exposed here.) I have 
counted North German among 
the local types, but it 
seems in fact to constitute 
a hybrid between global and 
local: prelude slopes in 
long vs. short terminals and 
in terminals versus non— 
terminals do differ. 

2.2 Is terminality coinci— 
dent with completion? 
(a) Utterances with final 
(or no) accent 

- Final falls in Stockholm 
are uncontroversially sep- 
arate completion signals, 
tagged on to the sentence 
accent rise. The terminal 
vs. non-terminal cue lies 
in the preceding accented 
syllable, which is higher in 
non-terminals, cf. (c: brok- 
en vs. solid line). Lower— 
ing finally seems to be the 
only option for completion 
in Stockholm. 
- In Bornholm, terminal and 
non-terminal contours are 
different only by the move— 
ment through the last post— 
tonic in the final stress 
group, cf. (d, e). Thus, 
final falls signal terminal- 
ity as well as completion, 
and final rises likewise 
simultaneously signal both 
non-terminality and comple— 
tion. However, final falls 
and rises reach the same low 
or high offset value, irre- 
spective of their onset lev- 
el (which is a matter of 
accentuation), which indi- 
cates that a separate com— 
pletion command is involved. 
— The two German non—termin- 
als in (f: solid line, g) 
share an overall slope which 
is less steep than in term— 
inal utterances of compar— 
able length and (g) further- 

more has a final post-tonic 
rise, whereas in (f) the 
utterance ends with a 'low'. 
- German non-terminals, when 
the latter are succeeded by 
a completion 'low' provide 
us with a somewhat counter— 
intuitive situation where 
non—terminals have larger 
final falls than terminals. 
This ambiguity is resolved 
when (1) the final low, and 
thus the descent is assigned 
to utterance completion and 
(2) the level of the last 
stressed syllable, which de- 
termines the magnitude of 
the fall, cues prosodic 
terminality. The level of 
this last stressed syllable 
follows from differences in 
global slopes. 

(b) Utterances with non— 
final accent 
- If the highs and lows de- 
scribed above are indeed 
separate completion signals 
they must stay in place, at 
the end of the utterance, 
even if sentence accents and 
terminality cues move back. 
They should then be reached 
either progressively through 
or via a discontinuity in 
the preceding Fo course. 
— Stockholm has only low 
completion cues and main- 
tains an unmistakable low in 
final position: The post- 
accentual course can be re- 
garded as a smooth interpo- 
lation between the early 
accent peak and the utter— 
ance final low, with dimin- 
ished word accents super- 
posed, cf. (h). 
— In Bornholn, the final 
point in terminals constit— 
utes the end of a generally 
smooth fall from the early 
accent, cf. (i). The fall 
from the high accented syl- 
lable in the non—terminal is 
not as deep and further 
movement is suspended until 
the final rise, of. (j). 
— In German, like in Born- 
holm, the initial accent is 
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succeeded by a fall, which 
must be considered part of 
the accent command. In non- 
terminals, further movement 
is suspended, until the very 
final gesture, which may be 
either rising or falling, to 
the completion high or low, 
respectively, cf. (k, l). 
In terminals, the fall is 
continuous through the post— 
accented syllables until the 
slight skip up at the end to 
punctuate the final low, cf. 
(f: broken line). The same 
situation thus holds as for 
final accents, apparently. 
I.e., non—terminals may be 
doubly cued,  partly by the 
higher course of the post- 
accentual tail, partly by 
the final completion rise, 
or merely by a higher post— 
accentual stretch, which 
magnifies the final fall to 
the completion low. 

3 .  CONCLUSION 
- Insofar as the acoustic 
cues to terminal or non- 
terminal and to utterance 
completion may be separate 
in time (located in differ- 
ent places in the utter— 
ance) they must have separ— 
ate representations in the 
prosodic system. This ex- 
istence of two separate 
commands is supposedly 
maintained if and when 
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terminality and completion 
pile up in the same loca— 
tion, as they do in utter— 
ances with final (or no) 
sentence accent. 
- Separation of terminality 
and completion is unambig- 
nous in Stockholm. The 
completion is always low, 
and the cue to terminality 
is always associated with 
the sentence accent rise, 
independent of its location. 
- In Bornholl terminality is 
bipartite. There is a one 
at the very end, in the 
movement of the last syllab- 
le, the completion cue. But 
there is also a difference 
in the magnitude of the fall 
from an early accent, which 
is deeper in terminals than 
in non-terminals. 
- German operates in a sim— 
ilar fashion to Bornholm ex- 
cept for the interesting 
fact that non—terminal and 
terminal is not inextricably 
connected with high vs. low 
completion: The low comple— 
tion does not unambiguously 
also cue terminality. 

<1> Gronnum, N. (in print), 
"Prosodic parameters in a 
variety of Danish Standard 
languages, with a view to- 
wards Swedish and German", 
Phonetica. 

(a) 

'Kofoed og 'Thorsen skal med 'rutebilen m 
'Gudha'em til 'Snogebœk ktokken 'fire pd 'tiradag. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

"'.. 

'Kofoed og 'Thoraen ska! med 'rutebilen fra 
'Fuglebjerg til 'Soro klokken 'fire pd 'tirsdag. 

[ I l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l L J l L l l  
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————— non- termina Z. intonation 
terminal intonatwn 

S tockho Im: 
' "ä det dn Bornholm (HP): 

frëândâîzgîülr'wanäe? " …  'stcwner fra 'Svaneke. 

. .  . .  . . . . . . u .  . . . — . . . . . . . . . . . . . u . . . . - | | . . . . . o - . - - . - - - - - - n . - - - - o . . . . . . . o n n - « c o - - - u - o u - u . c . . . . u u - n o - - - o . - - - o - . . - . . . o . - - . .  

. . .  . . 

terminal intonation \ Stockholm: 

B h Im {HPJ' "Turban: ' sys ter  heter 
om o . _ 
'Hvor 'Langt 'er der fra 'Sandvig ttt ’Svaneke? 'Xamna. 

. . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . .  

non- terminal intonation 

Bornhohn (HC): , _'? 

Hvor 'Zangt 'er der fra 'Sandvig til 'Svaneke? 'Hvor skal de "ange holds fame. 
. . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . .  

non—terminal intonation 

.. _ \ _ 
:* J \ \../_.\ \ \._ m 
——- non-terminal. intomtioif- 
-—--— terminal inton. initial accent 

non-terminal intonation 

North Geman (Joli): 
' 'Wo werden die 'jungen 'Leute 
den 'Urlaub verbringen? 

. . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

N th German (MS): 
Wîîflmeitflflist ea von 'Hamburg nach 'x

asaet? 
. . . .  

. . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . .  

non—terminal. intonation 

North  German ( J a w :  
Hie 'veit Hist es van 
'Hamlmrg nach 'Kassel? 

I 50 '03 I 

non- terminal interaction \ 

Flembur : 
Wie "naît 'ist ea von 'Hænburg nach 'Kassel? 

l l l l l l l l l l l l l l I l l l l l l l l l l l l l i l l l l l l l l l l l  
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INTONATION MODELLING IN A TEXT GENERATION 
PROGRAM 

Carlos Gussenhoven, Toni Rietveld and Lex Elich 

Department of English & Department of Language and Speech 
University of Ni jmegen/T he Netherlands 

ABSTRACT 
In this contribution we describe the 
implementation of an autoscgmcntal 
description of intonation in Dutch. 

1. INTRODUCTION 
We present a brief description of the 
implementation of an autosegmental 
description of the intonation of Dutch in 
an allophone synthesis system. Our 
longer-term aim is for this program to be 
part of a text-generation program. At 
present, we assume the following as giv- 
en: 
1. A phoneme string, with word and syl- 
lable boundaries; the latter are symbol- 
ized by -. 
2. Accents, symbolized * before accent— 
ed syllables. 
3. Association Domain (AD) boundaries, 
symbolized (...); 
4. Scaling Domain (SD) boundaries, 
symbolized {...}. An SD contains a 
string of one or more ADs. 
5. A phonological transcription of the 
intonation contour. 
In (1) we give the representation of Mar- 
jan ('girl's name'), without the inforrna- 
tion under 5 . 

( 1 ) { ( m A r -  * j A n ) }  
Our program translates the phonological 
transcription into a string of targets. A 
target is a point defined by (a) an 
FO-value (Hz), and (b) a time value rela— 
tive to the phoneme string. The intona— 
tion contour is obtained by interpolating 
between all targcts. We will first 
describe the phonological representation 
of the contours, then given the timing 
rules, and finally the FO-rules. 

2. THE PHONOLOGICAL 
REPRESENTATION 
The representation is built up by insert- 

ing intonational morphemes (see also 
Gussenhoven [2,3]. 
Pitch Accents. Minimally, each * in the 
string must be provided with ne of 
t ree PITCH ACCENTS: m., , or 

H. The choice is free, except that all 
nonfinal *‘s in an AD must have the 
same Pitch Accent. 

In addition, a larger number of optional 
morphemes are available. These specify 
AD's, or, in one case, the SD. 
Accentual Downstep. An AD may be ' 
provided with ACCEN AL 
DOWNSTEP. T is means that the of 
each non—initial will be realized wi h 
lower pitch than the preceding 
ACCENTUAL DOWNSTEP is symbol- 
iZÎDd by placing the diacritic ! before the 
A 
Accentual Downstep with Spreading. 
An AD which has been provided with 
DOWN STEP, may additionally be pro- 
vided with SP AD. This means that 
each non—final will be realized as a 
%lateau instead of a peak, while the final 

is rewritten , and the preceding L is 
deleted. Spreading-cum-downstepping 
is indicated by means of *! before the 
AD. 
Narration. ARRATION is applic ble 
to L and H, and causes their to 
spread. Th 5, while an unnarrated reali- 
zation of will show a peak at the 
accented syllable, a narrated one will 
show a high plateau beginning at the 
accented syllable and ending just before 
the next *, or the end of the AD. Narra- 
tion cannot occur in an AD with down- 
step. It is symbolized by placing & 
before the AD. 
Modifications. Pitch Accents come in a 
number of variant forms, which are 
described as 'modifications' of the basic 
shapes. Two modifications are imple- 
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mented. The first, DELAY, causes the 
association of the Pitch Accent to be 
shifted rightward. DELAY is imple- 
mented as as thc prefixation of a L tone 
segment, which is timed like the T of the 
undelayed Pitch Accent; it is symbolized 
by placing @ before the AD. The sec- 
ond modification, HALF 
COMPLETION, is possible only for the 
last Pitch Accent of an AD. lt causes 
the contour to end on mid pitch. It does 
not combine with either NARRATION 
or DOWNSTEP. It is symbolized by 
placing = before the AD. 

‘Phrasal Downstep. An SD may be pro- 
vided with PHRASAL DOWNSTEP. 
This means that each non—initial AD will 
be realized with lower pitch than the pre— 
ceding AD. PHRASAL DOWNSTEP ts 
symbolized by placing ! before the SD. 

( 4 )  { (  m 

2) rain H LH —t(i'iLñLL%)} 
is) {(%L EH H Arms) !(%L -l-'t 

LL%) 

3. IMPLEMENTATION: Timing of 
Targets 

The domain for the timing rules is the 
AD. That is, the first and the last frame 
of the AD act like firm walls, and rules 
cannot locate targets beyond them. 
Accented syllables provide AD-internal 
reference points. The notation T is sed 
for tone segments other than %T. , or 
T%. Each tone segment yields either 
one or two targets. The %T. the last T of 

it AD—final Pitch Accent, and a spread 
3‘ translate into two targets. All other 
tone segments translate into single tar— 
gets. Where a tone segment yields two 

: - * j  A n l l  
- temporal string: 123456 1234 123456 123456 1234 12345 
— tonal string: %L ËLHŒ 

Adjustment rules: 

Boundary tones. Before the first Pitch 
Accent of an AD, an initial tone segment 
L is inserted, except when the first Pitch 
Accent is a narrated LH, in which case H 
is inserted. This initial tone segmefit is 
referred to as %T. Moreover, LH 
rewrites as ÊUl% in AD—final position. 
After the last Pitch ccent of the SD, 

% is inserted after L, and H% after 
i l ,  unless the AD has NARRATION or 

HALFCOMPLETION. The representa— 
tions are transformed into 'narrower' 
transcriptions before they are processed 
by the timing and FO—rules. Domain- 
specific information is shown locally m 
these narrower representations. The 
adjustment rules change the representa- 
tion in (2), for example, into (3). 
Observe that the boundary tone seg- 
ments have been added, and that 
DOWNSTEP, SPREAD labels on the 
second AD have here been translated 
into the Spreading of the first , and a 
rewriting of the second as . Also, 
the DOWNSTEP label on the SD has 
been translated as the phrasal downstep- 
ping of the second AD. 

targets, the earlier one is called Targetl 
and the later one Target2. For case of 
exposition, we here distinguish three lev— 
els of representation. First, there is the 
segmental string, with *‘s added before 
the accented syllables, and (...) and { . }  
in place. Second, the temporal string, 
consisting of a series of frame numbers 
associated with the successrve segments. 
(We here assume for the sake of conven- 
ience that a frame represents 10 ms.) The 
third representation is the tonal string. 

We show the timing of targets with the 
help of association lines between tone 
segments and the frames. Our rules con- 
tain a number of timing parameters, 
whose values can be manipulated in 
order to explore the perceptual effects of 
different timings of tone segments. We 
give default values which_have informal— 
ly been observed to give reasonable 
results. 
- T :  locate Target at a distance of 

STARTIME of the vowel duration, 
counting from the beginning of the 
vowel. (Default STARTIME = 50%) 

-—T: a Spreading T (for SPREAD or 
NARRATION) has two targets: 
Targetl as above 
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Locate Target2 at TOTIME fm? 
frame associated with next . 
(Default TOTIME=100ms.) If AD is 
nanatcd, locate Target2 at 
(SPREADTIME)*(TOT1ME) from 
next * or ). (Default SPREADTIME 
= 1.3) 

- %T: associate Target] with first frame 
of AD; 
Locate Target2 at TOTIME before "'. 
(Default TOTIME=100ms) 

For non-final Pitch Accents: 
Each T is located at FROMTIME from 
the preceding target. If the distance 
between preceding target and * is less 
than FROMTIME + TOTIME, locate 
Target midway between preceding target 
and "'. The last T is located at TOTIME 
from next ". If the distance between 
preceding target and following * is less 
than FROMTIME + TOTIME, position 
Target midway between preceding target 
and "‘. (Default FROMTLME=100ms) 

For final Pitch Accents: 
A1] T's except the last as above. The 
last T receives two targets: 
Locate Target] FROMTIME after *. 
Locate Target2 at TOTIME before 
the end of AD, if T% follows. If no 
T% follows, associate TargetZ with 
last frame. 

- T%: associate Target with last frame 

Where the space provided by the seg— 
mental string is less than FROMTIME + 
TOTIME,Targe12 may inappropriately 
be timed earlier than Targetl. ln such a 
case, OVERLAP and SIMPLIFY apply 
so as to associate Targetl with the frame 
that lies midway between them, and to 
delete Target2. 

In (6), wc illustrate a situation in which 
the available time is less than 
FROM'I'IME and TOTIME. Representa- 
tion (6a) results from applying the first 
timing rule (STARTIME). In (6h), we 
see the result of the other timing rules 
without OVERLAP. Target2 of %L was 
positioned by going TOTIME leftward 
from *, and hitting the ]efthand bound- 
ary of AD (cf the dotted association 
line). It is thus associated with the same 
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frame as Targetl. For Target] of L, we 
count FROMTIME from *. For Target2, 
we count TOTIME back from the right— 
hand boundary. Notice than the two tar— 
gets overlap, as shown in the added tar- 
get tier. Their associations are given as 
dotted lines to indicate their provisional 
status. Representation (6e) gives the 
state of affairs after the application of 
OVERLAP and SIMPLIFY. This repre- 
sentation is ready to go to the FO-rules. 

( 6 )  8 -  l ( * j  A n ) ]  
123456 12345678 12345678 

%L fiL 11% 

b .  ] ( ‘ j  A n ] ]  
123456 12345618 12345678 

i1 ia TÎÎÎZ 
ii. mr" H% 

c .  { ( * j  A n ) ]  
1 2 3 4 5 6  1 2 3 4 5 6 7 8  1 2 3 4 5 6 7 8  

T1 'r1 
\ | 

u. n L 11% 

4. IMPLEMENTATION: F0 
The calculation of FO-values is per- 
formed by an implementation model 
described in Van den Berg et al. [1]). 
This model is a modified version of that 
proposed in Ladd [5]. Briefly, it pro— 
vides a high reference value (which 
equals that of the first ) and a low r f— 
erence value (which equals that of ), 
together defining a register, whose width 
is is referred t o a  ÊTRANGE (i. c. the dis- 
tance between and f..) The starting 
values are determined by three parame- 
ters that are intended to model speaker— 
to-speaker variation in general pitch 
height, and different degrees of promi- 
nence and liveliness. Their settings 
remain in force throughout the SD. An 
Accentual Downstep fa tor da deter- 
mines the lowering of targets in an 
AD with accent a] downstep. The dis- 
tance between and the most recent 
FO- value f r a (downstepped or undown- 
stepped) ?l-target i s  referred to as 
!TRANGE. For targets after undown- 
stepped i‘i, !TRANGE equals TRANGE. 

A Phrasal Downstep factor d p  deter- 
mines the lower-ing of AD's in an SD 
with phrasal downstep. 

For targets other that those of T, we can 
be flexible in the sense that not only the 
high and low reference values will be 
used, but any intermediate value. That is, 
we refer to values around the reference 
values by means of percentages, in the 
manner of Home [4]. 

4,2. FO—rules 

- %T: Target]: L : 
TRANGE 
STA TSINK=35%); 
1 1 :  
Target2 = (STARTSLOPE)*Target1 
(Default STARTSLOPE: .9) 

STARTSINK of 
(Default 

.. (: high reference) 
(= low reference) 

- EH F0 as given by the Accentual 
Downstep factor da. 

- L in final Pitch Accent = t (Targetl 
and Target2). If 
HALF-COMPLETION is in effect, 
delete Target] and scale Target2 at 
HALF of TRANGE (Default HALF = 
60%). 
L in non-final Pitch Accent : SAG of 
!TRANGE (Default SAG = 25%) 

- L% = ENDSINK of TRANGE 
(Default ENDSINK = -10%) 
H% = previous Target + (ENDRISE 
of TRANCE) (Default ENDRISE = 
30%). 

4.3. The F0(m,n)-module 
The implementation mode] F0(m, n )  i s  
given below. It calculates the FO- value 
for the nth T '  In the mth AD. 

N = Defines the range, or the mean 
starting value above Fr (Default: 
2.1) 

W = Dete ines the distance between fl 
and . (Default: 1.6) 

da = ownstep factor for downstepping 
targets within the AD. ("Accen- 

tual Downstep". Default: .80 if Sp = 
] ,  and .70 if Sp = O) 

dp = Downstep factor for downstepping 
AD's in the SD. ("Phrasal Down- 
step". Default: .90). 

S. INTERPOLATION 
Interpolation between targets is by 
means of a 2nd order Spline function. 
Future research involves the evaluation 
of different measures that can be taken if 
the time provided by the segmental 
string is insufficient to produce interpo— 
lations with slopes that remain within a 
pre- -set speed limit. One measure might 
be UNDERSHOOT Targets other than 
those provided by T and T% would be 
undershot. Another approach would be 
to create more space by adjusting the 
position of *, thus creating more space 
(SHIFT). A third might be STRETCH, 
which would increase the time available 
by ]engthening the segments concerned. 
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ABSTRACT 
In the exploration of speaking style and 
speaker variability we make use of a 
multi-speaker database and of a speech 
production model. A recent version of 
this model includes a variable voice 
source and a more complex modelling of 
the vocal tract. SyStematic variation in 
speech synthesis has been used as a tool 
to explore possible style and speaker di- 
mensions. Preliminary listening experi— 
ments have been carried out with the aim 
to investigate whether it is possible to 
describe different synthesis samples ac- 
cording to different attitudinal and emo- 
tional dimensions. 

1. INTRODUCTION 
An increasing amount of knowledge 
concerning the detailed acoustic specifi— 
cation of speaking styles and of speaker 
variability is presently accumulating. 
The ultimate test of our descriptions is 
our ability to successfully synthesize 
such voices [l].  A better understanding 
will also have an impact on several 
applications in speech technology. A 
systematic account of speech variability 
helps in creating speaker adaptable 
speech understanding systems and more 
flexible synthesis schemes. 
Why introduce emotional content in 
speech synthesis? Firstly, to increase 
naturalness and intelligibility of a spo- 
ken text. Speaking style variation and 
the speaker‘s attitude to the spoken mes— 
sage are also important aspects to in— 
clude. However, if the attitude can not 
be convincingly signalled, it is better to 
stick to a more neutral, even non-per- 
sonal machine-like synthesis. 
Several applications can be foreseen, e.g. 
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synthesis as a speaking prosthesis where 
the user is able to adjust speaker char- 
acteristics and emotional content or in 
translating telephony, where speaker 
identity ought to be preserved and tone 
of voice_ aspects also form part of the 
communication. 

2. NEW TOOLS 
In the exploration of speaking style and 
speaker variability we make use of a 
multi—speaker database. In our speech 
database project we have started to col- 
lect material from a variety of speakers, 
including professional as well as un- 
trained speakers [5]. The structure of the 
database makes it possible to extract rel- 
evant information by simple search pro— 
cedures. It is thus easy to retrieve infor- 
mation on the acoustic realization of. a 
linguistic unit in a specified context. 
Earlier studies have concentrated on lin— 
guistic structures rather than paralin- 
guistic descriptions. 
We aim at explicit descriptions that are 
possible to test in the framework of a 
text-to—speech system [3]. A recent ver— 
sion of the speech production model of 
the synthesis system includes a variable 
voice source and a more complex mod- 
elling of the vocal tract [4]. This synthe- 
sis model gives us new possibilities to 
model b0th different speakers and 
speaking styles in finer detail. The nec- 
essary background knowledge, however, 
IS in many respects rudimentary. We will 
here show one example of analysis-syn- 
thesis applied on emotive speech. 

3. ACOUSTICS OF EMOTIONS 
ln acoustic phonetic research most stud- 
ies deal with function and realization of 

linguistic elements. With a few excep- 
tions, e.g. [7,8], the acoustics of emo- 
tions have not been extensively studied. 
Rather, studies have dealt with the task 
of identifying extralinguistic dimensions 
qualitatively and sometimes also quan— 
tify these by using e.g. scaling methods. 
Spontaneous speech has been used as 
well as read speech with simulated emo- 
tional expressions. Judgements have 
been made by the researchers' ear and 
also by a variety of listening tests, using 
untrained and trained listener groups. 
An interesting alternative is to ask the 
listener to adjust presented stimuli to 
some internal reference, such as joy, 
anger etc. This is typically done by using 
synthetic speech, which cannot be too 
poor in quality if emotions should be 
conveyed. Recent experiments using 
DECtalk has been reported by Cahn [2]. 
The amount of interaction between the 
emotive speech and the linguistic con- 
tent of a sentence is difficult to ascertain, 
but has to be taken into account. It is not 
easy to define a speech corpus that is 
neutral in the sense that any emotion 
could be used on the sentences. Also 
some sex related differences might be 
observed. In a study by Oster & Risberg 
[6], female joy and fear were more easily 
confused than for male voices, where in- 
stead joy and anger were more often 
confused by young listener groups. Also 
concepts like joy, anger etc. can be ex- 
pressed very differently and a unique 
perceptual - acoustic mapping is proba- 
bly not possible. 
Note that the voice does not always give 
away the complete speaker attitude. It is 
often observed that misinterpretation of 
emotions occurs if the listener is per- 
ceiveing the speech signal without refer- 
ence to visual cues. Depending on the 
contextual references it is thus easy to 
confuse anger with joy, fright with sor- 
row, etc. 

4. SPEECH ANALYSIS 
We have analysed readings by two ac- 
tors who were portraying different emo- 
tions by reading a fixed set of sentences 
in different ways: with anger, joy, fear, 
sadness, surprise and also in a neutral 
tone of voice. This material has already 
been used by Oster in the investigation 
referred to above [6], with the aim of in- 
vestigating the possible differences in 

ability to perceive emorion acoustically, 
as shown by two listener groups, young 
hard-of-hearing subjects and young 
normal heating subjects. 
We specifically analysed pitch, duration 
and segmental qualities and also made 
synthetic matchings of a number of these 
sentences trying to extract the relative 
importance of the different acoustic 
cues. 
One example from the database can be 
seen in Figure 1, where two versions of 
the Swedish sentence "De kommer pa 
torsdag" (They will arrive on Thursday) 
pronounced by a male actor in an angry 
and a joyful mode are shown. Numerous 
differences can be observed. For this 
particular "angry" utterance the pitch is 
lower and more even than the "happy“ 
utterance. The voicing is also Stronger 
and somewhat irregular especially in the 
first vowel (probably the false vocal 
cords are also involved). 
For some of the sentences it was obvious 
that the two actors made use of a number 
of extra factors such as sighs, voice 
breaks and jitter, lip smacks, etc, which 
often contributed in a decisive way to 
the intended emotion. This means that a 
standard acoustic analysis of produced 
sentences with different emotional con- 
tent, in terms of e.g. duration, intensity 
and pitch, does not discriminate between 
emotions, if the speaker relies heavily on 
non-phonetic cues in the production. 
As a point of reference we have also ini- 
tiated a small study on Spontaneous 
speech from radio interviews. This 
speech often contains passages that are 
extremely compressed or expanded. 
These effects are difficult to make use of 
in speech synthesis applications. Never- 
theless, it is a good reminder of just how 
diverse and flexible the speech signal 
appears in real-life communication. 

S. VALIDATION BY SYNTHESIS 
Different analysis-by-synthesis tech— 
niques show great promise in deriving 
data for the synthesis of different voices, 
styles and emotions. Specifically, we in— 
vestigated an interactive production 
paradigm. We asked subjects to sit at a 
computer terminal and change the hori— 
zontal (X) and vertical (Y) position of a 
point within a square on the screen by 
means of a mouse. The X and Y values 
can be used in a set of synthesis rules, 
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Figure 1: Spectrograms for two emotions imitated by an actor reading the sentence "ne 
torsdag. ] …  'tuzsdal. Only the underlined part is displayed 

Top: angry voice, Bottom: happy vorce. In the pitch plot, horisontal dotted lines are 50 
Hz apart starting at 100 Hz. 

changing c.g. different aspects of the 
voice. In this way we set up a number of 
rules that changed e.g. pitch deviations, 
intensity dynamics or voice source pa- 
rameters of a synthesized sentence. The 
subjects were asked to try different com- 
binations of these parameters by moving 
the mouse and reporting on the impres- 
sion that the synthetic sentence made on 
them in terms of e.g. emotional content. 
In Figure 2 a result from such an experi- 
ment is shown. The X dimension corre— 
sponds to the slope of the declination 
line where a low coordinate value, (left), 
corresponds to a rising contour and a 
high value, (right), corresponds to a 
falling contour, with the midpoint in the 
sentence kept at a constant pitch value. 
The Y dimension is the pitch dynamics, 
where the low end corresponds to small 
pitch movements and the top to larger 
local pitch excursions. The tested sen— 
tence is the same as in Figure 1, Le a 
linguistically quite neutral statement. 
Obviously, the variations suggest several 
different attitudes to our listeners. The 
task appeared quite managable to the 
subjects, who responded with a fair de- 
gree of consistency. We are pursuing 
this line of experiments further including 
also voice source variations. 

content 
self-assertive 

voice break happy 
optimistic 

worried neutral sure determined 

threatening caution disappointed 
angry 

indifferent unnatural compliant 

Figure 2. Example of free verbal re- 
sponses in a speech synthesis production 
experiment with four subjects. See text 
for tested dimensions. 

6. FINAL REMARKS 
In this contribution we have indicated 
some ways of exploring speaker charac- 
teristics and speaking style using the 
speech database and synthesis environ- 
ment at KTH. The work is still at a very 
preliminary stage. The presented exam- 
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ple from emotive speech suggests that 
the described technique is useful also for 
other speech dimensions. Future appli- 
cations of the gained knowledge are to 
be found in next generation speech 
synthesis and speech understanding sys- 
tems. 

ACKNOWLEDGEMENTS 
This work has been supported by grants 
from The Swedish National Board for 
Technical Deve10pment, The Swedish 
Council for Research in the Humanities 
and Social Sciences, and the Swedish 
Telecom. 

REFERENCES 
[1] Bladon, A., Carlson, R., Granstrom, 
B., Hunnicutt, S. & Karlsson, I. (1987): 
"Text—to-speech system for British 
English, and issues of dialect and style", 
European Conference on Speech Tech- 
nology, vol. 1, Edinburgh, Scotland. 
[2] Cahn, J. E. (1990): "The generation 
of affect in synthesized speech", Journal 
of the American Voice 1/0 Society, vol. 
89 pp- 1 ' 1 9 .  

[3] Carlson, R., Granstrôm, B. & Hunni- 
cutt, S. (1990): "Multilingual text-to- 
speech development and applications", 
in A.W. Ainsworth (ed), Advances in 
speech, hearing and language process- 
ing, JAI Press, London 
[4] Carlson, R., Granstrôm, B. & Karls— 
son, I. (1990): "Experiments with voice 
modelling in speech synthesis", in Laver, 
J., Jack, M. & Gardiner, A. (eds.), ESCA 
Workshop on Speaker Characterization 
in Speech Technology, pp. 28-39, CSTR; 
Edinburgh. 
[5] Carlson, R., Granstrëm, G. & Nord, 
L. (1990): "The K'I'H speech database", 
Speech Communication, vol. 9, pp. 375- 
380. 
[6] Ôster, A-M. & Risberg, A. (1986): 
"The identification of the mood of a 
speaker by hearing impaired listeners", 
ST L-QPSR 4/1 986, pp. 79-90. 
[7] Scherer, K. (1989): "Vocal correlates 
of emotion", in (Wagner, H. & 
Manstead, T., eds.), Handbook of Psy: 
chophysiology: Emotion and Social Be- 
havior, pp. 165-197. Chichester: Wiley. 
[8] Williams, C. E. & Stevens, K. N. 
(1972): "Emotions and ch: some 
acoustical correlates", JASA vol. 52, pp. 
1238-1250. 



ANALYSE DE LA PROSODIE 
DE LA PAROLE SPONTANÉE 
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ABSTRACT 
This paper reports on a methodology 
developed to study prosody in spon- 
taneous speech, incorporating four 
different kinds of analysis: (1) analysis of 
the discourse structure of the speech 
corpus without specific reference to 
prosodic information, (2) auditory analysis 
in the form of a prosody—oriented trans- 
cription, (3) acoustic-phonctic analysis and 
(4) analysis-by-synthcsis. Analysis (3) is 
illustrated with examples in Spontaneous 
Swedish and French. 

1. INTRODUCTION 
Cette communication présente une métho— 
dologie élaborée au cours d'un projet de 
recherche consacré à la prosodie de la 
parole spontanée en suédois, grec et 
français (cf. en particulier [2] et [3]). 
Notre effort inaugural a été d'intégrer dans 
une même démarche expérimentale des 
sources de connaissances diverses 
susceptibles de permettre l'analyse d'un 
corpus de parole spontanée dans un espace 
qui s'étend de la description discursive de 
ce corpus à sa description en termes de 
variations des paramétres prosodiques (ici 
le paramètre de fréquence fondamentale ou 
F0). Quatre analyses différentes sont ainsi 
appliquées à chaque corpus: une analyse 
discursive, une analyse auditive, une 
analyse acoustico-phonétique et une 
analyse par synthèse. Les données 
acquises à chaque étape sont représentées 
par une description discursive du corpus, 
une transcription prosodique sélective, des 
configurations tonales et des configu- 
rations tonalcs synthétisées par règles ou 
par LPC. Les deux questions majeures 
posées au cours de cette recherche sont 
d'une part celle de la relation entre la pro- 
sodie de la lecture en laboratoire et celle de 
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la parole spontanée (pour ce qui est de la 
prosodie de la lecture en suédois et en 
français, cf. respectivement [1] et [6]) et 
d'autre part celle du rôle joué par la proso— 
die dans la structuration discursive de la 
parole spontanée. Précisons qu'avec la 
notion de ‘parole spontanée’, nous en- 
tendons un corpus produit et acquis hors 
de tout contrôle expérimental de la part du 
chercheur et dans des conditions de 
communication authentiques. 

2. METHODOLOGIE 
2.1. Analyse discursive 
Effectuée sans référence particulière à l'or- 
ganisation prosodique, cette analyse a pour 
fonction de faire émerger certaines 
contraintes discursives tels que l'organi- 
sation textuel, l'interaction entre locuteurs 
et la gestion de tours de parole. La 
description de la structure discursive 
énumère ainsi les différents topiques, leur 
articulation successive, les rapports de 
dominance entre les locuteurs au fil des 
répliques et la gestion en tours de parole en 
termes de prise de parole, passage de 
parole etc.. Cette description est ultérieure— 
ment mise en relation avec l'organisation 
prosodique. 

2.2. Analyse auditive 
L'analyse auditive procède à un décodage 
linguistico—prosodique du corpus. Elle se 
traduit tout d'abord par une transcription 
orthographique où sont indiqués les hé- 
sitations, les rires, les chevauchement de 
tours de parole etc.. (cette transcription est 
un préalable à l'analyse discursive). La 
transcription prosodique a essentiellement 
pour but de mettre en évidence la manière 
dont les fonctions démarcative et 
hiérarchique ont joué dans la structuration 
du corpus. Cette transcription est donc 

selective. Les cinq catégories selectionnées 
participent, quoique de manière différente, 
à la réalisation de ces fonctions. Ces 
catégories sont: la proéminence 
accentuelle, le regroupement prosodique, 
le registre de voix, la marque des 
frontières et les pauses. La transcription 
est également abstraite dans la mesure où 
ces catégories sont loin d'avoir la même 
manifestation acoustique dans chaque 
langue et où une même catégorie est 
manifestée par plusieurs paramètres 
acoustiques. Le choix des symboles de 
transcription suit si possible les 
recommandations d'IPA, autrement il 
s'aligne sur un critère de transparence 
iconographique (cf. Tableau l).  

Tableau 1 (ci-dessous). Cinq caté— 
gories prosodiques avec leur transcription. 

nan-m- … 

l) … ' A . “  … (re-l A..-'> " 
… …  . 
( … s — ' )  
… . .  
( ' s - … s . “  

3) Paul-bna— a l u  
" m  P u l l — b m —  a l u  

… …  I n  
L l o — —  d'un 

!) I W  do ul: … ...… 
… …  \ u  
Ira—aw . n 

… “  Paul-Hub I n n -  ‘ n  
: …  M b k - : : : : —  . : : - _ .  

… …  … 
n————-—- … “  ——-——- … 

b e ”  “ ( J  
” "… Mia—s n («) 

2.3. Analyse acoustico-phonétique 
Cette analyse procède au décodage 
acoustico—phonétique du corpus (pour les 
critères concernant le choix des corpus et 
la procédure expérimentale cf. [2], [4] et 
[7]). Des cinq catégories auditives, seules 
les pauses silencieuses relèvent clairement 
de la dimension temporelle du signal. La 
catégorie ‘regroupement prosodique’ dé— 
limite les domaines d'excercice des trois 
autres catégories qui sont liées aux 
variations verticales de F0. La modé— 
lisation des tracés de F0 permet une 
première analyse qualitative des données 
obtenues. Elle s'opère en assignant aux 
valeurs-cibles maxima et minima de F0 
des représentations phonologiques 
intermédiaires en termes de segments 
tonals Htighl (‘Haut') et L(ow) ('Bas'). 
Les représentations phonologiques inter— 
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médiaires des accents du suédois et du 
français ainsi que leurs points de syn— 
chronisation syllabique représentés par les 
symboles de transcription sont exemplifiés 
ci-dessous en (1) et (2). Dans les deux 
langues, le segment tonal synchronisé 
avec la voyelle accentuée est décoré d'une 
étoile. Ces représentations sont également 
intégrées dans les tracés présentés dans 
l'annexe. 

(1) Suédois 

accent non—focal 
accent I [’x]=H L’“ 
accent II ['X]=H* L 
accent focal 
acoentI ["x] =H L‘“ H 
accent II ['x]=H* L H 

(2) Français 

accent non-focal 
['x]=L H“ 
['x]=H* L 
[‘x]=L H*L 
['X]= (D) L’“ 

accent focal 
['x]= L H* 

2.4. Analyse par synthèse 
L'analyse par synthèse effectuée jusqu'à 
présent a eu pour objectif d'évaluer 
perceptuellement la valeur textuelle et inter- 
actionnelle de certaines configurations 
tonales (cf [4] et [7]). 

3. EXEMPLES 
3.1. Lecture versus spontané en 
suédois 
En suédois, le rôle de pivot joué par 
l'accent focal — il détermine l'absence ou 
la présence d'une séquence de tons 
abaissés ( 'downstepping’) — a été mis en 
évidence dans la lecture (cf.[1] ct Fig.1). 
Les accents situés en position post-focale 
se caractérisent par un abaissement tonal 
successif. En revanche, les accents situés 
en position pré—focale ne montrent aucun 
abaissement tonal; ils se caractérisent par 
une proéminence tonale plus ou moins 
égale. Il est intéressant de noter que les 
données du spontané confument ce rôle de 
pivot joué par l'accent focal. Un exemple 
d'abaissement après un accent focal initial 
est présenté à la figure 2:1 ct un exemple 
de non—abaissement avant un accent focal 
final à la figure 2:2. 
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3.2. Accentuation chez un enfant 
français 
L'échantillon de corpus étudié a montré la 
manière dont l'accentuation joue dans la 
structuration prosodique interne au tour de 
parole chez l'enfant. En règle générale, 
c'est une montée tonale LH“ qui est 
associée aux syllabes accentuées des 
groupes en position non finale de tour de 
parole (cf. Fig. 3:1 (“'pas”), Fig. 3:2 
(“'bien” et “'rir dans mourir”) et Fig. 3:3 
(“'vieux”)). Cette montée tonale est com— 
binée de manière relativement stéréotypée 
avec une pause interne. Les groupes situés 
en position finale de tour de parole se 
caractérisent par une descente tonale 
graduelle D et un segment tonal L'“ sous la 
dernière syllabe accentuée (cf. Fig. 3:3 “et 
ben on 'meurt”). On constate peu 
d'occurrences d'accent focal. 

3.3. Registre de voix chez un 
politicien français 
Le corpus étudié a mis en évidence 
l'importance du changement de registre de 
voix dans les débats politiques dans les 
masses média. La spécificité de ce genre 
de communication poussent les parti— 
cipants à produire de longs monologues 
textuellement hautement structurés et à 
choisir une manière de parler ‘persuasive’. 
Certaines figures stylistiques carac- 
téristiques apparaissent alors tels les 
intensificateurs, les parallélismes et les 
formes méta-discursives [5]. Les confi— 
gurations tonales et leurs représentations 
phonologiques intermédiaires associées à 
ces figures stylistiques sont présentées 
dans les figures 4:1, 4:2 ct 4:3. Un dcs 
politicicns étudié utilise par exemple des 
accents focals LH'“ avec un registre de 
voix étendu afin d'intensifier la valeur 
informative de son argumentation (cf. Pig. 
4:2 et 4:3). Il atteint également une forme 
de parallélisme en répétant cette configu- 

5. ANNEXE 
Annan-t… 

n- rr- n— 

3 r. I. L 
. I. 

n- n- .. a 

3 t. L L . L 

H- mun-Ila 

ration combinée soit avec une frontière (cf. 
Fig. 4:2) soit avec une pause (cf. Fig. 
4:3). Un parallélisme tonal est également 
produit par le maintien d'un registre de 
voix étendu sur plusieurs groupes pro- 
sodiques. Ces configurations tonales 
parallèles facilitent probablement la 
compréhension et la production de longs 
monologues en augmentant la redondance. 
En opposition à ce registre de voix étendu 
et ce mot à mot prosodique, un registre de 
voix réduit et un tempo plus accéléré est 
utilisé dans les commentaires méta— 
discursifs (cf par exemple la parenthèse du 
“\ mais je "vois très 'bien l l— que vous 
ne le ferez 'pas ll” Fig. 4:1). 
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Figure 1. Abaissement et non-abaissement tonal 
en suédois lu (d'apres Bruce 1982); l'effet d'un 
accent focal initial et final dans une phrase 
contenant quatre accents. Plusieurs configurations 
tonales produites par un même locuteur. Voir le 
texte pour des explications concernant les 
symboles (HL) utilisés dans la figure. 

2 8 4  

{ " g h  ‘- ..“ |?” "belge!  l e  

. . . - . . . - e " is.. ' a". ' ae'eo ' «'en "In-(nu 
. I . . .  … . …  ‘ 0 “ ( " )  k . a ”  “ _ n —  * o— u —  

k fi fi .  fi f " ' ~ h fl fl ' ~ l ‘ i  "“—M'— .:; . " . . .  h f  " '  . 

Figure 2:1 et 2:2. Abaissement (à gauche) et non-abaissement (à droite) tonal dans un dialogue 
spontané en suédois; effet d'un accent focal initial et final; onde sonore (en haut), configuration tonale (au 
centre) et transcription orthographique avec pœodiquœ (en bas); chaque mot-clef est ' 
avec un évènement tonal important; Voir § 2.3. pour des explications concernant les symboles (HL) 
utilisés dans la figure. 
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"'—"' l .  A' qu'est-ce que c'est la 'mortl d'après 'toi II 
… "_ '“— B:la"m<xtl(.)Yadesgens qui meurent'pœ (.) 

‘ / 2. B: s-sur‘tout si (i)ls mangent 'bien l (.) 
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Figure 3:1, 3:2 and 3:3. Configurations tonales et représentations phonologiques de l'accentnation 
chœunenfantfi'ançaisaocuœmB);ondesonore(enhaut),configmatim…(aucenu'eNtmscription 
ortlrographrque avec marqueurs prosodiques (sur le côté); Voir 5 2.2. er 2.3. pour des explications 
concernant les symboles (HL) utilisés dans la figure. 
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Figure 4:1, 4:2 and «3 (de gauche a droite). Configurations tonales associées avec des r… 
ayhsuqœswactériaiqœsdammdébupoüñqœfiamaigondesonaewt haut),configmationtomle(au 
centre) et transcription orthographique avec marqueurs prosodiquœ (en bas); Voir ! 2.2. et 2.3. pour des 
explications concermnt les symboles de transcription et (HL) utilisés dans la figure. 
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ABSTRACT 
The object of this investigation is a classification 
of discourse intonation patterns in spontaneous 
Greek discourse. Our goal is to describe the 
distribution, manifestation and function of 
discourse triggered accents such as ‘initiative’. 
‘completive’, and ‘continuative‘. Furthennore, 
pitch range as a discourse turn and topic 
regulator along with inter-speaker pitch 
adjustment is touched upon and the notion of 
‘pitch-concord' is introduced. 

1. INTRODUCTION 
This presentation is about intonation 
patterns in spontaneous Greek dialogues, 
originally outlined within the framework 
of the ‘KIPROS’ project, which is the 
Swedish acronym of a research program 
on contrastive and interactive prosody 
[5]. We started our investigations by first 
analysing a face-to-face Spontaneous 
conversation between two speakers, with 
optimal communicative conditions in the 
laboratory. The next step was an 
investigation of regular Fo—contours 
which make up the Skeleton of discourse 
prosody [2], by examining the intonation 
structure of two speakers involved in a 
telephone conversation where somatic 
communicative means are excluded in 
favor of prosodic ones. Our current 
research program is on the one hand the 
description of intonation patterns in a 
telephone context with more than two 
speakers at a time and, on the other hand, 
the global organization of intonation in 
Spontaneous spoken discourse [4]. In the 
present paper, our main emphasis is on a 
selection of highly recurrent local patterns 
and their communicative function. 

2. EXPERIMENTAL DESIGN 
2.1. Speech Material 
The present data consists of four short 
telephone conversations recorded from a 
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local Athenian radio station. They are 
conversat ion ext rac ts  from a n  
entertainment program, in which lisœners 
may phone in and participate in a contest 
with the chance of winning various small 
presents. The topics of the conversations 
are related to the degree of the program 
participants’ successful answers and may 
be organized in sutpics; occasionally, 
topics outside the question ~ answer 
paradigm may appear in the course of a 
conversation. The speakers of our 
selection include two relatively young 
program leaders, a male and a female, and 
four program participants: two adults and 
two children, a male and a female 
respectively. 
2.2. Speech Analysis 
Our methodology includes four kinds of _ 
analysis: ( l )  analysis of the discourse 
structure in terms of topic development 
and trim-unit interplay; (2) auditory 
analysrs and prosodic transcription (3) 
acoustic-prosodic analysis and (4) 
analysrs-by—synthesis (see [2] and [6]). 
Here, we shall confine ourselves to the 
acoustic—prosodic analysis. 

The acoustic-prosodic analysis  
consrsts of observations and classification 
of regular intonation patterns and, of 
specrfic interest, stereotyped intra and 
inter-speaker pitch sequences characteristic 
of spoken discourse. This has been done 
through an interactive examination and 
hstcmn g of the relevant pitch contours on 
a _VAX/VMS 11/730 computer system 
With the API program of the ILS package. 

3. DISCOURSE PITCH PATTERNS 
3.1. Specific Pitch contours 
For the descriptions of intonation patterns 
in Spontaneous speech, we will introduce 
a methodological distinction between 
stress and accent, prosodic terms which 

are often overlapping and/or interchanged 
in the current prosodic literature. By 
stress we mean prominent syllables with 
no reference to pitch whereas by accent 
we do mean pitch gestures whether they 
are co-ordinated with stress or not; in the 
former case, stress alternations make up 
the rhythm of the language whereas, in 
the latter, the interconnection of accents is 
within the realm of intonation. Laboratory 
speech has taught us that stressed 
syllables are not necessarily assigned 
pitch gestures. This has been observed in 
previous material as well as in the present 
material. On the other hand, discourse 
oriented pitch gestures may be carried by 
unstressed syllables i n  specific 
environments with high communicative 
value, such as the beginning and end of 
(sub)turn—units. 

As a recurring structural example, the 
phrase, e.g. [se paraka‘lo/ (Fig. l a )  
appears with a pitch gesture on the initial 
(unstressed) syllable, in addition to the 
stressed one; the second phrase lja na 
'Uume 'toral, apart from an initial pitch- 
gcsture, has a widened pitch rangc, as a 
rcinforcement of this (new) part of 
dialogue. The next figure (lb), also 
exhibits an initial pitch gesture which is 
completed within the phrase Ili'ponl; 
should this pitch gesture carry a lexical 
distinction rather than a discourse cue. the 
result would be "'/'liponl, i.e. & non- 
existent word in standard Greek. For this 
initial pitch gesture which, regardless of 
the rhythmic status of the syllable, 
appears with a discourse function to 
attract the listener‘s attention toward a 
particular unit of speech, we propose the 
term initiative accent. 

In contrast to initiative accent, pitch- 
gestures may appear at the end of a 
(sub)tum-unit with distinct discourse 
functions. The phrase l'ena Oer'matino 
xarto'filaka/ (Fig. 2a) carries a final 
accent which is realized as a pitch-fall on 
the last stressed syllable. This accent 
signifies the end of a sub-turn-unit and 
the completion but not necessarily the end 
of the ongoing tum-unit, and we may 
refer to it in want of a better term, as 
complen‘ve accent. On the other hand, at 
the end of a sub—turn-unit (Fig. 2b), the 
final (unstressed) syllable of the word 
Ibiskolo/ carries a pitch gesture. This 
(upward) final accent is realized on the 
last syllable(s) of a (sub)turn-unit rather 
than the last stressed syllable. It has a 

turn-keeping function, but it may also be 
used as an ‘expectative’ discourse cue 
(expecting some response from the 
hearer) when addressing the 1istener(s). 
As  a cover term we may use the 
continuative accent. 

A final accent may also appear at the 
end of a (sub)tum—unit associated with 
what has traditionally been called a 
question. Without going into an argument 
of what a ‘question’ is (see [3]), we 
present four wh—qucstions with two 
typical intonative patterns (Fig. 3). The 
first two (3a, 3b) have falling final 
intonation but different communicative 
functions: (33) is a pseudo-question, 
where the speaker is trying to win time 
or, in other cases in our data, to start or 
keep a conversation going; (3b) is a 
‘neutral’ question, i.e. the answer is of 
limited importance to the speaker and/or 
the development of discourse. On the 
other hand, the second two questions (3e, 
3d) have a complex falling—rising 
intonative patterns, in  which the final 
pitch gesture is co—ordinated with the final 
rather than the stressed syllable; these 
questions, the intonative pattern of which 
is very regular in our data, are ‘emphatic’ 
in the sense that the answer is of vital 
importance to the development of the 
discourse and, in this particular case, the 
outcome of the radio game. 

The final pitch gestures, either for 
questions or continuations are quite 
similar in manifestation and partly share 
the same function, namely the emphasis 
put by the speaker in the development of 
the discourse. Of course, they are the 
speaker’s conditions because, in real life 
communication, he may get no answer or 
may be interrupted. Thus, preliminarily, 
we may use the term continuative accent 
in a ‘more to come‘ broad sense even for 
emphatic questions, with the assumption 
that earlier prosodic cues and the context 
may distinguish them from tum-keeping 
pitch gestures. 

In an inter—speaker pitch contour 
adjustment, in certain environments, the 
tam—taking speaker’s choice may be 
heavily dependent on the interlocutor's 
final pitch contour. Thus, an adult male 
finishes his phrase Æila‘bi 'nane kli'sto/ 
(4a) at a high pitch level and his 
interlocutor, an underaged male, responds 
with [nel at the same pitch level. Inter— 
speaker pitch adjustment, what we may 
refer to as pitch—concord, is evident also 
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at a low pitch level; an adult female 
finishes her phrase lpinc'lopi ki obi‘seas/ 
(Fig. 4b) at a low level and her 
interlocutor, an adult female also, 
responds lve'veosl, with a pitch contour 
at the same level, in accordance with her 
communicative agreement. This by no 
means implies that the communicative 
distinction of agreement «- disagreement is 
carried out solely by prosody; the lexical 
and grammatical components may be 
largely decisive. Nevertheless, our data 
'have shown a pitch-concord in rather 
absolute terms than relative ones between 
different speakers. It seems that when a 
speaker chooses to indicate his agreement 
by prosodic means, he makes an extra 
effort to approach the actual pitch contour 
as close as possible. 
3.2. Global Intonation 
An interesting question is how speakers 
organize their overall intonation in terms 
of pitch range for discourse purposes and 
what the interference of external 
conditions like sex, age, etc. are. 

Although in a more comfortable 
conversation [5] we have found pitch- 
range as a turn and topic regulating 
discourse correlate, in the present material 
this phenomenon is drastically reduced. 
In other words, in a vivid interaction, 
speakers seem to take advantage of e.g. 
the presence of the completive accent or 
even the absence of a turn-keeping accent 
to intervene rather than using the pitch— 
range tam—leaving cue. The same strategy 
is generally applied for topic management 
as well ,  in  combination with the 
communicative context which appears as 
an everywhere factor for topic 
regulations. This reduces the potential of 
pitch range as a discourse mechanism for 
the government of turn/topic regulation, 
which is only occasionally realized in this 
kind of quick dialogues but is used at the 
end of the whole conversation. 

On the other hand, a pitch range 
expansion directly reflects the 
involvement of the speaker(s) towards 
what it is said. It may span a succession 
of sub-tum-units and even have an inter- 
speaker effect. Pitch range may also 
indicate focus, although a (major) pitch- 
fall in combination with a post-focal 
accentless rhythmic organization is the 
rule as widely attested in Greek prosody. 
However this regular manifestation does 
not leave the notion of focus 
unproblematic. As a matter of fact, in our 

material, we have witnessed only a few 
occurrences of focus, even in an auditory 
analysis. This indicates that focus is 
Optional even for larger discourse 
domains such as turn-unit and tcpic, and 
not a recurrent prosodic category at a 
certain linguistic or discourse level. 
Obviously, what speech analysts have 
discribed as ‘focus' needs a re-evaluation 
in a discourse perspective. 

As regards the overall inter—speaker 
pitch range adjustment, our data has 
hardly shown any interference of sex or 
age. A preliminary evaluation shows that 
speakers do not mutually modify their 
pitch range but rather retain their 
indiosyncratic intonation except in cases 
of pitch-concord (cf. Fig. 4) where 
speakers choose prosodic means to show 
their communicative agreement. In more 
private and/or intimate communicative 
environments, another picture may arise, 
but this is a subject outside our current 
research. 

4. CONCLUSION 
In prosodic research we have experienced 
in the laboratory of the question ~ answer 
paradigm, where the answer is a 
declarative utterance making up the test 
material, the distribution of pitch gestures 
is clear-cut: the stressed syllables may 
appear with an independent (upward) 
pitch gesture whereas the unstressed ones 
either they have no pitch inflection or they 
carry on a pitch gesture already started on 
the stressed syllable [1]. This neat picture 
is heavily disturbed in spontaneous 
speech where (upward) pitch gestures 
may appear on unstressed syllables and 
downward ones on stressed syllables. 
However, a closer examination reveals 
that this apparently contradictory prosodic 
manifestation has a meaningful structure. 
Unstressed syllables with an upward 
pitch gesture may appear at the beginning 
(initiative accent) or end (continuative 
accent) of prosodically coherent larger 
units regardless of the stressed .. 
unstressed distribution. Moreover, 
stressed syllables with neutralized pitch 
have a high rate in these Greek dialogues, 
solid evidence that pitch is not used to 
realize stress distinctions in Greek. Thus, 
rhythm and intonation appear quite 
independently organized, with intonation 
as a par excellence TOP-DOWN prosodic 
parameter, specifically meaningful in 
interaction and discourse communication. 
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ABSTRACT 
i m p o r t a n t  d i f f i —  

c u l t i e s  when teach ing  Spa-  
n ish  phone t i c s  t o  C z e c h  
n a t i v e  speakers  a r e  closely 
r e l a t e d  t o  the rhythmical 
s e g m e n t a t i o n  o f  t h e  Span ish  
u t t e r a n c e .  The d i f f e r e n c i e s  
be tween  the two  languages 
a r e  r e l e v a n t  bo th  on the 
segmenta l  and the supra— 
segmental  l e v e l s  and become 
impor tan t  n o t  only f r o m  the 
p o i n t  o f  v i e w  o f  the p r o -  
d u c t i o n  o f  the  s p e e c h  s i g —  
n a l ,  bu t  a l s o  f r o m  the 
p o i n t  o f  v i e w  o f  i t s  p e r -  
c e p t i o n .  

The  m o s t  

l .  INÏRDDUCTIUN 
The  a i m  o f  o u r  p a p e r  
p o i n t  some p r o b l e m s  wh ich  
s tuden ts  o f  Spanish,  whose 
mothe r  tongue i s  Czech ,  
g r a p p l e  with. We will p a y  
our  a t t e n t i o n  t o  the  pro— 
b l e m s  linked up with d i f —  
f e r e n t  count inuos speech 
s e g m e n t a t i o n  i n t o  rhythmi— 
c a l  units i n  Spanish and 
in  C z e c h .  
T h e  p r o b l e m  
t w o  l e v e l s :  
a )  speech product ion;  
3 )  speech  p e r c e p t i o n .  

SPEECH PRODUCTION 
When analyzing the segment— 
a t i o n  o f  the  Span ish  c o n t i —  
nuous speech i n t o  rhythmical 
u n i t s , a m o n g  t h e  sound m e a n s ,  
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i s  t o  

c a n  b e  s e e n  on 

the suprasegmenta l  pheno- 
mena a re  a lmos t  exclusively 
t a k e n  i n t o  a c c o u n t . T h e  r y t h -  
mical uni ts  a r e ,  as  a r u l e  
d e f i n e d  exclusively on the 
bas is  o f  only suprasegmenta l  
means conce ived  a b s t r a c t e l y  
regad less  o f  t he i r  c o n c r e t e  
r e a l i z a t i o n s  i n  the f l o w  
o f  the speech,  and on de-  
fining the rhythmical u n i t ,  
e x c l u s i v e l y  one suprasegmen- 
t a l  phenomenon i s  o f t e n  
taken  i n to  cons ide ra t i on .  
I f  the phenomena concer— 
ning the d e f i n i t i o n  o f  the 
rhythmical unit d e l i m i t a t i o n  
a r e  taken  i n t o  account ,  
only  the pauses,  which  
s t and ,  in  f a c t ,  ou t s i de  the 
r h y t h m i c a l  un i t  i t s e l f ,  a r e  
c o n s i d e r e d .  Therefore t he  
so defined r h y t h m i c a l  u n i t s  
become more likely a theo— 
r e t i c a l  c o n s t r u c t  s e r v i n g  
f o r  the language desc r ip -  
t i o n  and only se ldom re— 
p r e s e n t s  the  u n i t  b e i n g  
p e r c e i v e d  l i ke  tha t  by 
l i s t e n e r .  
On the o the r  hand,  when de-  
fining the rhythmical un i t  
as a rhythmical seman t i c  
group,  i t  must  be  conce i ved  
a s  a sound u n i t  c o r r e s p o -  
d ing t o  a g r a m m a t i c a l  and 
a semant ic  u n i t ,  whose 
sound boundar ies a r e  m a r -  
k e d  by  an i n te r rup t i on  o f  
the f l o w  o f  speech po ten-  
t i a l l y  r e a l i z e d  by  a pause ,  
by differences i n  the d i-  
s t r i b u t i o n  o f  the p o s i t i o -  

nal  va r ian ts  o f  vo iced 
consonata l  phonemes, by 
g l o t t a l  s t o p ,  b y  other sound 
phenomena or the i r  combinat-  
ions which,  a t  the same t ime,  
carries suprasegmental means 
( s t r ess ,  i n t o n a t i o n ,  quan- 
t i t y )  funcioning, in accor-  
dance w i t h  the ro le  the rhy— 
thmical unit p lay  w i th in  the 
l e ve l s  o f  the s t r u c t u r e  o f  
the u t t e rance ,as  m o d u l a t i o n s  
o f  connected speech. 
Un the b a s i s  o f  the ana lys i s  
o f  s ingle fea tu res  o f  the 
so conce ived  r h y t h m i c a l  u n i t  
in Spanish t o  some p a r t i a l  
aspec ts  which may cause d i f— 
f i cu l t i es  in teach ing Spanish 
as  second language on the 
bas is  o f  Czech as the mother 
tongue c a n  be  descr ibed.  

2.1. Rhythmical—semantic 
group delimitations 
Important  f ea tu res  differing 
Spanish f r o m  Czech a re  the 
differences in  the d i s t r i b u —  
t ion o f  va r i an t s  o f  vo i ced  
consonanta l  phonemes / b / ,  
/ d / ,  / g / .  These phonemes 
presen t  in Spanish the oc— 
c lus ive  b , d , 9 and the 
f r i c a t i v e  v a r i a n t s  , .  , 

. The d i s t r i bu t i on  o f  
these d i f f e r  from one ano- 
ther  in  a c c o r d a n c e  w i t h  
their  p o s i t i o n  in the rhyth— 
m ica l  semant ic  g roup :  a t  the 
beginning and ins ide the 
uni t  a f t e r  nasa l s  the occlu— 
s i v e  v a r i a n t s  a r e  u s e d ; t h e  
f r i c a t i v e  v a r i a n t s  appea r  in  
o the r  p o s i t i o n s .  
There  i s  thus a d i f f e r e n c e  
inOthe prononciat ion ofJGo a 

3 i .  goja and de Go a lg?” a 
Barcelona [par el  na and 
de Barcelona deBarGelona], 
e t c .  C z e c h  n a t i v e  s p e a k e r s  
dd n o t  r e s p e c t  t h i s  phenome- 
non  and o f t e n  p r o n o u n c e  the  
occ luss ive  v a r i a n t s  b , d] ,  
9] in bo th  pos i t i ons .  

O t h e r  phenomenon wh i ch  i s  
c o n n e c t e d  w i t h  t h e  problem 
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o f  de l imi tat ions o f  the rhyth- 
m ica l  un i t  i s  the g lo t ta l  
s t o p .  Considering t ha t  in 
C z e c h  the  g l o t t a l  s t o p  oc— 
cures  au toma t i ca l l y  a t  the 
beginning o f  u t t e r a n c e  i f  
the f i r s t  phone i s  a v o w e l  
and the  l i t e r a r y  p r o n o n c i a -  
t i on  requ i res  the g l o t t a l  
s t o p  a f t e r  non-sy lab ic  pre— 
p o s i t i o n s  and  i n  t ohe r  c a s e s  
the pronunc ia t ion o f  the 
g l o t t a l  s top  i s  m o t i v a t e d  
p h o n o s t y l i c a l l y , C z e c h  n a t i v e  
s p e a k e r s  t r y  t o  t r a n s f e r  
t he i r  p r o n u n c i a t i o n  w i t h  the 
g l o t t a l  s t o p  in  a l l  these  
p o s i t i o n s  i n t o  Span ish .  In -  
s t e a d  o f  en abi r  ena r i l  
they pronounce “ e n  a r i l  . 

2 . 2 .  Syl lable s t ruc ture  o f  
connected speech 
O t h e r  p rob lems  r e l a t e d  t o t h e  
sy l l ab l e  s t r u c t u r e  o f  cavea- 
t e d  speech a re  c lose ly  linked 
up w i t h  the above ment ioned 
p rob lem o f  d i s t r i b u t i o  o f  
the occ lus i ve  and the f r i c a -  
t i v e  va r i an t s  o f  vo iced  con— 
s o n a n t a l  phonemes .  
When ana lyz ing  the sy l l ab le  
s t r u c t u r e  w i t h i n  the rhyflmü- 
c a l  unit in  Spanish,  we f i n d  
tha t  the sound coherence o f  
the rhy thmica l -semant i c  gran: 
determinee i t  d i v i s ion  i n to  
sy l l ab les .  I t  means t ha t  i f  
a consonant,  w i t h i n  the s c o -  
pe  o f  the rhy thmica l -seman— 
t i c  g roup ,  ocures in  an 
i n t e r v o c a l i c  p o s i t i o n ,  i t  
l inks t o  the n e x t  v o w e l  and 
the sy l l ab i c  d i v i s i o n  r e a l i -  
t e s  r ega rd l ess  o f  t he  boun-  
da r ies  o f  lexical units. The 
revore in  the phrase Egg 
acabado the f o l l p w f n g  sylla— 
b ic  ]a7na/ka/Ââ/Jo} 
B e s i d e s s  t he  i m p o r t a n c e  o f  
the  s y l l a b l e  as a component 
o f  the r hy thm ica l—seman t i c  
g r o u p ,  we c o n s i d e r  n e c e s s a r y  
t o  men t i on  above a l l  one o f  
the f e a t u r e s  o f  the Spanish 
syllable: t he  tendency  t o  



its openess. One of the ma- within the scope of the 
n i fe s t§ t10n3  Of this Pheno- rhythmical-semantic group. 
menon is after all the supe— Unlike the Czech stress is 
riority of the syllable 
s t r u c t u r e  to the l e x i c a l  
one within the scope of the 

fixed and has a delimite- 
tive f u n c t i o n ,  Spanish is 
a language where the stress 

rhythmical-semantic group. f a l l s  on d i f f e r e n t  syluunes, 
as mentioned above. but is considered as t ha t  of a 
a l s o  s e v e r a l  a s s i m i l a t i o n  giwen word category, and 
phenomena become very im- t h e r e f o r e  has a distinctive 
portant. function. On the other hand, 
As for the type and the 
d i r e c t i o n  of a s s i m i l a t i o n ,  
the articulation assimila— 
tion occures more frecuen- 

not all "distinctive" stre- 
sses are r e a l i z e d  with the 
same intensity. In the flow 
of the speech can e v e n  be 

t l y .  e spec ia l ly  as for the s t r e s sed  syllable which do 
place  0? a r t i c u l a t i o n .  The not carry the distinctive 
unstabi}1ty Of the place stress (so called unstressed 
of articulation of nasals words - conjunct ions,  prepo- 
and l a t e r a l s  may be consi- sitions, unstressed forms of 
dered as a m a n i f e s t a t i o n  p e r s o n a l  pronouns.  e t c . )  In 
of this fonosyntactic , he— these cases, the stress is 
nomenon: con todo konto 0] c o n s i d e r e d  c o n s t r a s t i v  and 
- assimilatûon c the pla- it is realized within the 
ce of articulation, etc. scope of the r h y t h m i c a l - s e -  
In the Czech ‘ language,  the 
s i t u a t i o n  is rather differ— 
ent: the fundamental type 
of assimilation is the assi- 
milation of v o i c e .  Uwing to 
these d i f f e r e n c e s ,  the the p r o b l e m  of stress. If 
Czech native speakers we start from the statement 
a) do not respect the assi- of incompatibility of free 

Nllêtiün Of the place Of stress and phonological qua»- 
artlculation In Spanish; tity,we find that other dif- 

b) pronounce these conson- ference between Spanish and 
ants Nlth the assimlla- Czech consists i n t e r  a l i a  in 

m a n t i c  group. 

2. 5. Quantity 
The p r o b l e m  of quan t i t y  is 
also closely linked up with 

tion of voice. the fact that the quantity 
Other problem Of the syll— is phonological in the Czech 
able structure of connected while language,  in Spanish 

the quantity (duration) is 
sometimes c l o s e l y  linked up 

speech is closely relanted 
to the above mentioned glo- 
ttal step. because of its with the stress position. 
absence in Spanish, due t0 But considerring the quanti- 
the phonosyntactlc pheno- ty as a sound means of con-  
menon called synalepha. 
It means that the Czech 
native speakers do not 
avoid the prononciation 

nected speech, we find t ha t  
the relation between bo th  
studied langages seems to be 
more complex. Changes of quanti- 

Îf expressions like 3 Ana ty (du ra t i on )  in Spanish may 
a.na ith the glottal be observed from two points 

stop a ana]. of view: as a phono—syntac- 
tic phenomenon, i. 8. as an 

2.3. Stress consequence of synalepha,  or 
Further problems are linked it can be considered also 
up with the word stress regarding the position of 
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the respective syllable with 

reference to the stress. 
The fact that the quantity 

has no phonological validity 

in Spanish often causes that 
Czech speakers do not reæxmt 

differences in duration of 

Spanish vowels in d i f f e r e n t  
p o s i t i o n s .  

3. . REMARKS ON THE SPEECH 
PERCEPTION 
When analyzing the p r o b l e m  
of the Spanish f l u e n t  speech 
p e r c e p t i o n  by Czech native 
speakers, we must deal 
with difficulties c a u s e d  
mainly by two features of 
the above mentioned 
rhythmical—semantic group,  
both related with the syl- 
lable structure within it: 
by synalepha and by the 
assimilation phenomena. 
Both phenomena complicate 
the determination of the 
lexical u n i t s  as components 

of the rhythmical-semantic 
group ,  and t h e r e f o r e  the 
comprehens ion  of its s e n s e .  

A. CONCLUSIONS 
When summarizing the no tes  
concerning the aspects de- 
fining the rhythmical-se— 
mantic group in Spanish 
from the Czech native spe— 
akers point of view, it 
can be seen that the selec— 
tion of sound qualities of 
the r h y t h m i c a l — s e m a n t i c  
uni t  is the starting point 
for doing analyzis of an 
unadequate prononciation 
of Spanish as foreing lan- 
guage, and it anables 
to find a common denomina— 
tor for interpretation of 
a number of sound phenome- 
na which would be other- 
wise correlated with diffi- 
culty. 
Îhe emphasis on understan— 
ding of sound relation wiüün 
the rhythmical—semantic 
group is important not 

only for explanat ion and 
training of the c o r r e c t  
pronunciat ion of supraseg— 
mental means, but it also 
enables a more p r o f o u n d  view 
even on relations between 
segmental means, e. g. where 
a mere comparison of arti- 
culatory and a c o u s t i c  fea— 
tures and repertory of 
consonants in Spanish and 
in Czech, differences in 
a s s i m i l a t i o n ,  e t c .  is not 
sufficient. 
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ASPECTS OF T H E  RELATION BETWEEN INTONATION 
AND THE INTERPRETATION O F  POEMS 

Johann z. Uys 

University  of Fort Hare‘  

AB S TRA C T 
Two hypotheses concerning the relation 
between intonation and the interpreta- 
tion of poems were tested: firstly, that 
appropriate renderings of poems could 
contribute to a closer indication of ‘pos- 
sible’ (and probable) meanings, and sec- 
ondly, that instances of diverse interpre- 
tations could occur when individuals (in- 
cluding the poets themselves), render 
poems in accordance with their own per- 
sonal opinions. 

1. INTRODUCTION 
This paper is intended as a contribution 
towards the illumination of the relation- 
ship between the intonation of poems 
and their interpretation. 
Poets and literary critics alike generally 
claim that the sound structure of poetry 
is important. Too often, however, inter- 
preters of poems only pay lip-service to 
this fact. Although some attention is 
paid to sound phenomena such as allite- 
ration, assonance and rhyme, these are 
static aspects that are determined by the 
lexical structure. The author is not aware 
that the dynamic aspects of poetry have 
been investigated systematically with a 
view to establishing their contribution 
towards the overall meaning and impact 
of poems. 

The hypothesis presented here is that an 
exhaustive interpretation of a poem re- 
quires all possible renderings of the 

poem to be taken into consideration. 
The reduced hypothesis is that any one 
interpretation rests to an appreciable 
extent, on the intonational dynamics of 
a particular rendering. In general the 
particular rendering is in the mind of the 
interpreter and he/she does not make 
explicit its particular structure. Thus, the 
contribution of the particular dynamic 
structure of the intonation remains hid— 
den, and the difference in interpretation 
between two persons’ ‘imagined’ rende— 
ring remains unexplainable. 

2. METHOD 
Several mother-tongue speakers of Af- 
rikaans were asked to recite a number of 
Afrikaans poems. These were recorded 
on tape in a professional recording stu— 
dio. 

A group of 20 mother-tongue listeners 
was then asked to determine the accept- 
ability of these renderings of the poems 
on a ten point scale. This procedure led 
to two poems being selected by all sub- 
jects as having been rendered adequate- 
ly in all respects. These two poems, 
“Skuiling” and “Sproeireën”, are both 
by DJ. Opperman. 

The two poems were then analysed 
acoustically, focussing on the extraction 
of the Fo contours. Of the one poem, a 
recording by the poet himself was avail- 
able on cassette tape, but because the 

“ Guest researcher at the Institute of Perception Research, University of Technology, Eindhœen and guest co—worker at the Institute of Phonetic Sciences, University of Groningen as well. 
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[mazr jai sal 7'a:nstans’uak basef ñu nitaxŸs klein stroisis fel ’en bien] 
Fig. 1 The four lines of the poem “Skuüing” compressed into two run-on [bres because 
of enjambment. 

quality of the sound-track was poor,_the 
mother-tongue speaker who had reclted 
the other two poems, was requested to 
imitate the poet’s own rendering as 
closely as possible. This was analysed in 
the same way as the other two, unlizmg 
the equipment and F0 extraction poro- 
gramme of the Institute of Perception 
Research of the University of Technol— 
ogy, Eindhoven (Netherlands). (Cf. 
Hermes 1988). 

3. RESULTS 
A print-out of the Fo contour of the four 
lines of poem no. 1 (“Skuiling”), clearly 
revealing which words are recelvmg 
prominence through increased pitch, is 
provided in Fig. 1. 

Fig. 2 and 3 represent the versions by a 
mother-tongue speaker and by the poet 
himself of the particular line indicated, 
viz. “ ..weet ek hoe dat ’n vrou kan troos” 
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[ viat ’ek ñudat 7a frœu kan trues ] 
Fïgâœ The realization of the line “...weet ek hoe dat ’n vrou kan troos”by a mother—tongue 
spe ; 

"\ 
\\. 

[ viat ’ek fiudat ’a frœu kan trues ] 
Fig. 3 The realization of the line “...weet ek hoe dar ’n vrou kan troos ”by the poet himself. 

296  

(“.. do I know how a woman can com— 
fort”). This line has been selected, be- 
cause it exemplifies a marked difference 
in accentuation and intonation. 

4. DISCUSSION 
The poem “Skuiling” (Eng. “Shelter”) 
has been selected because the interpre- 
tation of this quatrain has been outlined 
clearly in literary criticisms (cf. Scholtz 
1978: 102). According to these views, the 
unborn child is addressed and advised 
that, although it still finds safe shelter in 
its mother’s womb provisionally, it will 
realize soon that we human-beings of 
skin and bone, are very fragile. 
Now, the acoustic realization of this 
poem does not alter the overall meaning 
of the poem as such, but it does seem to 
focus particular attention to certain 
“propositions”. These propositions all 
happen to be words loaded with mo- 
dality, viz. the adverbs “voorlopig” 
(“provisionally”), “veilig” (“safeîy”) and 
“ook” (“also”) and the adjective “nietig” 
(“fragile”). 
The relatively “simple” interpretation 
of the poem should, therefore, be rela- 
tivized. The strong reliance on adverbs 
and adjectives lend a particular modal 
‘colour’ to the otherwise straight-for- 
ward interpretation. (Cf. Oakeshott- 
Taylor, 7934 .) 
Turning to the second poem, the se— 
lected portion illustrates the depend- 
ence of one interpretation rather than 
another on a particular realization and 
underlines how extremely useful it is to 
have a rendering by the poet himself. 
Figs. 2 and 3 show the interesting con- 
trasts that can be created by comparing 
the mother—tongue speaker with the 
poet himself. 
Within the same rhythmic structure, dif- 
ferent locations of tonal accent shift the 
focus of the line from “weet” (Eng. 
“know”) (mother-tongue speaker) to 
“vrou” (Eng. “woman”) (poet) (cf. Crut- 
tenden, 1986: 89). 
From the orthographic form of the 
poem, both interpretations are latent, 

but the realization dynamics make only 
one or the other possible. 

5. CONCLUSION 
Both hypotheses tested were confirmed, 
vrz. 

1) that the specific realizations of the 
poems at hand, focussed special atten- 
tion to certain key propositions, thereby 
providing more concrete substance to 
the illocutionary force of the message, 
and narrowing the field of alternative 
interpretations; 
2) that two different renderings of a 
poem reveal ever so slight, but highly 
interesting differences in emphases. 

The overall conclusion that seems war— 
ranted by the result, is that the intona- 
tion pattern of a poem does have 
important implications for the interpre- 
tation of such literary works. 
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EFFECTS OF VOICE CHARACTERISTICS 
ON ATTITUDE CHANGE 

C. Gelinas-Chebat and J.—C. Chebat 

University of Quebec at  Montreal 

ABSTRACT 
A 2 x 2 x 2 factorial designed experi- 
ment (2 levels of intensity x 2 levels of 
intonation and 2 levels of involvement) 
showed that these two voice characteris— 
tics play the role of credibility in the 
Elaboration Likelihood Model. Main 
effects of both prosodic characterisrics 
and combined effects of these two cha— 
racteristics on receivers’s attitude toward 
the message prove to be significant only 
under low involvement: low intensity 
and low intonation enhance attitude 
change, as high credibility does. 

1. INTRODUCTION 
Very few psychosocial studies investiga- 
ted the prosodic antecedents of credibi— 
lity (eg. Page and Balloun, 1978); some 
other, more frequent, phonetic studies 
have investigated the mental image 
derived form the speaker’s voice (e.g. 
Brooke and Hung  Ng,  1986). No re- 
search seems to have bridged the gap 
between the two research areas: this 
study shows how two prosodic charac- 
teristics can be integrated in a widely 
accepted psychosocial model, the elabo- 
ration likelihood model (ELM) 

2. ELABORATION LIKELIHOOD 
MODEL 

Petty and Cacioppo developed ELM to 
explain attitude changes: briefly, they 
"mapped two basic routes of persuasion: 
A central route which occurs when the 
person is motivated and able to think 
about the issue and a peripheral route 
which occurs when either motivation or 
ability is low" (1981:365). The central 

route is followed when message argu- 
ments enhance "the cognitive 
justification of (...) issue relevant 
information" (Petty, Cacioppo and 
Schumann, 1983:135). The peripheral 
route is followed because the issue is 
associated with positive or negative cues 
or because (of…) simple cues in the 
persuasion context" (Petty, Cacioppo and 
Schumann, 1983:135). Among these 
cues, speaker’s credibility constitutes a 
major one. To the extent that one 
possesses only a limited amount of 
information processing time and 
capacity, the fact of scrutinizing the 
plethora of counter attitudinal messages 
received daily would disengage from the 
exigencies of daily life. E.LM. 
proposes a principle of information- 
processing parsimony according to which 
consumers seek to process as little data 
as necessary. 

However, no study so far seems to have 
investigated the voice cues in terms of 
antecedents of credibility within a struc- 
tured psychosocial model of attitude 
change; this is the purpose of our study. 

3. PROSODIC CHARACTERISTICS 
IN SOCIAL PSYCHOLOGY 

Prosodic charaCteristics were studied as 
indicators of Speaker’s emorion (e.g. 
Fonagy, 1983; Leon, 1971) or speaker’s 
personality (c.g. Berger and Kellerman, 
1989) or Speaker’s social status (Pittam 
and Gallois, 1986) or speaker’s persua— 
sive capacities (Brooke and Hung Ng, 
1986) or arguments plausibility (Ekman, 
1988). Hall (1980) showed that spea- 
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kers" persuasibility depended on their 
manipulated voice charaCteristics: some 
specific voices, perceived as "warm", 
"expressive" or "calm", proved to en- 
hance speaker’s persuasibility. The 
reviewed literature is showing two kinds 
of studies: ln one hand some studies 
show the voice antecedents of credibility 
without showing their effeCts on attitude; 
on the other hand other studies show the 
effeCts of perceived voice on persuasion 
without pointing at the prosodic causes 
of these effects. 

4. METHODOLOGY 
A 2 x 2 x 2 facrorial design was used: 
2 levels of issue involvement x 2 levels 
of intonation x 2 levels of intensity. 
Two mock advertising messages, the 
linguistic characteristics of which were 
as close as possible to each other, were 
designed for a public of business 
students: the topic of the low involve- 
ment advertising message was the ATM 
card; the topic of the high involvement 
advertising message was the students’ 
Ioan. A professional comedian was 
insuucted by the first author to manipu- 
late his voice to produce high versus 
low intensity and low versus high into- 
nation. A group of 30 linguistics Stu- 
dents was used as judges to assess the 
prosodic variations. A questionnaire on 
attitudes toward one of the two financial 
services advertised was adminiStered to 
eight approximately equal groups (total 
N = 279) of business students of our 
university. 221 questionnaires were 
completed and usable. Manipulation 
checks showed that, for the tree dimen- 
sions of the factorial design, the low 
level was significantly different from the 
high level counterpart. 

5. RESULTS 
An analysis of variance, (the dependent 
variable of which is the attitude toward 
the advertised service), shows that: 

Neither information nor intensity has 
main effects on the dependant varia— 
ble 

As predicted by ELM, issue involve- 
ment has significant main effects 
(F = 14.37; p = .000) 
As predicted by ELM, however, both 
intonation and intensity significantly 
interact with involvement (F = 3.21; 
p = .075 for intonation and F: 2.98; 
p = .086 for intensity), see Fig. 1 
and Fig. 2. 
As predicted by ELM, a three-way 
interaction between intonation, inten— 
sity and involvement significantly 
interact (F = 5.000; p = 0.026). See 
Fig. 3a and 3b. 
Unexpectedly, a two-way interaction 
between intensity and intonation is 
found significant (F = 3.21; 
p = .075), see Fig. 4, However, 
when the receivers’ involvement 
score (Zaichkowsky, 1985) is held as 
a covariate these interacrive effects 
are no more significant, (F = 1.494; 
p = .223). 

6. DISCUSSION 
ELM is basically confirmed: "Periphe- 
ral" prosodic cues have significant effect 
only under low involvement. More 
precisely, low intensity and low intona- 
tion as well as the combination of low 
intensity and low intonation prove to 
produce higher attitudinal scores than 
the high counter parts. Hall (1979) 
found that in some specific cases "more 
stiff and less warm" voices produced 
better persuasive effects. In the absence 
of other similar studies, we reason that 
high profile speakers could enhance 
receivers’ defensive mechanisms which 
are attenuated under low involvement. 
Our Study is confirmatory of some Eu— 
ropean phonetic studies by Goldbeck et 
al. (1988) who showed that these are 
"interaCtions between (intonation) 
contour and text in communicating 
aspects of speakers‘ affect" (p. 129). 
Our study shows that the low involve- 
ment text enhances the effeCts of proso- 
dic characteriStics which play the role of 
credibility in ELM. 
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PAROLE CHANTEE ET PAROLE DECLAHEE: AUTOUR DE SALOHE 
ASPECTS ARTICULATOIRES. RYTHHIGUES ET INTDNAÎIFS 

Sibylle Vater 

Centre de phonétique expérimentale 
Université de Genève, Suisse 

ABSTRACT 
There are a German and a French 

version of R.Strauss' Salome, and 
there i s  A.Mariotte's opera. This 
complex makes excel lent material 
not only for comparing the vocal  
l ines of two contrast ing languages 
and relating them to.Mariotte's 
vocal conception, but also for ana- 
lyzing fundamental differences be- 
tween spoken word and word perfor- 
med by singing. 

1. INTRODUCTION 
Le chant, qu ' i l  soit  soutenu 

par l'orchestre ou non, révèle 
et  l ibère certains trai ts de l a  
parole qui,  dans l a  déclamation, 
restent jugulés par les contrain- 
tes du code phonémique et  sylla— 
bique. Chaque compositeur s'y 
prendra à sa manière et en fonc— 
tion de l a  langue du l i v re t .  Ce- 
pendant, a f in  de se mettre au dia- 
pason du mot, l e  chant doit prêter 
à ce dernier ses propres structu- 
res,  notamment celles d'ordre 
rythmique et  tonal, celles donc 
que l e  l inguiste qual i f ie  de supra— 
segmentales. 

2. SITUER LE SUJET 
Notre étude cr ista l l ise autour 

du complexe de Salomé qui, au dé- 
but du siècle, s'est formé à par- 
t i r  du drame d'0.Nilde(0W). ' 

D'abord, i l  s 'ag i t  des deux ver- 
sions de l'opéra de R.Strauss(RS) 
dont l a  première (1905) repose sur 
l a  traduction allemande de l a  piè- 
ce francaise par H.Lachmann(HL) et 
l a  seconde (1906) directement sur 
cet original.  En ef fet ,  dès l 'achè- 
vement de son opéra allemand, l e  

compositeur désire rendre justice 
au texte français, ce qui l'engage 
à modifier l a  l igne vocale, l 'or -  
chestration restant inchangé. Pour 
réussir son entreprise, RS demande 
& R.Rolland(RR) des conseils en 
prosodie francaise [5]. De son cô- 
té, Jean de Marliave retraduit en 
francais l a  traduction allemande 
de HL, tout en se conforment à l a  
l igne vocale allemande (1909). De 
plus, toujours à la  même époque et  
d'après l a  pièce d'ON, A.Mariotte 
(AM) compose son opéra Salomé. 

3. OBJECTIFS 
Dans l e  cadre restreint du pré- 

sent exposé, nous nous limitons a 
l 'analyse de quelques exemples 
correspondants de 
—la version allemande de RS(RSa), 
—la version francaise de RS(RSf): 
-Salomé d'AM. 

D'une part nous comparerons la  
parole chantée avec la  parole dé— 
clamée, d'autre part nous examine— 
rons entre el les les lignes voca- 
les des oeuvres impliquées.Plu- 
sieurs échantillons seront étudiés 
en fonction de l 'articulation dra- 
matique de l 'opéra.  

4 .  METHODE EXPERIMENTALE 
Les séquences déclamées ainsi 

que les paroles rythmées et chan- 
tées seront analysées a l 'a ide 
d'oscillogrammes, d'intensigrammes 
et de courbes intonatives. A cette 
f in  i l  faut accéder au phrasé et 
au chant pur, non soutenu par l 'or- 
chestre et  dégagé de tout bruit 
technique éventuel. Nous visons 
des interprétations qui respectent 
l 'écriture musicale dans son en- 
semble et  nous remercions N.Jendly 
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d'avoir bien voulu les assumer. 
Pourtant, qu‘on ne nous tienne 
pas rigueur de l'exécution appro- 
ximative de certains temps et in- 
tervalles. L'essentiel n'est pas 
l à .  Les points que R5 e t  RR sou- 
lèvent dans leur correspondance 
restent en marge de notre optique. 

5 .  JUSTIFICATION DES EXEMPLES 
La pièce d'ON abonde en symbo- 

les et  phrases récurrents qui 
concourent à charpenter l e  drame 
et  a créer un vert ige,  tout en se 
transmettant au besoin d'un per— 
sonnage à un autre. R5 et  AM - ce 
dernier dans une moindre mesure — 
reprennent ces leitmotivs à leur 
tour, par exemple: 
-RSf/AM Page: Vous l a  regardez 
toujours. Vous l a  regardez trop; 
-RSF Salomé: Narraboth, je vous 
re arderai . . .  N,;rggardez-moi! 
(chez AM presque parei l )  

Précisément, RS crée un "Musik- 
drama" où de nombreuses séquences 
sont intimement l iées au resserre— 
ment de l 'act ion.  Trois escalades 
se profilent en particulier.  
Nous en retiendrons ic i  cel le qui 
entraîne l'exigence extrême de 
Salomé (scène 4 ) .  

6.  PRESENTATION D'ANALYSES 
6.1. L'exclamation initiale 

Narraboth: 
-RSa Wie schôon i s t  die Prinzes— 
sin Salome heute nacht! 
—RSaf 0 ciel,,combien l a  princesse 
Salomé est bel le ce soir!  
-RSf Comme l a  princesse Salomé 
est bel le ce soir!  ' 
—AM Abi... (suite comme RSf). 

En passant de l a  diction à l a  
déclamation rythmée et  au chant, 
on constate d'emblée que l a  durée 
se multiplie par deux ou trois,  
voire plus, ce qui favorise avant 
tout l'épanouissement des noyaux 
syllabiques: Salomé, Nacht, belle, 
soir. I l  en résulte que l e  carac- 
tère marginal des consonnes s'ac— 
centue. A leur tour, les conven- 
tions intonatives du parler,  qui 
accordent une large part aux modu- 
lations coulissantes, sont abro— 
gées: dans le  chant les performan- 
ces tonales sont essentiellement 

[R. 1 1 {clamation 

graduées, el les se constituent en 
tremplins e t  paliers. Mais asso— 
ciées à l a  parole, el les doivent 
se plier à des servitudes linguis- 
tiques. C'est pourquoi, par exem— 
ple,  en adaptant l a  ligne vocale 
au texte francais, RS abolit, l 'at— 
taque aiguë (gig schôn...) ,  incom- 
patible avec une exclamation qui 
débute par comme. Cependant, cette 
modification contraint l e  composi— 
teur à décaler l a  phrase entière 
d'une demi-mesure ( v . i l l . 3 ,  RSf). 
De notre côté,  nous proposons une 
version francaise qui,  à de mini- 
mes retouches de durées près,  main— 
tient l a  mélodie et  les mesures. 

p : n tsunami}… nblonakgftaia ii 

A'!!!“ 
RS: Nic Sckân. isÏfîænztssînSalomtËt 

6.  2. L '  exigence monstrueuse 
Salomé(S): 

—RSa Ich mëchtg, dass sie mir 
gleich i n  einer Silberschüssel... 
Den Kopf des Jochanaan. 
-RSf Présentement dans un bassin 
d'argent. . .  
La tête d'Jokanaan. 
-AM Je veux que l ' on  m'apporte 
présentement, dans un bassin d'ar— 
gent, - l a  tête d'Iokanaan! 

Grâce à un développement ora— 
toire intermittent d'Hérode, 0w 
et RS entretiennent habilement l e  
suspens par lequel s'interrompt 
la  séquence in i t ia le .  Puis l'exi— i 
gence de 5 tombe comme un couperet. 

Notamment dans l a  version 
francaise, RS réussit une symbiose 
parfaite entre l a  parole et l a  com— 
position musicale (chant et orches- 
t re) .  Comparée avec l e  texte alle- 
mand qui reste f idèle à l 'or iginal  
d'ou, l a  rhëse introductive fran- 
caise, dépouillée de tout verbe, , 
parait plus ramassée. Ainsi la  ! 
préparation du suspens s'intensi- g 
f ie .  Quant à l a  modulation qui, E 
dans les deux versions, affecte % 
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1e nom du prophète, surtout 1e 
traitement rythmique, tonal et 
articuiatoire du premier 9 dé— 
montre un éc1atement de potentie1 
phonémique suprême ( v . i 1 1 . 4 ) .  

Au contraire, par 1a suppres- 
sion de 1a parenthèse d' Hérode 
et par une 1igne vocale plate, 
AM compromet gravement 1' effet 
dramatique (v .  i 1 1 .  5 ) .  

7 .  CONCLUSION 
Dans 1a parole chantée, 1e 

rythme et 1a graduation tona1e 
permettent un grossissement maxi- 
ma] du centre sy11abique. Soumise 
à des contraintes fonctionneiies 
incontournabies, 1e 1angage par1é 
ne peut pas accéder à des di1ata— 
tions pareii ies; cependant, i 1  
possède d' autres ressources,cce1— 
1es de l a  poétique, par exemp1e. 

[ 
( 
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PHONOSTYLISTICS IN FOREIGN LANGUAGE 
LEARNING 

Kathryn C. Keller 

Summer Institute of Linguistics, Mexico 

ABSTRACT 
ln  learning to speak a foreign 

language with as l i t t le mother-tongue 
interference as possible. the student 
needs to be able to recognize and 
control phonetic features which occur 
over strings of speech. both those 
which characterize the language as a 
whole and give it its distinctive charac- 
ter. and those which occur contras- 
tively within the language to express 
aftectise meanings. Illustrations are 
presented from a number ot American 
Indian languages. 

]. INTRODUC'I'ION 
'l he language learner should 

approach the pronunciation of  the 
target language from tuo poutts. it is 
ittt]‘-ot'tant to be able to pronounce the 
indisulual sounds. and he able to put 
them together into words and sen- 
tences. It Is important also to tackle 
language from the othcr cnd. starting 
with longer utterances and paying 
attention to oscrall phonetic tcatures 
such as rhythm. spcecl ot uttcrance. 
pitch patterns. loudness. tongue posi- 
tion. lip shape. 

' l  herc- are two area—. in which phone— 
… features occurring over strings of 
“‘"‘Ct‘kh arc important those which 
characters/e the language as a whole 
and make it sound different from 
another-«shirt l'll call the overall fea- 
tures of .! language-and those “hich 
are stylisticall} contrastive within the 

language. The term phonostylistics is 
used here to cover both areas. 

The illustrations cited have been 
gathered over the years in personal 
conversations with SIL colleagues and 
in response to a questionnaire circula- 
tcd among them. (Due to space 
limitations. [ cannot list them indivi— 
dually.) 

2. OVERALL FEATURES 
Beatrice Honikman [1] has emphas— 

ized inherent differences in languages 
and the need to adapt the speech 
apparatus to the movements charac- 
teristic of the target language. that is, 
to shift gears. illustrating primarily 
from ludo-European languages. The 
principle of shit'ting gears can be 
profitably applied in learning to speak 
American Indian languages as well. 

Atallahuca Mixtec (Mexico) is 
characterized by tongue frontedness. It 
is casier for a learner of that language. 
who contes from English as his mother 
tongue. to shift gearsumcn'e the whole 
long—We further front in the mouth- 
-than to try to remember each time he 
comes to individual sounds such as ::. 
1: A'“. £ :}. a that they must be farther 
front in  the mouth than the similar 
sounds in l'inglish. Spanish is also 
characterized by tongue frontedness. A 
cluc to general tongue position in a 
language is the hesitation forms. Span— 
ish speakers hesitate ou e :* eor este 
cts/c' in contrast to English speakers' 
.19.». As to rhythm. both Atatlahuca 
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Mixtec and Spanish exhibit syllable 
timing rather than stress timing as do 
English and Southern Tepehuân. 

Seminole (United States) is another 
language characterized by tongue fron— 
tedness, plus the feature of spread 
tips. There is very little jaw action 
except when the people are excited or 
when they are trying to speak precisely 
and exactly to a stranger they think 
wouldn’t understand otherwise. 

Various Indian languages are 
characterized by soft spoken speech. 
Among them are Comaltepec Chinan- 
tec, Yatzachi Zapotec, Atatlahuca 
Mixtec, Eastern Popoloca, Seminole 
and Mazatec. The Seminoles speak so 
quietly that sometimes they are barely 
audible. This is in contrast to Tabasco 
Chontal (Mayan) and Veracruz Tepe- 
hua where people generally do not 
speak softly. 

The Mazatecs speak quietly. 
Women never raise their voices. In 
Huautla there is a large market. full of 
hundreds of people, but you cannot 
hear it until you are a half a block 
away. If you do hear loudness, it is a 
drunk, a Spanish speaking person, or 
someone in a fight. 

Some Mexican Indian languages 
have pitch downdrift, including the 
tone languages Tepetotutla Chinantec, 
Chiquihuitlân Mazatec, Coatzospan 
Mixtec, Quiotepec Chinantec (over a 
breath segment), and Yatzachi Zapo- 
tec (within phrases and clauses). 
Mura-Piraha (Brazil). on the other 
hand, may exhibit updrift of voice over 
a sentence. Its many glottal stops 
make it sound choppy. 

The ballistic and controlled syllables 
of Amuzgo (Mexico) give it a distinc- 
tive rhythm. Kenneth Pike has descri- 
bed differences between four Peruvian 
languages in terms of ballistic and 
controlled abdominal pulse types [3]: 
Arabela, Culina, Aguaruna and 
Campa. 

To learn to speak well. one needs to 
be aware of what overall features 
characterize a particular language. 
Listening over and over to connected 
speech on tape early in the language 
learning process increases awareness 
of these features. 

Along with repeated listening to a 
text, the student should begin tracking 
that is, speaking along with the tape as 
simultaneously as possible, not concer— 
ned about missing some segments, but 
aiming to reproduce the overall 
rhythm and pitch patterns, up to 
speed. A person can track silently 
whenever he hears the language 
spoken and he himself is not in focus. 
that is, not being expected to listen 
and respond. This will help fix the 
sentence melodies in his mind. 

3. STYLISTICALLY CON- 
TRASTIVE FEATURES 

In addition to features which color a 
language as a whole. phonetic features 
occur within languages over strings of 
speech and are stylistically contrastive. 
These phonostylistic variations are 
socially significant, carrying meanings 
related to moods and emotions. Fea- 
tures such as height of pitch, width of 
pitch intervals. intensity, rate of 
speech, creaky voice, breathy voice and 
lip shape are sometimes referred to 
under voice quality [2] or prosodies, or 
as subsegmental features [4]. 

The language learner needs to be 
aware of the phonostylistic features in 
the target language in order to under- 
stand nuances of the spoken speech, 
and to avoid being misunderstood. 
insulting. or impolite when speaking. 

John Crawford reports that when he 
lived among the Mixe people, he 
could always tell when a visitor was 
leading up to asking to borrow money, 
as the visitor always used creaky voice. 
A mad. excited Mine speaker used a 
monotone with a dive down at the 
end. For emphasis or excitement. the 
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speech was breathy. 
In Huautla Mazatec anger is shown 

by lengthening the vowels, not by 
raising the pitch as may occur in 
American English. A Mazatec child. 
wanting to look at a book that another 
child has had for too long, may say 
(translation): ”It’s my:::: tur:::n nozzzw. " 
Urgency, on the other hand. is 
expressed by breathiness, as when 
impatiently calling for someone: 'Vfic- 
tgria, Victoriahhh! “ Sympathy is shown 
by lip rounding accompanied by 
poked out lips. 

3.1. Differences In Feature Use 
From Language To Language 

The language learner needs to be 
aware that the same phonetic feature 
niay signal different things in different 
languages. For instance, lip rounding 
in Quiché (Guatemala) indicates a 
compliment. .In some Mazatec and 
Mixtec languages (Mexico) the lip 
rounding, accompanied by poked out 
lips, is used in showing sympathy. In 
Zuni (southwestern United States). lip 
rounding, accompanied by poked out 
lips and low pitch, is used for scolding. 
as when a father says to his son 
“You’re just a one feather Indian. ” 

3.2. Some Common Meanings 
Expressed Phonostylistically 

3.2.1. Scoldilg Children 
For scolding children, a frequently 

used feature is higher pitch. The high 
pitch is accompanied by loudness in 
Highland Chontal. Jalapa de Diaz 
Mazatec, Alacatlatzala Mixtec. and 
Ocotlân Zapotec. The high pitch is 
sustained in Highland Totonac. with- 
out lowering. In Cuicatec and Cora 
(Mexico) and in Tucano (Colombia) it 
is accompanied by fast speech. ln Cora 
the pitch is so high it is almost 
falsetto, and the rapid speech has few 
final pauses. 

Languages for which lowered pitch 
is reported are Western Ixtlan Zapo— 
tee, Northern Tlaxiaco Mixtec. and 

Atatlahuca Mixtec. In each of these 
the speech is rapid, and with narrowed 
pitch range. In Western Ixtlan Zapotec 
the lips are somewhat pursed. and 
there is very little lip movement. 

Lips are rounded and protruding in 
Yatzachi Zapotec. In Chatino the 
speech is very fast. and the tone 
contrasts are accentuated. In both 
Xicotepec Totonac and Comaltepec 
Chinantec the speech is stacatto. In 
Chiquihuitlân Mazatec there is exag- 
gerated aspiration. Loudness. protrac- 
ted syllables and some breathiness are 
reported for Oznmacr‘n Chinantec. In 
Nahuatl of Tetelcingo and of Orizaba 
there is an abrupt cutoff of phrases 
and sentences preceded by abrupt 
downturn of intonation. Michoacan 
Nahuatl and Southern Tepehuân 
speakers talk quietly to their children. 
Tepetoturla Chinantec speakers use a 
"duckbill pout" (not rounded). with 
greater pitch spread. beginning high 
and ending low. 

3.2.2. Talking to Babies 
In talking to babies. high pitch has 

been observed in more languages than 
low pitch. However. low pitch has been 
reported for Lacandon and Guelavt'a 
Zapotec. 

Quite a few languages exhibit 
general fronting. or Specific consonant 
changes such as palatalization. In Tri- 
que not only is there replacement of 
alveopalatals by fronted alveopalatals 
or dentals, but sometimes replacement 
of dentals by alveopalatals or fronted 
alveopalatals. Atatlahuca Mixtec {I° 
is substituted for j' . ifor { and initial 
sof  consonant clusters is dropped. In 
Coatzospan Mimec ô” becomes land 
tsbecomes : ln Veracruz Tepehua the 
consonant changes are: _/'> $ (f) 15 
53> {[q) 1: In S e r i s > f  

3.2.3. Showing Sympathy 
We have mentioned that lip round- 

ing is used in Mazatec and Mixtec to 
show sympathy. In San Felipe Otomr‘ 
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and in Veracruz Tepehua it is used 
both to express and elicit sympathy. 

Creaky voice is reported for Alacat- 
latzala Mixtec and Trique. In Trique 
falling pitch is superimposed on the 
tone system. and increased creaky 
voice occurs as the pitch falls: also the 
particle at the end of the sentence is 
lengthened. Choapan Zapotec and 
Highland Oaxaca Chontal are soft 
spoken. Lacandôn exhibits higher pitch 
and fronted tongue. 

3.2.4. Showing Respect 
High pitch. even sometimes falsetto. 

is used for showing respect in some 
languages. High pitch in Pame shows 
special respect to a comadre or com- 
padre. Tenejapa Tzeltal women 
switch into a falsetto. along with 
averting their eyes when they want to 
show extreme respect. as to a person 
higher in rank. a town offical or a 
witch doctor. The falsetto shows 
submissive at t i tude and sometimes 
fear. San Felipe Otomi speakers use 
falsetto to show politeness and res— 
pect. When compadres meet. for 
instance. they start out in falsetto. then 
drop back to ordinary speech as the 
conversation continues. Falsetto is 
also used as a greeting for distance. or 
from outside the house when one 
comes to the house of a friend. 

Another feature used is diminished 
volume. 'lhis softness is accompanied 
by more glottal stops utterance final in 
.lalapa de Diaz. Manan-c. a language 
with all open syllables. In Alamllul- 
zala Mimet" the soft spokenness is 
accompanied by lengthened vou-els 
and rising-falling intonation on the 
last syllable of the words l‘or respectful 
address occurring at the end of the 
sentence. 

3.2.5. Anger 
Anger is variously shown in different 

languages by high pitch. low pitch, 
rapid speech. slower speech. or sudden 
complete silence. There is also varia— 

tion from wide pitch range to narrow 
pitch range. In Ozumacîn Chinantec 
the lower pitch is accompanied by 
lower volume. T'lapanec exhibits short 
s t a c a t t o  or  n e a r l y  monotone  
utterances. 

3.2.6. Asking a Favor 
In Xicotepec Totonac the voice goes 

up and up if the speaker is about to 
ask a favor. Chiquihuitlan Mazatec 
speakers. however. use lengthened 
vowels and exaggerated nasalization. 
which they also use when eliciting 
sympathy. Choapan Zapotec speakers 
are barely audible. with barely any 
mouth movement. 

Falsetto is used in San Felipe 
()romi when pleading for mercy. For 
example. a young boy being scolded 
and threatened with a whipping might 
switch into l‘alsetto. 

3.2.7. Emphasis 
Heavier word stresser. and wider 

pitch range were the most common 
features reported. ln Mazahua there is 
labialization of consonants of the first 
syllable of roots. and sometimes leng- 
thening of vowels. Zacatepec Mixtec 
exhibits word Ire-duplication. vowel 
lcngthening. and raised intonation. 
(“onsonanrs are more form in .lalapa 
de Diaz Mazatec. ln Southern Tepe- 
huan high pitch and lengthened vowels 
are used. 
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RIEZ-VOUS EN HI! HI! HI! OU EN AH! AH! AH! OH! OH! 

Pierre RA. LEON 

laboratoire de phonétique expérimentale 
Université de Toronto, Canada 

RÉSUMÉ 

Laughter is an emotion. Its primary 
manifestation is physiological disorder; 
poorly structured, from an acoustical 
point of view. Socialized, laughter is less 
intense, with a more regular rhythm, 
more vocalized and even with a specific 
intonation. There, it becomes a signal in 
a semantic system. Its tie—coding, as the 
one of emotions, depends upon contex- 
tual and individual factors. Tests show 
greatest agreement on laticalized 
laughter than on its real perception. 

1. DU RIRE SÉMIOTIQUE AU RIRE 
SÉMANTISÉ 
Le rire, phénomène paralinguistique 
(Crystal, 1969) [1] doit étre envisagé 
comme une manifestation émotive. On 
peut alors l’analyser selon le modèle 
élaboré pour l’étude des émotions 
(Léon, 1976) [4] considérant d’une part 
un rire brut index sémiotique de l’émo- 
tion et de la personnalité, et d’autre 
part, un rire socialisé signalant une 
attitude. 
Une première recherche (Pierre Léon, 
Ron Davis et David Heap [S]) a per- 
mis de montrer en fait, au plan 
sémantique, l’existence de 3 grandes 
classes'de rire (positifs, négatifs, indéter- 
minés) tout en dégageant les tendances 
de leur structuration acoustique. 
Dans la présente étude, on a tenté 
d’étudier plus en détail le décodage du 
rire et les mécanismes qui sous-tendent 
son codage acoustique. 

3 1 0  

2. DÉCODAGE DU RIRE 
On a administré un test de choix forcé 
sur les 10 étiquettes suivantes: mas- 
culin, féminin, amusé, joyeux, surpris, 
admiratif} coléreux, ironique, réproba- 
teur, douloureux, autre. Le corpus était 
constitué de quinze rires, présentés à 
un groupe de vingt universitaires adul- 
tes francophones (dix hommes, dix 
femmes). On a obtenu les principaux 
résultats suivants: 
- La différenciation rire masculin] 
féminin a été reconnue dans tous les 
cas sauf 3 exceptions: un rire très con- 
sonantique [ksss]! (1 erreur sur 20); un 
rire féminin très intense, nettement 
timbré en [a] a été interprété comme 
masculin (2/20). 
- 42% des rires ont été interprétés 
comme joyeux ou amusés. 
- Dans les autres cas, la grande disper- 
sion des réponses montre que le 
sémantisme attribué au rire, comme 
aux émotions, dépend beaucoup du 
contexte référentiel et situationnel. 
(Les rires entendus étaient hors 
contexte.) 
- Seuls quelques rires ont été identifiés 
avec un accord relativement important: 
2 rires ont été identifiés amusés à 40 et 
50%; 3 joyeux à 50, 80 et 60%; 1 sur— 
pris à 60%; 2 ironiques à 40%, 40% et 
60%; 1 gêné et sexy à 40%; un bête et 
sadique à 40%. 
Ces chiffres confirment bien l’existence 
d’un codage même si son fonction- 
nement reste souvent approximatif. 
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3. CODAGE ACOUSTIQUE 
D’une manière générale, il semble 
difficile de tracer des limites acousti- 
ques entre les diverses catégories de 
rires. On pourrait plutôt imaginer que 
les variables en cause, au lieu de for- 
mer des classes discrètes, s’échelon nent 
graduellement sur une échelle allant 
du rire brut (cf. l’exemple de la figure 
3) au rire conventionnel, (cf. l’exemple 
de la figure 1) de la manière suivante: 

brut .......... conventionnel 

rythmicité — + 
intensité + — 
mélodicité -- + 
vocalité — + 

On va ainsi du désordre à l’ordre. Les 
pulsions dont le rire est fait sont tou- 
jours présentes mais elles tendent à 
l’irrégularité dans le rire brut. 
Si l’on essaie maintenant, d’examiner la 
structuration acoustique des rires dont 
on a donné ci-dessus l’identification 
sémantique, on relève quelques traits 
intéressants pour les échantillons 
analysés au mélomètre de Martin. 
- masculin/féminin: l’opposition se fait 
essentiellement par le trait de hauteur, 
comme dans la voix. 
— amusé et joyeux: semblent deux 
variantes; la première étant moins 
intense. Le rire joyeux est rythmé, fait 
de petites notes hautes, et bien timbré 
en [a]. On voit ainsi sur la figure 1, 
que F0 oscille entre 100 et 168 Hz, a 
= 112, a = 29 Hz. L’intensité générale 
est assez forte (32dB mais les pulsions, 
très vocaliques, ne sont séparées que 
par de faibles changement d’intensité 
(p. = 32.8 dB; o =  2.2 dB). 
- surpris: se manifeste ici par un souffle 
suivi d’une partie sonorisée, légère- 
ment nasale et de montée mélodique 
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rapide (fig.2), caractér-stiquc du patron 
prosodique de la surprise. 

F igur'e 

Figure 2: Rire "surpris". 

- ironique: Comme pour la voix 
ironique, le rire ici montre des mon- 
tées mélodiques accompagnées de 
chutes d’intensité ou d’une absence 
d’accroissement. La figure 3 indique un 
changement de +86 Hz pour une 
intensité décroissante de —l (18. 

Figure 3: Rire "ironique". 



- gent et sexy: Le patron rythmique et 
mélodique est très irrégulier (fig.4). 
On entend beaucoup de souffle, une 
aspiration sonore forte et très aiguë 
sur la dernière pulsion (253 Hz) avec 
des sautcs d’intensité importantes (u = 
27.1 dB, a = 8.4 dB). 

Figure 4: Rire "gêné et sexy". 

— bête et sadique: Le patron rythmique 
commence par des pulsions longues 
(entre 20 et 25 cs) et se termine par 
une série de plus petites (8 à 10 cs). 
Le timbre est en [a:] et la mélodie 
plate (p. = 122 Hz, 0 = 8 Hz). (Fig 5) 

Figure 5: Rire "bête et sadique". 

On a pu constater ici, dans les 
quelques patrons analysés, des con- 
figurations acoustiques analogues à 
celles relevées pour les émotions dans 
la parole (Fônagy, 1983 [2]; Léon. 
1976) [4]. 

' 4. L’IMAGINAIRE DU RIRE 
On a retenu 6 graphics, qui nous ont 
parues, intuitivement, correspondre à 
des étiquettes attribuées au rire. Ces 
graphics étaient: hi hi hi! ha ha ha! 
oh oh oh! hein hein hein! hé hé hé! 
hou hou hou! On a demandé alors au 
même groupe de 20 adultes de référer 
ces graphics à l’une ou plusieurs des 
catégories de rires suivantes: enfant, 
fille, garçon, joyeux, admiratif, 
réprobateur, sarcastique, douloureux, 
autres. _ 
On a obtenu les résultats suivants: 
Entre parenthèses, le premier chiffre 
indique le nombre de réponses mas- 
culines, le second celui des réponses 
féminines. Le chiffre suivant donne le 
pourcentage. Les réponses inférieures 
à 10% (rares) ne sont pas indiquées 
lCl: 
Hi hi hi!: enfant (6+6) 60%; fille 
(8+ 10) 90% joyeux (4+4) 40%; sarras- 
tique (2+2) 20%; 
Ha ho ho!: garçon (6+10) 80%; joyeux 
(6+6) 60% 
Ho ho ho!: garçon (4+4) 40%; 
admiratif (8+2) 50%; réprobateur 
(4+6) 50% 
Hein hein hein!: réprobateur (4+0) 
20%; sarcastique (8+8) 80% 
Hé hé hé!: enfant (2+6) 40%; fille 
(2+4) 30%; sarcastique (6+4) 50% 
Hou hou hou!: garçon (6+6) 60%; 
réprobateur (0+4) 20%; douloureux 
(6+6) 60% 
Les réponses de la colonne autres ont 
été assez rares. On a relevé pour hi hi 
hi: nerveux (15%); ironique (10%). 
- On voit très bien se dessiner dans 
l’imaginaire des sujets parlants le rire 
en Hi hi hi comme celui d’un enfant ou 
d’une fille, connotant ainsi le trait 
acoustique + aigu du [i] avec une voix 
naturellement haute; ce que confirme 
la notation de nervosité, venant du trait 
acoustique + tendu. 
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Le rire en Ha ha ha! n’est jamais at- 
tribué à un enfant ou à une fille, ce qui 
est infirmé par l’écoute quotidienne, 
tout au moins chez les femmes adultes. 
L’imaginaire se réduit au rire du gar- 
çon (80%), joyeux (60%). Et ce sont 
les auditrices (10 sur 16) qui ont été 
les plus nombreuses à voir là un rire 
essentiellement masculin, qualifié par 
quelques sujets de relax. 
Le rire en Oh oh oh! n’a pas non plus 
été attribué aux filles, peut-être à 
cause du trait acoustique + grave, con— 
noté avec les voix masculines. Il est 
intéressant de constater que les votes 
se partagent également entre les séries 
d’admiration 50% et de réprobation 
50%. Il s’agit vraisemblablemcnt, d’un 
côté, de la projection d’une voix haute, 
avec courbe exclamative et timbre 
clair, opposée à celle d’un ton grave 
avec timbre plus sombre. 
Le rire en Hein hein hein! est jugé 
réprobateur (20%) ou sarcastique (80%) 
et également supérieur. Tous ces sèmes 
se rejoignent et confirment l’observa- 
tion freudicnne d’Ivan Fônagy [2] at- 
tribuant à la nasalité ces différentes 
connotations. 
Le rire en Hé hé hé n’est jamais at— 
tribué à un garçon mais à un enfant 
(40%) ou à une fille (30%)._Ici encore 
le trait acoustique +aigu du [c] a joué 
comme pour le [1]. On constate alors 
que ce type de rire féminin est connoté 
avec les sèmcs de sarcasme (50%) 
voire de méchanceté (15%) ou d’ironie 
(10%). 
Le rire en Hou hou hou! n’est jamais 
attribué à une fille mais à un garçon 
(60%) avec les sèmes de réprobation 
(20%) ou de douleur (60%), provenant 
sans doute du trait acoustique +grave. 

Le rire conventionnel, vocaliquement ' 
timbré, paraît ainsi recéler un 

symbolisme très nettement codé dans 
l’imaginaire paralinguistique des sujets 
francophones testés. Il serait intéres- 
sant d’effectuer le même type 
d’enquête sur d’autres groupes linguis- 
tiques. Notons que la variable sexe n’a 
paru avoir ici qu’une très faible 
incidence. 

6. CONCLUSION 
La structuration acoustique du rire, son 
encodage, du sémiotique au sémanti— 
que, le placent bien dans la classe des 
émotions. On n’a examiné ici qu’une 
petite partie de sa fonction iden- 
tificatrice, indice des variables de sexe 
et d’émotion. 
De l’indice, le rire passe au signal en 
se sémantisant. Ses diverses formes 
constituent alors un code dont les 
signes motivés sont néanmoins devenus 
suffisamment conventionnels pour 
fonctionner dans le processus d’une 
communication très spécifiquement 
humaine. 
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PŒHTERACŒF 

This paper analyses intona— 
ticn1 in the registers of vene— 
zuelan WOmen of different social 
class. Graphic representation 
of the results is done using the 
intonation model proposed by 
Fant (1984). Results show so— 
cial class phonostylistics diffe 
rences. '- 

1 . INTRODUCCION 

— Les nodes de créativité du 
langage sont d' une telle richesse 
et d une telle variété que l'on 
peut percevoir une modulation 
propre chez chaque individu, qui, 
mis part l'objectivité de 
l'énoncé reflète le sentiment de 
l 'émotivité. On parle alors de 
l intonation et de sa fonction 
expressive, c'est à dire de toute 
1 information qui va au—delà du 
message réferentiel. "Bien 
souvent pourtant la fonction 
référentielle a une importance 
nunime et le véritable message ne 
peut étre décodé que dans la 
parole proférée“ (leon 1979: 159). 
— Nous essaierons de montrer, 

dans cette étude, la fonction 
phonostylisque de certaines expre 
ssiones lnélodiques de l 'intona- 
tion dans un groupe de fènnes de 
la société vénézuelienne. 

1. CORPUS DE TRAVAIL 
— Le corpus utilisé pour cette 
analyse est un échantillon de la 
parole de 30 fennes appartenant à 
différentes classes sociales: fa- 
vorisée, moyenne et défavorisée, 
et dans des contextes situa— 
tionnels différents: participa— 
tion a d e s  énussions radiophoni— 
ques, interviews personnelles, 
conversation spontanée. 
— Dans les échantillons de 
parole, nous avons sélectionné un 
ensemble d' énoncés qui "semble— 
raient" caractériser la voix 
feminine de cette société, dans 
certaines circonstances. 

3. REPRESMATIŒ DE LA CŒJRBE 
I…TIVE 

— La mélodie de la phrase est re— 
présentée par des graphique conne 
ceux choisis par Fant (1984) pour 
indiquer le patron prosodique de 
la phrase déclarative avec deux, 
trois et quatre groupes toniques. 
— Malgré la grande simplification 
de ces graphiques, il est possi- 
ble de représenter les traits in— 
tonatifs qui nous intéressent. 
— L'analyse intonative de Pant 
rend compte des oppositions into- 
natives initiales, médiales et fi 
nales, mais la courbe mélodique 
se trouve simplifiée par le fait 
qu 'une séquence de syllabes acres, 
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quel que soit leur nombre, est 
toujours représentée came ayant 
la même quantité qu une syllabe 
tonique. Ce type de représenta— 
tion omet plusieurs phénonènes 
tels que la pente globale de la 
courbe mélodique à mesure que 
1 'énonce se deroule. 
— Le systéme de notation de Fant 
permet de distinguer quatre ni— 
veaux significatifs de la courbe 
mélodique: un niveau bas (B) un 
niveau moyen (M) un niveau haut 
(H) et un niveau haut extrême 
(H+). 

4. ANALYSEDEL’W 

— De tout le corpus analysé, nous 
avons isolé, seulement à titre 
d'exemple, trois expressions non 
marquées par le fait phonostylis 
tique que lon veut faire remar 
quer, et trois expressions mar- 

quées. 
.1. Graphiques de l intonation 

“1xx1uarquée': 

— Les figures (1), (2), (3), pré 
sentent l 'intonation non marques 

M Î A Ÿ Ÿ N  

2’ ' 
I M î .  F i g .  1 

8 
TE I N V I T O  SIN DUDA 

”_ A1 : A) t A? : At 
a ‘Î, L'. “ '  Fig. 2 
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A? ! At 1 A? T A! ? At 
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. ___-' _; . . 

m
i

x
;

 

1 
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- Le graphique de la figure (1) 
présente une élévation initiale 
du ton partant d' un niveau moyen 
et arrivant au point le niveau 
élevé correspondant à la fin de 
la dernièie tonique de l'énoncé 
pour tcrnuner au niveau moyen en 
fin d énoncé. Le point le plus 
olox'c (H+) de ce grahique tonal 
no coincide {as toujours avec la 
;ucnu01o tonique de l'énoncé, 
ainsi qzon pout le rema1quer sur 
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fig. 

les figures (2) et (3), il sem 
blerait que le point le plus éle 
vé va retomber sur la tonique 
sur laquelle on veut insister. 

4.2. Graphiques de l'intonation 
Êmarquee': 

- Les figures (4), (5) et (6) 
représentent 1 'intonation "mar— 

quée" 
H, A) : 41 | A1 
a _ Fig. 4 

B 

Y0 SE L0 DIJE 
H. A 1 A1 1 At 1 
H 1 0 . . .  

pg Fig. 5 

PREFIERÛ VIAJRR EN AVION 

H + 1 A 1 1 A 1 1 A 1 1 A î  
H 1% M «" “=. -H fig. 
B -” b 

SlfllfiOFEMŒMESFWÜCEŒS DFÛNMDŒS 

—La différence entre ces énoncés 
marqués appara1t aussi bien à la 
finale de la courbe mélodique 
que dans des manifestations de 
hauteur et de quantité. La der— 
nièr syllabe tonique peut varier 
d une montée très faible (fig. 4) 
à une descente considérable (fig 
6). 
— Sur les graphiques (4), (5),et 
(6), on peut remarquer un mouve— 
ment ascendant-descendant sensi— 
ble, dû au découpage des sylla— 
bes avec allongement de la voye— 
lle et en produisant une sorte 
d'articulation musicale, très 
perceptible dans le type d 'énon— 
cé représenté sur la figure ( 4 ) .  
- Comme il n 'est pas possible de 
représenter la durée sur nos 
graphiques, il nous faut sing- 
naler un allongement sensible de 
la voyelle en syllabe accentuée, 
qui s accompagne, dans la plu— 
part des cas, d une baisse de 
l'intensité, telle qu 'on peut 
l 'apprécier sur la figure (5) 



(toniques 2 et 3) et sur la figu- 
re (6) (dernière tonique). 
- Les intonations montantes dans 
les syllabas toniques sont per— 
çues conne l'e'rphase, les courbes 
descendantes, conne de la persua— 
sion. La diversité de 1 effet de 
1 intonation est telle que l' as— 
pect sémantique de l expression 
est plus important que celui des 
mots textuellement représentés. 
- yes courbes intonatives mar— 
quées et non marquées sont des 
fragments de la parole qui ten— 
tent de corpléter une expression 
dans une séquence organisée du 
discours global. 

5. VARIABLES INTÛNRTIVES ‘ET 
FËCŒEURS PHDNDSTYLISTIQUES. 

— Des registres correspondant aux 
30 locuteurs i constituent la 
totalité de l échantillon de ce 
travail, on a pris 1150 phrases 
déclaratives de manière à quanti— 
fier le pourcentage d '  occurence 
de la courbe intonative marquée 
et non marquée. 
- Le tableau 1 indique les résu- 
lats de cette analyse: 

tableau 1 

CI M. 316 27,4 % 
CI non M 834 72,5 % 

— les données démontrent que dans 
le corpus étudié l'expression in— 
tonative marquées est beaucoup 
moins fréquente que la non mar— 
qué. 
-Le tableau 2 indique le nombre 
et le pourcentage des occurences 
eb fonction de la classe sociale: 

tableau 2 
F !! D 

% x x 
CI M 130 (41) 72 (23) 114 (36) 
CI non M 265 (32) 454 (54) 115 (14) 

-Cbnme on le remarquera sur le 
tableau 2, le narbre d '  occurences 
de la variable marquées décroît 
dans l'ordre suivant: classe favo 
risée, défavorisée, moyenne. 
— Il faut maintenant insister sur 

le fait que la structure sociale 
de cette connmnauté linguistique 
est déternunée, dans son niveau 
élevé, par une position de pou— 
voir social qui n est pas indica- 
teur de niveau cultural. La cla— 
sse moyenne est constituées, en 
majorité, par des fermes de forma 
tion universitaire intégrée au 
marché du travail. 
— L utilisation de la variable 
marquée est une manifestation - 
tout à fait consciente d '  une fonc 
tion qui nést pas référentielle 
mais expressive; le sujet tou— 
juors à l 'affut d '  une réaction fa 
vorable de l'interlocuteur, cher- 
che en quelque sorte à éluder ou 
à manipuler par séduction, c'est 
pourquoi elle se présente, dans 
la plupart des cas, came une ex— 
pression bien délimitée dans le 
discours, soigneusement articulée 
et prononcée d une voix douce. 

6. CONCLUS IONS 

1- L'intonation marquée phonosty— 
listiquement se différencie de ce 
lle que l on considère non mar- 
quée par des oppositions de hau- 
teurs, de quantité (bien qu'on ne 
puisse pas le noter sur nos gra— 
phiques) et de variabilité de 
1 'inclinaision en fin d' énoncé. 
2. Nous avons pu noter la corréla 
tion entre la courbe intonative 
marquée et les traits phonostylis 
tiques tant dans des fragments de 
discours cohérents et "cohesio 
nnés" que dans ceux de la langue 
courante. Ce TYpe d 'intonation 
fonctionne cxxune une structure 
d'utilisation consciente, bien 
découpée et délimitée dans le 
discours et possède une finalité 
spécifique. 

3. Le facteur social est perti— 
nent dans l'emploi plus ou moins 
important des variables intonati— 
ves. La variable marquée est 
employée principalement par la 
classe favorisée et, dans une 
moindre mesure, par la classe 
moyenne. La structure sociale de 
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cette ccnnunaut 'linguistique 

indique que le niveau élevé 

correspond à un niveau éconcmi— 
que et non pas intellectuel. Le 
niveau moyen corespond au groupe 
intellectuel dans son ensemble. 

La classe défavorisé est celle 
qui accés ni au puovoir écoutan— 
que ni au pouvoir intellectuel. 
Cettestructuration sociale 

permet que l'emploi de certains 
patrons intonatifs, comme celui 
qwe nous avons appelé “intona— 
tion marquée” serve à éluder ou 
à manipuler une situation grâce 

à la seduction implicite dans la 
mélodie que ce type d 'intonation 
renferne. 
4. On a pur remarquer que 

l'emploi de la variable intona— 

tive nerquée ne correspond pas 
exclusivement aux femmes d un 
niveau déterminé dans la société 

mais que certains groupes 
peuvent se différencier' par 
l'emploi plus ou moins prononcé 
de cette variable. 

— Ce n 'est donc pas l 'objectivi— 
té de la fonction référentielle 
qui donne toute l'information, 

c'est le nessage phonostylisti— 
que qui rend Genome du sens 

occulte de l'expression et qui 

nous permet de conclure que 
toute parole est revêtue 
d'intention. 
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ABSTRACT - Speech timing including 
voic ing  events and pauses d i s t r i —  
bution was evaluated and compared 
to  laryngeal voices .  Speakers with 
tracheo-esophagial voices  using 
plumonarv a i r  were able to  pre- 
serve the rhythmland the syntactico 
semantic structure of their 
speeches, wnereas speakers with 
esophageal  voices  often needed to 
insuflate the esophagus and there- 
fore had a staccato-like speech.  
The phonation time was qui te  
similar i n  both s i tua t ions ,  but 
the length and the number of the 
pauses made the d i f f e rence .  

1 .  INTRODUCTION 
Tous les auteurs s'accordent pour 
d ire  que les patients ut i l isant  
un shunt trachéo-oesophagien (FTC) 
ont une parole plus agréable que 
les patients ut i l i sant  une voix 
oesophagienne classique (VO) ( 1 ,  
4 ,  5 ,  6 ) .  Nous avons voulu com— 
pléter l ' ana lyse  des paramètres 
temporels en étudiant la relation 
phonation—pauses e t  la  répartit ion 
de ces pauses dans le discours.  

2 .  MATERIEL-METHODES 
Cette étude a porté sur 12  patients 
laryngectomisés et  7 témoins de 
sexe mascul in .  Parmi l e s  pa t i en t s ,  
i l  y avait 2 voix oesophagiennes 
(V0) (Groupe I), 6 shunt trachéo- 
cesophagiens_autocontinents (FTO) 
(Groupe I I )  et 4 prothèses phona- 
toires (PP) (Groupe III). Deux 
signaux ont é té  enregistrés : le 

s ignal  acoustique e t  le s ignal  
électroglottographique (EGG). Le 
protocole comprenait des tâches 
permettant d'explorer différentes 
situations de parole : 
- le temps maximum de phonation ( TMP) 
sur "A", sur une seule expiration 
— la durée d'émission d'une phrase 
( l a  "phrase") : "C'est une af fa ire  
intéressante, qu'en pensez-vous ? 
I l  faut la fa ire  sans aucun regret". 
— le calcul du nombre de syllabes 
lu par minute lors de la lecture 
d'un texte "Grand-mère raconte" 
(251 syl labes) .  
On présente ic i  l'analyse des don- 
nées temporelles décrivant la 
tenue de voyelles et  de la  "phrase" ; 
pour c e l l e - c i ,  3 paramètrescnnzété 
retenus : 
- la durée totale de la "phrase" 
- la durée totale de phonation (som- 
me des mots constituant les é lé-  
ments sonores de la "phrase") 
- la somme des s i lences entre les 
mots correspondant à une ponctu- 
at ion syntaxique e t  les pauses ne 
correspondant pas à une te l le  ponc- 
tuation, mais dépassant 160 msec.  
e t  se s ituant entre 2 mots. 
La "phrase" é ta i t  lue une f o i s  par 
chaque sujet (19 "phrases" analy— 
sées)  de même pour la voyelle ( 1 9  
voyelles tenues analysées). 
Pour t ra i ter  les  signaux enregis-  
t r é s ,  un équipement informatique 
Macintosh a été u t i l i s é  avec la 
carte Mac Speech Lab et  2 l og ic i e l s  
"Sound Edit" et  "Signalize". Les 
données s tat ist iques  ont é té  ana- 
lysées par le  programme PCSM tra i té  
sur IBM PC compatible.  Nous avons 
traité  les variables pour des c r i -  
tères quant i tat i f s  par l e  test  H 
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non paramétrique de Kruskal-Wall is  
et comparé ces variables  2 à 2  par 
le test de Mann et  Whitney.  

3 .  RESULTATS (Tableau) 
3 . 1 .  Le temps maximum de phonation 
3.1.1. Comparaison entre les patients 
I l  ex i s t e  une dif férence s i g n i f i -  
cat ive de  durée du TMP selon le 
mode de production du souf f l e  pho— 
natoire (p=0.02) .  
Les patients du Groupe I avaient 
un TMP sur une voyelle tenue de 2 
s e c .  En revanche,  l e s  p a t i e n t s  
u t i l i sant  de l ' a i r  d 'or ig ine  pul- 
monaire lors de l'expiration par 
l ' intermédiaire du shunt trachéo— 
oesophagien (Groupes I I  e t  I I I ) ,  
avaient des durées d'émission vo-  
calique allant de 5 à 11  s ec .  La 
d i f férence  de TMP n 'é ta i t  pas s i -  
g n i f i c a t i v e  entre les  Groupes I I  
et  I I I  ( p = 0 . 4 5 ) .  Enf in ,  la d i f f é -  
rence étai t  statistiquement s igni— 
f i c a t i v e  entre le  Groupe I e t  les 
Groupes I I  e t  I I I .  
3.1.2. Comparaison avec les témoins 
La d i f férence  é ta i t  s i gn i f i ca t ive  
entre les Groupes I et I I  e t  le  
Groupe temoin, par contre la d i f -  
férence entre l e  Groupe I I I  e t  le 
Groupe témoin n ' é t a i t  pas s igni— 
f i c a t i v e  ( p = 0 . 0 8 ) .  En d'autres 
termes, les patients avec une pro— 
thèse phonatoire avaient un TMP 
plus proche de l a  normale. 
3 . 2 .  Les variations temporelles 
dans une situation de parole 
3.2.1. Durée totale de la "phrase" 
Pour le Groupe I, e l l e  é ta i t  de 
5 . 3 7  à 7 . 7 8  sec .  ; pour les Groupes 
I I  et  I I I  e l l e  était  de 5 . 3 3  à 
9 . 8 9  sec.  ; pour le  Groupe témoin 
e l l e  é ta i t  de 4 . 2  à 6 . 1  sec.  Les 
différences de durée de "phrase" 
entre les 3 Groupes de patients et  
le  Groupe témoin étaient s i g n i f i -  
catives ( p = 0 . 0 0 4 ) .  En e f f e t ,  
lorsque l 'on compare les 3 Groupes 
de laryngectomisés entre eux,  i l s  
avaient une durée de phrase équi— 
valente quelque soit  leur mode de 
production. 
3.2.2. Durée de phonation 
Pour les patients laryngectomisés 
e l l e  était  proche de ce l le  des 
témoins. I l  n ' y  avait pas de dif— 
férence s ign i f i ca t ive  globale. 

3.2.3. Durée des pauses 
S i  l ' o n  considère le  temps total  
des pauses e t  leur répart i t ion,  on 
constate que les différences  étaient 
s i g n i f i c a t i v e s ,  tous Groupes con— 
fondus (p=0.004) .  
- Comparaison des patients entre 
eux : la durée des pauses é ta i t  
al longée dans les  3 Groupes de 
patients ; les Groupes I et  I I  
n'avaient pas de di f férences  s i -  
gnif icatives entre eux (p=0.42) ,  
alors qu 'e l l e  é t a i t  s ign i f i cat ive  
avec l e  Groupe III. 
- Comparaison avec les  témoins : 
i l  n ' ex i s ta i t  pas de di f férence 
s igni f icat ive  entre le Groupe I I I  
et  le  Groupe témoin (p=0 .2 ) ,  alors 
que la durée des pauses é ta i t  tou- 
jours supérieure à la normale pour 
les Groupes I e t  I I .  
3 .  3 .  Etude longitudinale de patients 
Quatre patients ont pu f a i r e  l'objet 
d'un réenregistrement à 6 mois de 
distance du 1er examen : 2 V0 et  
2 FTO. Pour les 2 V0 et  1 des pa— 
t ients  avec une FTO, on a pu fa ire  
les constatations suivantes : d i -  
minution de l a  durée to ta l e  de la  
"phrase", en relation exclusivement 
avec un raccourcissement de la 
durée de la  phonation ; en e f f e t ,  
les temps de pause nécessaires aux 
reprises inspiratoires et  aux 
inructations étaient peu compres- 
s ib l e s .  L'autre patient avec FTO 
ne parlait qu'en voix chuchotée 
lors du 1er  enregistrement. L ' i n -  
t e l l i g ib i l i t é  était  excellente, 
les variations temporelles compa- 
rables à ce l l es  de voix laryngées. 
S i x  mois plus tard, lors du 2ème 
enregistrement, la sonorisation 
était  acquise, la  durée de la  
"phrase" s'était légèrement allon- 
gée par augmentation de la phase 
de phonation. 
3 . 4 .  Le débit phonatoire 
I l  a été calculé à partir du nom— 
bre de syllabes lues par minute. 
On a pu constater une réduction 

du nombre de syllabes lues par 
minute,  chez tous les patients 
laryngectomisés (p=0.006) par 
rapport aux témoins ; l e s  patients 
du Groupe I I I  avaient une moyenne 
plus proche de la normale que les 
patients des Groupes I et  I I .  
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4 .  DISCUSSION 
à . 1 .  Le temps maximum de phonation 
Le temps maximum de phonation re— 
f l è t e  les capacités physiologiques 
d 'émiss ion prolongée de voisements. 
I l  e s t  donc logique que le  temps 
maximum de phonation pour le  
Groupe I s o i t  b r e f ,  c a r  leur  vo-  
lume d ' a i r  phonatoire est l imi té  
a u  volume é ruc té ,  a lo r s  que l es  
pat ients  des  Groupes I I  e t  I I I  ont 
une autonomie exp i ra to i r e  proche 
de la normale ( 1 ) .  La d i f fé rence  
de  TMP au  se in  des Groupes I I  e t  
I I I  peut ê t re  expliquée par une 
f u i t e  d ' a i r  lors de l ' ob tu ra t ion  
du trachéostome ou une resistance 
importante du  shunt trachéo— 
oesophagien au passage de l ' a i r .  
De p lus ,  une tension importantecùi 
muscle c r ico-pharyngien  peut modi— 
f i e r  l ' i n e r t i e  de la néoglotte et 
l ' adap ta t ion  de la pression sous 
néoglot t ique ,  responsable de ces 
va r ia t ions  temporel les .  
4 . 2 .  En situation de parole 
Notre étude a m i s  en évidence que 
les pat ients  laryngectomisés éla— 
borent une s t r a tég ie  de lecture 
qui  se f e r a i t  aux.dépens des temps 
de pause ; en e f f e t ,  l a  durée  de 
phonation n ' é t a i t  pas s i g n i f i c a -  
tivement d i f f é r e n t e  en t r e  les 3 
Groupes de pa t i en t s .  On a observé 
cependant,  pour l e  Groupe I, que 
le temps de  phonation é ta i t  l im i t é  
par le  volume d ' a i r  é ruc té ,  les 
pauses é t a i en t  plus nombreuses, 
correspondant aux inructations e t  
l e  temps t o t a l  de pause é ta i t  al— 
longé. Pour une durée de "phrase" 
iden t ique  pour .1es  3 Groupes ,  on 
constate que le  Groupe I avait  
une durée  de phonat ion raccourcie ,  
les pa t ients  prononcent les mots 
p lus  rapidement e t  l a  somme des 
pauses est plus importante ( 2 ) .  
On pourrai t  supposer que les pa-  
t i en ts  u t i l i san t  la  souf f l e r i e  
pulmonaire, ont  une autonomie pho- 
natoire  proche de la normale.  Les 
locuteurs prennent le temps de 
respecter  les pauses,  de  segmenter 
leur discours selon la s t ruc ture  
syntact ico—sémantique.  
En voix  oesophagienne, l ec i i scours  
e s t  s c a n d é ,  haché par  ces  i n t e r -  
rupt ions brèves e t  répétées.  
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5.  CONCLUSION 
Deux s i t ua t ions  d i f f é r e n t e s  ont  
é t é  analysées : la  durée d ' émiss ion  
d ' u n e  voyelle tenue dont les modi- 
f i c a t i o n s  sont physiologiques e t  
les va r ia t ions  temporelles dans 
une s i tua t ion  de paro le ,  impliquant  
des s t r a t ég ie s  l inguis t iques  ou 
phonologiques ou morphosyntaxiques . 
Le temps maximum de phonation su r  
une expira t ion ou une éructat ion 
met bien en évidence l a c i i f f é r e n c e  
de  mécanisme aéro-dynamique. Le 
volume d ' a i r  éructé est peu modu- 
lable .  
A l ' opposé ,  l ' o r g a n i s a t i o n  d ' u n e  
phrase ou d ' u n  texte  dépend de la  
façon dont le  s u j e t  va apprendre 
à gérer  son é ruc ta t ion  ou son 
exp i r a t i on .  Les pa t i en t sch iGroupe  
I auraient  tendance à d i r e  plus 
v i t e  le  mot pour compenser des 
pauses globalement plus longues ; 
en f a i t ,  i l  s ' a g i t  p lu tô t  de  
l ' augmenta t ion  du  nombre des pauses 
courtes lors de chaque in jec t ion .  
Les pa t ients  u t i l i s an t  la  s o u f -  
f l e r i e  pulmonaire ont une autono- 
m i e  phonato i re  proche de l a  n o r -  
male ( 3 ) .  Les locuteurs prennent 
le  temps de respecter  les  pauses,  
de segmenter leur  d i scours  selon 
la  s t ruc ture  syntact ico—sémantique.  
La parole est plus agréable e t  
sur tout  permet de retrouver les 
maniérismes e t  les par t icu la r i tés  
du locuteur ( 2 ) .  

Tableau des r é su l t a t s  . 

m : moyenne ; DS : Déviat ion Standard ( éca r t  type )  ; p : p robabi l i t e  

v . 0 .  : Voix  Oesophagienne ; P . P .  : Prothèse Phonatoire 

F . T . 0 .  : Shunt Trachéo—Oesophagien autocont inent  

V.0 . .  : F . T . 0 .  : P . P .  Témoins : p 
Groupe I : Groupe I I  : Groupe I I I  : ' 

! Temps maximum 01 : 2.00 = 7.66 = 3.25 f ___1_1_..2§___f f 
: de  Phonation " " : " " " “ " " ’  " "" "" ""  : """""""  " '  0.023  ' 

(secondes) DS 0 225 .09  262.99 242 9 ______________ : 

Durée d e  la  m = 7 . 7 1  = 7 . 4 4  = 5 . 9  _ _ Î _ _ _ _ _ Î ; 9 3 _ _ _ .  0 004 
Phrase “ " ' : " ' — " - - " - - : - - - - - — — - _ ' - - '  __________ ' ‘ 

(secondes) DS 9 89 146 68 68°49 61 37 _ _ _ _ _ _  

'---0;;53 du m : 4 . 9 5  : 5 .05  : 5 . 0 2  = 4 .33  0 353 
Voisement - — - - ' - - - - - — " - ' - " " ' “ " " " " = " " " " " " =  " " " " " " "  ' 

(secondes) DS 91 92  119 21 63.39 51 47 ________ : 

' - -—00rée-des m : 2 . 7 5  : 2 .30  : 0 .87  : 0 . 6 4  0 004 

Pauses — — - - : - - - - " " " * ‘ =  """"""  = " " " " " " =  """"""""  ' : 
(secondes)  DS : 83 .43  : 79.29  : 36.17 : 33_5 - : 

" - " " " " “ “ " “ “ ’ “ " ' ; ; " '  141 . 167 ' 223 = _ Nombre. de " L l -  ............. 0.006 
lsyllabes’mînute ns . 52.32 : 28.68 : 31.55 : 16.46 

( 6 )  SEDORY, S . E . ,  HAMLET, S . L . ,  
CONNOR, N . P .  (1989) ,  "Comparison 
of  perceptual and acoustic.charac- 

t e r i s t ics  of  tracheoesophageal and 
excellent esophageal speech", 
Journal o f  Speech and Hearing 
D i s o r d e r s ,  5 4 ,  2 0 9 - 2 1 à .  
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ABSTRACT 
The aim of the present report is to corn— 
pare the different types of alaryngeal 
voices, esophageal and tracheo- 
esophageal voices, acoustically and per- 
ceptually. A general objective is trying 
to establish the acoustic cues for natural- 
ness in laryngectomee speech and what 
constitutes the typical alaryngeal voice 
quality. Other tasks include intelligibility 
and acceptability ratings with profes- 
sional as well as with naive judges. 
Analysis of selected aspects are reported, 
such as voice quality features and 
prosodic features. Differences and simi- 
larities between the voice productions 
are discussed. 

1. INTRODUCTION 
After a laryngectomy, the patient has to 
learn to master speech with a new voice 
source. The sound generator is the upper 
part of the esophageal entrance, which is 
set into vibration, either by air that is in- 
sufflated into the eSOphagus from the 
mouth, or taken from the lungs via a 
tracheo-esophageal fistula. Acoustic and 
perceptual aspects of the two kinds of 
speaking techniques, hereafter called "E- 
Specch" and "TE—speech", were com— 
pared. Comparisons were also made 
using characteristics used for descrip- 
tions of normal laryngeal speech ("N— 
speech") [3]. Previous reports have dealt 
with acoustic and perceptual aspects, see 
[4—7,10,11]. 

2. SPEECH MATERIAL AND 
SPEAKERS 
The speech material contained vowels in 
carrier phrases, sentences with different 
prosodic patterns, a short informal con- 
versation and a standard Swedish text of 
90 words. So far, 6 TIS-speakers, 8 E- 

speakers and 4 normal laryngeal speak- 
ers of the same age group (48 - 80 years) 
have been analysed. Two of the TE- 
speakers used Panje voice devices and 
three low-pressure Blum-Singer devices. 

3. PRESSURE AND FLOW 
MEASUREMENTS 
To investigate pressure and flow condi- 
tions and also to get an estimate of the 
voice source shape and spectral content, 
a flow mask [13] was used in separate 
readings of lpapapa:/, embedded in a 
carrier phrase. Subjects were asked to 
produce these words at three loudness 
levels, subjectively estimated as weak, 
normal and strong. Inverse filtering and 
pressure measurements were performed 
on three E-speakers, three TE-speakers 
and two normal speakers. Mean values 
of all /p/ measurements for the three 
loudness levels and for the three speaker 
groups were calculated. As can be seen 
in Figure 1, the normal laryngeal speak- 
ers generally produced the words with 
lower pressure values than what the 
alaryngeal speakers did, especially when 
they were asked to produce sounds with 
low intensity. The alaryngeal speakers 
could not change their voice levels to the 
same extent as the laryngeal speakers 
could, but still managed to vary the 
loudness level in three steps. Mean 
values were for the E-speakers 14 cm 
H20, for the TIE-speakers 22 cm H20 
and for the normal speakers 7 cm H20. 
This result compares favourably with 
what is known from investigations of 
sound pressure levels, e.g. [12], in which 
TE-speakers were found to speak as 
loudly as laryngeal speakers. E-speakers 
usually have weaker voices than the 
others. 
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E TE ll 
Figure 1. Pressure values in cm !?0 
during the production of [pl for E-, E- 
and normal laryngeal speakers. at three 
loudness levels, weak, normal and 
strong. (3 subjects in each speaker 
group; 15 samples/displayed value) 

4. INVERSE FILTERING AND 
VOICE QUALITY _ 
By means of inverse-filtering of the air 
flow during phonation, the aperiodrcrty 
of the wave shapes was analysed and 
correlated to perceived voice quality._ 
Flow glottogram curves were obtained 
for many of the alaryngeal speakers, al- 
though they showed a great deal of ir— 
regularity. In Figure 2, two examples of 
automatic inverse filter analysrs are 
shown [2]. 

a fi—r ' ' ‘ - —-— 7 r . 

"‘“MM‘MËtaBi—f wouldn’t—:fl— 
(TE) 

W M …  
. ' 1 . . . . . 

b 

fitAt.afll,r.»A…tAMMAv/ËW 
. .‘icw … 

lift—E 

Figure 2.  Flow registrations (upper 
curve) and corresponding inverse fil- 
tered flow glorrogram (lower curve) of 
vowel pulses En Ipapapa:l. uttered by 0 
TE speaker ( 0) and an [:"-speaker (b). 

Inspection of the unfiltered speech wave 
oscillogram revealed unusual excrtation 
traces. ln Figure 3. vowel excerpts are 
shown for one E—speaker and one laryn— 
geal voice. As is clearly evident. there IS 
no well—defined single point of excrta— 
tion for the alaryngeal voice, compared 
to what is the case for the normal laryn- 
geal voice. 
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Figure 3. Speech wave oscillograms of 
vowel samples for an E-speaker and a 
normal speaker (N). 

5. LONG TIME AVERAGE 
SPECTRA 
Long-time-average spectra of these 
voices have been derived and analysed. 
A reading of text passage of approxi- 
mately 45 secs was used as analysrs 
material. The signal was fed into a 
Hewlett Packard 3562A Dynamic Signal 
Analyzer and Spectral analysis was per- 
formed. On the spectral display. it was 
possible to identify the isolated peak cor- 
responding to the level of the funda- 
mental during the reading. We have not 
discarded the unvoiced segments from 
the reading, but still consider the result 
as representative of the spectral distribu- 
tion and also the relative measure _of 
level of fundamental in comparison wrth 
total Spectral energy. la Figure 4, LTAS- 
spectra for a TE-Speaker and a normal 
laryngeal speaker ("N") are shown. 
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F :'gure 4. Long Time Average spectra of 
a read text passage by a TIS-speaker and 
an lil-speaker. The level of the fun- 
damental, L0, is indicated by *. 

The spectral level difference between 
fundamental and first formant level (L1- 
L0), seems to be a valid parameter for 
these alaryngeal voices. So far, prelimi- 
nary data from seven alaryngeal speak- 
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ers, suggest that the L1 -L0 difference is 
larger for the alaryngeal voices than for 
normal voices, i..e the level of the fun— 
damental rs very weak m the alaryngeal 
voices, see Figure 5. Moreover, it does 
not vary with loudness to the same ex- 
tent as in normal laryngeal voices [11]. 

dB 20 . .— 

15 

1° ““ Ü—äl _ '; rififi 
E132 E3 'l'l '1‘2 T311  111112 113 114 

Figure 5. Difference data of total level 
(L a!) to the level of the fundamental (L0) 
derived from LTAS—analysis of a text 
passage, read by three E -speakers, four 
TE speakers and four N -speakers. 

6. PROSODY 
Pitch and duration cues 
Prosodic studies of intonation patterns 
and word emphasis related to overall 
pitch range and pitch dynamics were 
made. 
In order to evaluate the capability of 
these speakers to produce acceptable 
prosodic patterns, a set of sentences with 
question intonation and emphatic word 
stress was included in the reading mate- 
rial. In most cases the Speakers were able 
to produce the target sentences. How- 
ever, they sometimes chose different 
strategies compared to speakers with la- 
ryngeal phonation. Word emphasis was 
often made by a pausing as well as by a 
pitch change. In Figure 6 two pitch 
curves are shown, produced by two ala- 
ryngeal speakers, one female E-speaker 
and one male l'E-speaker. AS can be 
seen the pitch patterns are varying in 
much the same fashion as for normal la- 
ryngeal phonation. Note the high pitch 
produced by the female E-speaker and 
the very low pitch produced by the male 
TE-speaker. 
Using automatic pitch extraction algo- 
rithms, these voices are difficult to anal- 
yse, depending on the low voice regis— 
ters, and irregular vibration patterns. The 
analysis was made by trying different 
pitch extraction algorithms, developed 
by Liljencrants [8]. Visual inspection 
was also performed on spectrogram and 
oscillograms. For some of the aperiodic 
voices it was very difficult to identify 

any periodic component, although it was 
Still perceivable. 
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Figure 6. Pitch analysis of a sentence 
with emphatic word accent (female E— 
speaker) and a question (male TE- 
speaker). 

The voice quality of the female E- 
Speaker above was quite strained and 
rough, although she managed well to 
produce acceptable pitch patterns and 
had a quite high pitched voice (mode 
value 148 Hz). The voice breaks easily 
into & much lower register. Reasons for 
this are probably to be found in the 
changes of pressure conditions at the 
voice source, caused by consonantal 
constrictions. ln Figure 6, such a break 
occurs at the arrow, lozl followed by IV. 
The "diplophonic" rough character that 
this voice exhibits has also been noticed 
in a male esophageal speaker with a high 
pitched voice (mode value 121 Hz). It is 
as if the vibrating PE-segment is very 
sensitive to the right level of driving 
pressure; a too weak pressure will not 
start any oscillatory process and too 
much force may create deviant vibratory 
frequencies. 
Typically, a very low pitch is common. 
The problem often is that the 
aperiodicity creates noise, overlaid on 
the fundamental. See the second pitch 
curve, displayed in Figure 6. Although 
varying in a normal fashion, the pitch 
does not exceed 60 Hz (mode value 43 
Hz). 

7. DISCUSSION 
As reported in previous studies on 
pathological voices, there' is a correlation 
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between the voice pulse shape and the 
perceptual impression of voice quality 
An irregular and strongly varying voice 
source pulse often correlates with a 
harsh voice [1]. One finding in the pre— 
sent study was the unusual excitation 
patterns of the alaryngeal voices. We 
still need a better insight into the mecha- 
nisms behind these irregular patterns, 
and a modelling of the structures respon- 
sible for these vibrations would be of 
great value. Work in this area is going 
on [9]. 
As a result of the present study so far, 
two differences between the normal la- 
ryngeal and the alaryngeal groups are 
evident. Firstly, the alaryngeal voices 
were characterized by a weaker funda— 
mental relative to the total energy level 
as compared to the normal voices. Sec— 
ondly, apart from this static aspect of the 
voice source, a dynamic aSpect is ob— 
served if speakers are asked to produce 
sounds with different intensity. Normal, 
laryngeal voices will have a more 
pronounced fundamental if they phonate 
at low intensities. The same does not 
happen for the alaryngeal speakers. 

8. CONCLUSIONS 
It was found that the alaryngeal voices, 
E-voices and TE-voices were character- 
ized by a weak level of the fundamental 
compared to normal laryngeal voices. 
Other, more detailed voice source char- 
acteristics, such as inverse ñltered flow 
registrations displayed strong irregulari- 
ties for the alaryngeal voices. 
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ONUSINGINI'ENSITYASACODM PARAMETER 
IN TACTILE SPEEŒ STIMULI: 

PSY CHOPHYSIOLOGICAL DECRIMINABIIII'Y EFFECTS 

H.G.Piroth and S.Cfroerer 
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ABSTRACT 
la preparation of a system that uses 
intensity as a coding parameter for 
tactile speech this paper reports an 
investigation of two general psycho— 
physiological effects that show to be 
involved in intensity perception. namely 
the order effect and masking. 

1. MODUCTION 
Not only in psychophysiology. but also 
in application—oriented research to esta- 
blish electrotactile speech transmission 
systems for the deaf questions concern— 
ing the human ability for tactile intensi— 
ty perception have an important role. 
ln deve10ping an electrocutaneous 
speech—to—skin communication aid that 
transmits articulation—based features 
[13] we assume that a suprasegmental 
component (stress, intonation) could be 
added to the feature coding method by 
superimposing intensity variations on 
the segmental stimuli [9]. 
Classical investigations on electro- 
tactile intensity perception discuss the 
number of possible steps that can be 
discriminated between absolute threshold 
and pain. Lindner 1937 [5] has reported 
that the pain threshold is reached at 
approximately four times absolute thresh- 
old. At a frequency of 400 Hz he situa— 
tes absolute threshold at about 0.8 
mA, pain threshold at 4.7 mA with 27 
discriminable steps in between. Schëbel 
1936 [11] determined a difference limen 
of 4 to 5% in normal hearing subjects. 
Anderson and Manson 1951 [1] of 2 to 
5% in the frequency range between 100 
and 5000 Hz. Hawkes 1959 [4] measured 
a limen of 5.3% at an intensity of 120% 
and of 3.8% at 200% above absolute 
threshold. 

A pilot experiment with more complex 
stimuli [10] using electrocutaneous pulse 
train sequences showed that at least 
two different intensity levels can be 
identified after a short training period. 
The present experiment was conducted 
to gain more knowledge on the discri— 
minability of tactile intensities in com- 
plex stimuli. Especially, dependency 
effects of intensity perception on the 
temporal and spatial stimulus structure 
were investigated. 

2. APPARATUS 
The test stimuli were constructed and 
presented with the l6—channel System 
for Electrocutaneous Stimulation 8131-111- 
2 . Four rows of electrode pairs were 
fixed along the dorsal. ulnar. voler. 
and radial sides of the Ss' left forearm. 
(See [13] for details and illustrations.) 
3. SIIMULI 
Pour complex stimuli were constructed 
with pulse train sequences as their 
basic part consisting of three bipolar 
pulses with a rectangular part in one 
and hyperbola-shaped part in the other 
polarity. resulting in a d.c.- component 
equaling 0. The pulse repetition rate 
was 400 Hz. ln stimulus l eight pulse 
trains were delivered surrounding the 
arm et four distal electrode pairs with 
two sueceeding pulse trains at each 
place and a constant interval of 15 ms 
after each of the eight pulse trains. 
The pattern started at the ulnar side 
of the arm and proceeded to the dorsal 
side. Then. without an additional pause 
a longitudinal sequence of pulse train 
was presented oscillating between the 
distal electrode pair on the dorsal side 
and the neiglùouring dorsal electrode 
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pair fixed 4 cm apart in proximal direc- 
tion. This sequence started at the more 
proximal place and consisted of eight 
pulse trains separated by an interval 
of 20 ms after each pulse train. 
ln stimulus II the order of the two 
parts was changed. thus it started with 
the longitudinal part and ended with 
the surrounding one. For stimulus III 
the complete surrounding part of the 
pattern was presented to the ring of 
electrode pairs placed 4 cm apart from 
the distal ring in proximal direction. 
The longitudinal part that followed 
remained the same as in stimulus 11. 
but started from the distal electrode 
pair. 
ln stimulus IV again, the order of the two 
parts of stimulus [Il was altered. 
According to the feature coding method 
discribed in [13] stimuli I to IV are the 
tactile equivalents of /fi:/, /i:f/, /_|°t:/, 
and /i-J‘ / . To determine stimulus intensi- 
ties each S underwent a calibration pro- 
cedure before each test. The Ss had to 
adjust absolute threshold and the thresh— 
old of annoyance four times for each 
place of stimulation in a mixed ascending 
and descending procedure using the basic 
parts of the stimuli presented repeatedly 
and separated by an interval of 50 ms. 
Nine intermediate intensity values were 
calculated corresponding to the absolute 
threshold +10!…. +90! of the difference 
between both thresholds. Accordingly. 
seven versions of the five stimuli were 
defined with the intensity of the rectan— 
gular parts of the pulses in the vowel 
pattern (ie. the longitudinally moving 
part) set to the 3rd to 9th intensity value 
as calculated. The intensity of the con— 
sonantal pattern (the surrounding one) 
was two steps (20% of the threshold dif— 
ference) lower than that of the vocalic 
part. 

4. PROCEDURE AND SUBJECTS 
Stimuli were arranged in pairs to yield 
a two-step discrimination test for stimu- 
lus intensities. All pairs contained two 
repetitions of the same stimulus with 
an interval of 1 s within the pair. Five 
pairs were built for each stimulus with 
higher intensities in the second stimulus 
(intensity values 3—5. 4-6. 5—7. 6—8. 
7-9) and the five corresponding pairs 
with lower intensities in the second 
stimulus. 

In this way a 4x2xS—factorial test de— 
sign was constructed with 4 stimuli. 2 
ordering: (ascending and descending 
intensities) and S intensity levels. 
One subtest included 10 repetitions of 
pairs of stimuli [ and II (/fi:— fiz/ and 
li:f—i:f/ ) in randomized order. the other 
subtest of stimuli III and IV (/J'i:-J‘i:/ 
and Inf-1:17). resulting in 200 pairs 
for each subtest. The interval between 
the pairs was set to 4 s. 
Eight Ss participated in the experiment. 
They received both subtests in different 
sessions with the order of subtests ran- 
domized over Ss. Each subtest was 
presented in two parts of 100 pairs 
with a short break in between. Ss were 
informed that the intensity differences 
were encoded in the “vocalic part” of 
the stimuli and had to mark the more 
intensitive stimulus of each pair on an 
answer sheet. 

S. RESUL‘IS 
Tab.1  gives the results of a 4x2x5— 
factorial MANOVA (spss; [6] 1975) 
with stimulus. ordering and intensity 
level as factors. The overall discrimina- 
bility was 80.53% showing that the inten- 
sity differences were well-recognizable. 
The MANOVA calculation yielded a 
significant stimulus effect (p<0.05) and 
a highly significant interaction of intensi- 
ty level and ordering (p<0.001). lt can 
be seen from Fig. 1 that dicriminability 
increases with intensity level for the 
series of ascending pairs (higher intensi— 
ty in the second stimulus), but decreases 
with higher intensity level for descend- 
ing pairs, thus producing the interaction 
effect. Concerning the main effect of 
the factor 'stimulus' a DUNCAN a poste- 
riori test showed significant differences 
(p(0.05) between (rid and /fi:/, as well 
as between /_|'i:/ and /i:_[’/, and /_|'t:/ and 
/i:f/. /i:f/ and lizj'l showed a slight 
(p(0.10) tendency effect (Tab. 2). 

Table 1 
Results of the Statistical Analysis 

Factor d.f. P p 
ITEM 19.1 7.63 =0.04 : 
ORDERING 19.1 0.09 =0.78 n.s. 
LEVEL 19.4 2.44 =0.07 n.s. 
IT x ORD 19.1 0.37 =0.S9 n.s. 
IT x LE 19.4 0.58 =0.67 n.s. 
0RD x LE 19.4 12.42 (0.001 en 
ITxORDxLEl9.4 1.00 0.42 n.s. 
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Figue l: Discriminability dependent on 
intensity levels (full squares: ascending: 
open squares: descending) 

6. DISCUSSION 
The interaction of intensity level and 
ordering shows an order effect as it is 
known from classical investigations on 
the perce tion of temporal durations 
(e.g. [12] . In general. this so—called 
time-order- error produces discrimina- 
tion rates that are dependent on the 
order of the stimuli and on the duration 
of the inter—stimulus interval between 
them. A similar effect in the discrimina- 
tion of the dotations of tactile stimuli 
was found by Pirothà'l'tllmann 1987 
[8], thus it is clear now that duration 
as well as intensity perception of elec— 
trotactile stimuli is affected by time— 
order—error. 
"the asymmetric dependency of discri- 
mination rate on the kind of stimulus 
presented. is more difficult to explain, 
namely the significantly low results 
for stimulus /Ii:/. 
The rank order of the stimuli shows 
that intensity discrimination tends to 
be better with /f /  than with /J'/ and 
better with VC than with CV. Similarly. 
Piroth 1986 [7] had shown that identifi— 
cation of tactile vowels is higher in 
VC and identification of consonants is 
higher in CV-syllables. Those effects 

Table 2 
Discrimination Dependent on Stimuli 

/i:f/ /fi:/ /i:_|'/ /]'t:/ 
% 83.88 81.49 81.00 75.75 

/i:_|'/ ) /_rt:/ 
/fi:/ ) /_|"1:/ 

/i:f/ ) lj'iz/ 

could be explained under the assumption 
of forward masking. Since according 
to the earlier investigations there is a 
tendency to forward masking and since 
intensity variations to be discriminated 
in the present experiment are encoded 
into the “vocalic“ part of the stimuli. 
intensities of VC-stimuli should be more 
easily discriminated. The poor recogni- 
tion in /_|'i:/ could then be explained 
if /I/ had a stronger masking effect 
than /f/  in CV- stimuli. For such an 
explanation the central representations 
of the stimuli instead of their peripheral 
characteristics have to be taken into 
account. Within the frame of this experi- 
ment only a first speculative approach 
to such an explanation can be proposed: 
The basic units of the stimuli (pulse 
trains) were identical in all cases, but 
they differed in their temporal and 
spatial relations. Because of the somato- 
topic representation of body sites the 
spatial relations should be preserved 
in building the central representation. 
But since more distal and more proximal 
places were stimulated in the "consonan- 
tal” (circumferent) parts of the stimuli. 
the conduction velocities in the nerve 
fibres may become relevant to deter- 
mine the central temporal relations. 
ln CV—stimuli the interval between 
the last pulse train of /f/ or /_|'/ and 
the first of /i:/ is 15 ms. The distance 
between the corresponding places of 
stimulation is 4 cm, but in /l't:/ the 
place changes in proximal. in /_|'1:/ in 
distal direction when proceeding from 
the ”consonantal" to the “vocalic" part. 
Relying on the values given in the litera- 
ture ([2.3l) conduction velocity in thick 
myelinated fibres is between 40 and 
more than 100 m/s, i.e. even with 40 
m/s a distance of 4 em in the distal- 
proximal direction produces a change 
of the temporal intervals of only l ms 
which is too small to cause au effect 
as observed. But if - as can be sup- 
posed - a part of the central representa- 
tion of the stimuli is based on informa- 
tion processed via thin unmyelinated 
C -  fibres with a conduction velocity 
of no more than 2.55 m/s the temporal 
intervals at the points of central occur- 
ance of two successice pulse trains et 
places 4 cm apart from one another 
differ from the peripheral interval by 
at least 15.7 ms. Thus, in /j'i:/ with 

328 

/j'/ being presented at more proximal 
places the inter—pulse—train interval is 
centrally doubled (15 ms + 15.7 ms = 
30.7 ms), and in /fi:/ starting at the 
distal places it is reduced to approxima- 
tely 0 (15 ms - 15.7 ms = —0.7 ms). 
Based on this speculative assumption 
one could conclude: 
(i) /i:j'/ and /i:f/ cannot cause forward 
masking. since the vocalic part is presen- 
ted first (81.00% and 83.88% correct 
discrimination). 
(ii) /_['1:/ produces a forward masking 
effect,  since the central representation 
of /_['/ is built up before the representa— 
tion of /i:/ is evoked (thus. only 75.75% 
correct answers). 
(iii) For /fi:/. the representation of both 
parts are not separate. but as the central 
point of occurrence of the last pulse train 
of / f /  is nearly identical with that of the 
first in /i:/ the whole stimulus elicits a 
unique, more complex representation 
which is not affected by forward masking 
(81.49% correct answers). 
To summarize, the stimulus effect can be 
explained in terms of central temporal 
characteristics if C-fibre conduction con— 
tributes to the representation of the sti— 
muli used and if  forward. but not simul— 
taneous masking is involved in a percep— 
tual process that separates the longitu- 
dinal and circumferent parts of the pat— 
terns. To evaluate this proposa]. more 
specific electro- or psychophysiological 
experiments are mandatory. 
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ABSTRACT 
The speech perception ability reported 
from profound hearing impaired persons 
using different technical aids: hearing 
aids, cochlear implants or tactile aids, 
varies widely. A test-battery was con- 
structed that consisted of segmental and 
suprasegmental tasks and speech track- 
ing. Two presentation modalities were 
used, vision only and visual information 
supplemented with the assistive device. 
Three groups of subjects participated, 
deafened adults, subjects with profound 
postlingual hearing loss and normally 
hearing subjects artificially deafened. 
The results indicated that use of a hear- 
ing aid by listener with some residual 
hearing provided more information than 
the ether assistive devices. 

1. INTRODUCTION 
During the last two decades the research 
in the fields of electronics, audiology, 
speech science and surgery has made it 
possible to introduce a limited world of 
sound to many profoundly hearing im- 
paired and deaf persons. This has been 
carried out by more SOphisticated and 
powerful hearing aids or by cochlear im— 
plants, which directly stimulate the au— 
ditory nerve or by tactile aids, which 
employ the cutaneous sense and its 
pathways for transferring information. 

The aim of this study was to deve10p 
a simple test battery and to compare the 
effectiveness of tactile aids, hearing aids 
and cochlear implants. It is recognized 
that the comparison between results ob- 
tained by different teams or devices in 
tests with the postlingually deaf is diffi- 
cult. To get an uniform selection of pa- 
tients is more or less impossibly. The 
performance among individuals shows 
often great variations, not only as a 

result of what they hear or feel with their 
device, but also as a result of their vary— 
ing ability to lip-read or make use of 
small linguisric and paralinguistic cues. 
A standardized test material does not 
exist in any language and the phonologi- 
cal characteristics from one language to 
another make the interlingual compar- 
isons complicated. 

During the last years, research 
groups have reported that prosodic fea— 
tures, such as syllable length, stress pat- 
tern and vowel length, a s  well as seg- 
mental features such as voicing and 
manner of articulation may be transmit- 
ted through the tactual modality [6]. A 
few studies have also reported good 
tactual support during speechreading of 
normal speech [8]. 

Great variations among patients us— 
ing the same type of cochlear implant 
have been reported, but results from both 
single—channel users and multichannel 
users show that the devices can provide 
important cues to intonation, manner and 
voicing that are significant to lip-reading 
[1]. 

In some patients very good speech 
understanding with or without support of 
lip—reading has been reported from 
cochlear implanted patients using either 
single—channel [7] devices or multi- 
channel devices. Dowell et al [3] have 
reported that 50% of the patients using 
(Nucleus) multichannel cochlear im- 
plants have demonstrated ability to un- 
derstand connected discourse with audi— 
tory input only. 

2. SUBJECTS, MATERIALS AND 
METHODS 
Four different groups of subjects partici— 
pated voluntarily in the testing. In the 
vibrotactile group eight subjects 
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participated (Vt:1-Vt:8). Three deafened 
adults (Vt:1-Vt:3) had varying ex- 
perience of tactile aids. Five normally 
hcaring subjects were artificially deaf— 
ened and had experience of about 100 
hrs of training with vibrotactile aids. 
Two vibrotactile single-channel aids 
were used, an ordinary bone-conductor 
coupled to an amplifier (6 subjects) and 
the Minivib (2 subjects). The processor 
in the Minivib gives amplitude modu- 
lated pulses at a fixed frequency of 220 
Hz. The acoustic energy at the frequen- 
cies between 700 and 1500 Hz is ex- 
tracted. During testing the subjects held 
the vibrator in their left hand. 

In the cochlear-implanted group, six 
subjects participated (Ci:1-Ci:6). Two 
subjects, Cizl and Ci:2, were implanted 
with a single—channel extra cochlear im- 
plant (Wien/BM) and four subjects were 
implanted with a multichannel intra- 
cochlear implant (Nucleus). Subjects 
ranged in age from 36-65 years and they 
represented an average sample of adults, 
who had received cochlear implants in 
Sweden. The cochlear implant users had 
a daily experience of their devices from 
6 months up to 5 years. 

In the hearing aid users group, 
eleven subjects participated (H 1:1-H1:4) 
and (H2:1-H2:7). Subjects ranged in age 
from 38—75 years and they were all pro- 
foundly hearing—impaired since many 
years. During testing they wore their 
own heating aid. Although all subjects 
were profoundly impaired, the subjects 
were not equivalent audiometrically. For 
that reason they were divided into two 
groups: group H1 with mean hearing- 
loss at frequencies 500, 1000 and 2000 
Hz of 104 dBm, sd 13.1 dB and group 
H2 with mean hearing losses of 82 dBm, 
sd 16.1 dB. 

In the normally hearing group four 
subjects with simulated hearing-loss 
participated (Lpl—Lp4). They listened to 
low—pass filtered speech at cutoff fre- 
quencies .250. .5 and 1 kHz. The filter 
had a damping of more than 80 dB/Oct. 
White noise was added, S/N z 20 dB. 
The subjects ranged in age from 25-45 
years. 

The test material consisted of three 
parts: lntervocalic consonants. prosodic 
contrasts and speech tracking. The seg- 
mental test used a set of 16 v uncr- 
.tnces with a carrier phrase in which the 
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vowel was always la]. Consonants were 
chosen to sample a variety of distinc- 
tions in voicing, place of articulation and 
manner of articulation. 

The suprasegrnental test used is a 
closed-set test battery, presented as a 
two alternative forced-choice task. The 
specific prosodic features tested were: 
number of syllables, vowel—length, 
juncture, tone and emphasis. 

Speech tracking was introduced by 
De Filippo and Scott [4] and has been 
used to train and evaluate the reception 
of connected speech via lip—reading 
combined with different assistive de- 
vices. The speaker reads, at a normal 
rate, sentence by sentence from a book, 
and the speech-reader (the subject) is re- 
quired to repeat the information verba- 
timly. If the sentence is not correctly re- 
peated the speaker ‘employs a hierarchy 
of strategies to assist the subject in re- 
peating every word correctly. The 
speech material used was taken from a 
book by a famous Swedish author. This 
material was chosen because it has a rel- 
atively consistent level of reading diffi- 
culty from session to session. During 
each test session, tracking was per- 
formed for a total of ten minutes under 
each of two conditions: (a) lip—reading 
plus aid and (b) lip—reading alone. The 
result of the test in words per minute 
(wpm) was calculated by dividing the 
number of words correctly repeated by 
10 for each ten-minute tracking period. 
The tracking rate achieved by normally 
hearing subjects (unmasked) using the 
same method with the same speaker and 
the same text material was 88 m .  

The consonant and prosodic tests 
were videotaped and the speech tracking 
was presented live. The same speaker, a 
woman, was used in all test situations. 
Each subject was tested individually. 
The test order was the same for- all sub- 
jects: v—syllables, prosody and speech 
tracking. Each test started with the com— 
bined situation. 

The normally hearing subjects (Vt- 
group) were masked by earplugs and 
pink noise in the test situation with lip- 
reading and aid. During the speech 
tracking situation they were sitting in a 
sound-attenuating test-room and viewed 
the speaker through a window. The 
cochlear-implanted subjects and the 
hearing aided subjects were tested in free 



field at the most comfortable level, ad- 
justed by themselves, in condition lip- 
reading plus aid. In the situation lip- 
reading alone the hearing aided subjects 
were unaided and sitting in the test room 
under the same condition as the normally 
hearing subjects. 

3. RESULTS AND DISCUSSION 
Confusion matrixcs were constructed for 
each individual and for each situation. 
An information transfer measure [5] was 
calculated for each feature. Three major 
articulatory and phonetic categories were 
used: manner (stop, frication and nasal- 
ity), place and voicing. 

The results obtained from the seg- 
mental test, expressed as mean percent 
transmitted information of v-syllables 
displayed for each group of subjects in 
the two conditions are shown in figure 1. 
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aid". The recognition of distinctive fea- 
tures was improved with the aid espe- 
cially by groups of subjects Lp-SOO, H2 
and Ci. The subjects received very little 
information about voicing when they 
were only lip-reading, but the high pro- 
portion of information transferred about 
voicing in the combined situation shows 
that the devices provided strong cues of 
low—fundamental frequency for all sub- 
jects. 

Results obtained from the supraseg— 
mental test show that mean score of 
782% correct, (sd. 5,6%), is greater than 
chance level (50%) for all groups in 
condition "vision only". In the condition 
"vision plus aid", the vibrotactile aid 
transmitted no added information to vi- 
sual cues. Suprasegmental features were 
very well perceived by all hearing aid 
users and by normally hearing subjects. 

Nasatity 

Vt H1 Ci H2 Lp 

Figure I .  Percent information transmitted for difi'erent features. 
bject groups. F or group LP results are 

El Visual 
% Visuah-aid Mean values for the 6 su 

shown for 375 Hz and 500 Hz. I Lp 50o 

All subjects performed comparably 
in the "vision only" condition. There is 
no difference between normally hearing 
and hearing impaired subjects in this test 
condition. Two of the subjects, Cizl and 
Vtzl, are excellent lipreaders with more 
than 40 words/min in the speech tracking 
test. In spite of this, they did not achieve 
better results on the "visual only" conso- 
nant test. As expected, in "vision only" 
condition, the place feature was correct 
most often followed by frication. All 
groups of subjects, have got some im- 
provement in the condition "visual plus 
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The cochlear implant group was 
helped by transmitted information con- 
cerning the features tone and juncture. 
These features are among the most diffi— 
cult to lip-read. 

Results obtained from speech track— 
ing are shown in figure 2. The enhance- 
ment of lip-reading with the single- 
channel vibrotactile aid is close to 5 
wpm, and about 10 wpm for the group 
H l .  The mean score enhancement for the 
cochlear implant users is about 25 wpm 
and about '55 wpm for the group H2. The 
speech tracking score for the Lp—1000 

group reaches the ceiling rate in this par- 
ticular situation. Data obtained With the 
speech tracking procedure, clearly show 
the difference between communication 
with the vibrotactile aid, cochlear im- 
plant and hearing aids. 

GROUP DATA, MEAN 

. V t :  

H1 

Cl 

H2 

Lp 375: 
Lp soo__ 
Lp1000__ 

Vt:1 :_ 

Ciz1 __ 
Ci:2 __ 
Ci :3 .. 
Ciz4 __ 
Ci:5 _ 
Ci :6 _ 

0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0  

Wordslmin. 

Figure 2.  Results from speech tracking. 
Mean values for the different groups and 
individual values for the best tactile 
subject and the 6 cochlear implant sub— 
jects. 

The individual data (Ci:_1) in fig.2 
shows that speechunderstanding perfor- 
mance for one single-channel cochlear 
implant subject can be as good as those 
obtained with multichannel cochlear 1m- 
plants. The difference between better 
and poorer patients is the detec- 
tion/resolution of high—frequency com- 
ponents is reported by Dorman [2]. Re- 
Sponses of the subjects with hearing ards 
and with residual hearing (H2) were 
consistently superior to those _subjects 
with implants or vibrotactrle aids. The 
wide variation in responses of the 
cochlear implant users indicates the _ne- 
cessity of carefully evaluating each rm— 
plant user. 

4. CONCLUSION 
The results in fig. 1 and 2 show that the 
hearing aid using group with a profound 
loss get very little benefit from their 
hearing. They might therefore be consrd— 
ered as candidates for a cochlear implant 
operation. On the other hand, the results 
also show a large variation in results on 
all tests for the cochlear implant group. 
By the use of diagnostic tests of the type 
presented here, it might be possrble to 
understand the reason for these _vanatton. 
The results can also be used rn patient 
selection for implantation. 

5. ACKNOWLEDGEMENTS _ 
This project has been supported rn part 
by grants from The Swedish Board for 
Technical Development, (STU). 

6. REFERENCES 
[1] AGELFORS, E. & RISBERG, A. 
(1989) ”Speech feature perception by 
patients using a single-channel Vienna 
3M extracochlear implant", STL/QPSR 
1/89, 145-149. 
[2] DORMAN, M., SOLI, S., 
DANKOWSKI, K., SMITH, L., (1990), 
"Acoustic cues for h consgnant 
identi‘ icati'on by patients w 0 use t e n- 
eraidfcochlear implant”, JASA, 88, 5, 
2074-2079. 
[3] DOWELL, R., MECKLENBURG, 
D., CLARK, G., (1986) ”Speech recog- 
nition for 40 patients receiving multi- 
channel cochlear implants", Arc. of 
Otolaryngology, 86, 112, 1054—1059. 
[4] de FILIPPO, C.L., SCOTT, B.L., 
(1978), ”A method for training and eval— 
uating the reception of ongomg speech , 
JASA, 63, 1186—1192. 
[5] MILLER, G.A., NICELY, P.E., 
(1955), "An analysis of perceptual con- 
fusions among some English conso— 
nants" IASA, 27, 338—3352. 
[6] PLANT, G. (1986), "A single-trans: 
ducer vibrotactile (gig to lipreading , 
STL! PSR1l86,41- . 
[7] Tg'LER, R., MOORE, B.C.J., KUK, 
F., (1989) "Performance of some of the 
better cochlear-implant patients", JSHR, 
32, 887-911. 
[8] WEISENBERGER, J.M., 
BROADSTONE, S.M., SAUNDERS, 
F.A., (1989) "Evaluation of two 
multichannel tactile aids for the hearing 
impaired", JASA, 86, 1764-1775. 

333  



CHANGFS IN SPEECH BREATHING FOLLOWING COCHLEAR 
IMPLANT IN POSTLINGUALLY DEAFENED ADULTS 

Harlan Lane*,.Joseph Perkell, Mario Svirsky, Jane Webster 

Massachusetts Institute of Technology, 
Cambridge, Massachusetts, U.S.A. 

ABSTRACT 
Three postlingually deafened adults who 
received cochlear implants read pas- 
sages before and after their prostheses 
were activated. Their lung volumes 
were measured with an inductive 
plethysmograph that transduced the 
cross sectional areas of the chest and 
abdomen. The activation of the 
cochlear prostheses was followed in ev- 
ery case by a significant change in aver- 
age airflow, which rose for two subjects 
with initially low flow rates and fell for 
one subject with a higher flow rate pre- 
implant [1]. 
1. INTRODUCTION 
We have been studying speech breathing 
in late deafened adults as part of a 
larger project in which we examine 
physiological and acoustic properties of 
their speech while they perform a vari— 
ety of speech tasks, before and after re- 
ceiving electrical stimulation of the au— 
ditory nerve from a cochlear prosthesis. 
All three subjects became totally deaf in 
their twenties or thirties with profound 
bilateral sensorineural losses. Pre—im- 
plant they performed at chance levels on 
auditory tests of closed-set word recog— 
nition. Post-implant all three subjects 
improved in word and sentence recog- 
nition. 

2. PROCEDURE 
In each session the subject read the 
elicitation passage three times at 20- 
minutes intervals. Subjects FI and F2 
read the Rainbow Passage; M1 read ”A 
Trip to the Zoo”. There were two pre— 
stimulation baseline recording sessions. 

" Also of Northeastern University, Boston, 
Massachusetts 

Then the subjects began to receive elec- 
trical stimulation from their Ineraid 
multichannel cochlear implants, and ad— 
ditional recordings were made at inter- 
vals of approximately 1, 4, 12, and 24 
weeks post—stimulation. The subjects 
did not receive auditory training or 
speech therapy. To obtain volumetric 
measures of Speech breathing, we mea- 
sured changes in the cross—sectional area 
of the rib cage and abdomen with an in- 
ductive plethysmograph (Respitrace). 
To compute the change in lung volume 
resulting from a respiratory maneuver, 
the two amplifier outputs from the 
plethysmograph are summed after 
weighting by correction factors. To 
determine the correct proportion of the 
two signals for a given recording ses- 
sion, the subject had to perform isovol- 
ume maneuvers at the beginning and 
again at the end of each session. To ar— 
rive at a scale factor for converting the 
summed volume signal to milliliters, the 
Subject exhaled and inhaled into a plas— 
tic bag of calibrated volume. Amplified 
signals from the Respitrace and the mi- 
crophone were recorded and low—pass 
filtered and digitized simultaneously. 
An operator labeled the beginning and 
end points‘ of expiratory limbs while 
listening to the synchronized acoustic 
signal. The labeled events were auto- 
matically written into a file which was 
later accessed for calculating limb dura- 
tion and limb initiation and termination 
levels in milliliters re FRC (tidal end 
respiration level). 
3. RESULTS 
Figure 1 presents means of average air- 
flow (left column) and volume of air 
expended per syllable obtained in two 
sessions prior to receiving stimulation 
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Figure 2. Average airflow and volume of air expended per syllable before and after 
cochlear prosthesis with postlingually deafened adults. 

from cochlear prostheses and in four 
(Ml,F2) or six (Fl) sessions subse- 
quently. M1, hearing-impaired since 
birth, averaged initially 181 mL/sec of 
airflow. After two weeks' stimulation 
from his prosthesis (onset indicated by 
vertical line) M l  had reduced his aver- 
age airflow by 15% (third session). On 
the average, Ml's  flow rates, after his 
processor was turned on, were 17% 
lower than before stimulation (F(1,2) = 
22.6, p<.05). ln sessions 1 and 2, Ml 
expended an average of 68.2 mL/syl. 
After activation of the processor, the 
volume of air expended fell on the aver— 
age over four sessions to 46 mUsyl, a 
decrement of 33% (F(1,2) = 242.6, 
p<.01). Prior to implant, Ml ended 
his expiratory limbs 79.6 mL below 
FRC. This is characteristic of congeni— 
tally deaf Speakers. Two weeks after 
activation of the processor, Ml 's  termi— 
nation level fluctuated around FRC 
(F(1,2) = 23.0, p<.05). It appears 
that M1 used his newfound economy of 
average airflow when reading following 
implant mostly to desist drawing on ex— 
piratory reserve volume (the volume 
below FRC). 
Subject F1, a female, initially expended 
air during reading at abnormally low 
rates, averaging 92.0 mL/sec. Follow— 
ing the onset of stimulation, her average 
airflow increased gradually and irregu- 
larly, attaining 144.0 mL/sec after 85 
weeks. The mean airflow in all 
recordings following activation of the 
processor was 104.3 ml./sec, an in- 
crease of 13.4% over the two baseline 
sessions (F(1,2) = 23.9, p<.05). We 

observed informally that Fl 's voice 
quality has also changed: before stimu- 
lation, it was harsh and loud; now it is 
much softer. The volume of air that Fl 
expended per syllable increased follow- 
ing activation of the processor by 79%, 
from 23.9 to 25.8 mL (F(1,2) = 33.2, 
p <  .05). 
Subject F2 also started out with abnor- 
mally low rates of average airflow while 
readmg. Following stimulation, her av- 
erage airflow increased 202%, from an 
average of 125.8 mL/sec for the two 
baseline sessions to 151.2 mUsec for 
recordings pooled over the four sessions 
post-implant (F(1,2) = 537.4, p<.01). 

4. DISCUSSION 
Figure 2 plots mean average airflow 
(left) and volume per syllable expended 
before and after activation of the im- 
plant. Insofar as our three speakers are 
representative of postlingually deafened 
adults, it appears that the effects of total 
sensorineural hearing loss in adulthood 
include anomalies in the management of 
speech breathing and that these may in- 
volve either an expenditure of too much 
air or of too little. Once the speakers 
received some auditory input from their 
cochlear prostheses, in every case they 
modified their speech breathing in the 
direction of normale . Significant 
changes were observ in average air- 
fiow (Ml,Fl,F2), in volume of air ex- 
pended per syllable (M1,F1), and in 
speech termination levels (M1). Some 
of the changes in the acoustic correlates 
of speech that are associated with sud- 
den hearing loss may be mediated by 

5 3 6  

abnormal patterns of speech respiration 
and laryngeal control of the breath 
stream. Similarly, some of the acoustic 
changes that take place when partial 
self-hearing is restored by cochlear 
prosthesis may be mediated by a _nor- 
malization of breath stream mechanisms 
such as observed in this study. Im— 
proper laryngeal valving is a prime sus- 
pect in the search for mechanisms un— 
derlying the excessive air expenditurepf 
some late deafened speakers and the in- 
adequate air volumes and flow rates of 
others. 

REFERENCE 
[1] LANE, H., PERKELL, I., 
SVIRSKY, M. & WEBSTER, J. _(m 
press). Changes in speech breathing 
following cochlear implant m 
postlingually deafened adults, J. Speech 
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COHPENSATORY ARTICULATION AND NASÀL EMISSION OF AIR 
IN CLEFT PALATE SPEECH 

WITH SPECIAL REFERENCE TO THE REINFORCEMENT THEORY 

Birgit Hutters and Kirsten Brondsted 

Institute of General and Applied Linguistics 
University of Copenhagen and 

Copenhagen Institute for Speech Disorders 

ABSTRACT 
It has been assumed that the 
compensatory speech habits 
developed in some children 
born with cleft palate may 
to some extent be explained 
by a reinforcement effect 
induced by the environment 
on the speech of the cleft 
palate child due to a per- 
ceptual preference of its 
environment. This is called 
the reinforcement theory. 
The results of the present 
study seem to support the 
theory and that the mother's 
education may be one rele- 
vant factor. 

1. INTRODUCTION 
Speech produced by speakers 
with velopharyngeal insuf— 
ficiency is always more or 
less characterized by nasa- 
lization. Further, the 
speech is frequently' char- 
acterized by nasal emission 
of air influencing primary- 
ly the obstruents ('pres- 
sure consonants'). However, 
some children develop com— 
pensatory sounds in the 
sense that obstruents nor- 
mally produced at or in 
front of the velopharyngeal 
valve are here produced be- 
hind this valve. The result- 
ing compensatory sounds are 
primarily glottal stops and 
pharyngeal fricatives. This 
way of speaking results in 
more or less unintelligible 
speech. On the other hand, 

on the surface it may seem 
more distinct to the lis- 
tener than'speech dominated 
by nasal emission of air. 

It has been hypothesized 
that compensatory speech is 
almost always learned and 
reinforced in infancy and 
early childhood (1). In 
other words, according to 
this assumption the compen— 
satory speech habits learn— 
ed during language develop— 
ment may be due to the per- 
ceptual preference of its 
environment. The theory to 
the effect that perceptual 
preference of the environ- 
ment leads to a reinforce— 
ment effect on the speech of 
the cleft palate child is 
called the reinforcement 
theory. 

The purpose of the present 
study is to investigate the 
parental perceptual prefe- 
rence between compensatory 
articulation and nasal 
emission of air in order to 
deliver support for or to 
invalidate the reinforce— 
ment theory. Since only 
some (few) children born 
with cleft palate, rather 
than most of them, develop 
compensatory articulation 
patterns, listeners are, 
according to the theory, 
supposed to differ as to 
their preference of cleft 
palate speech mode. Thus, it 
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seems relevant to determine 
if there are some factors 
which correlate with the 
parental preference. One 
such factor could be the 
social status of the par- 
ents, another the ,parents' 
education. Further, in order 
to be comparable with par— 
ents of new-born children 
with cleft palate, the lis— 
teners should be parents of 
normal children, since both 
of these groups are supposed 
to be equally unfamiliar 
with cleft palate speech. 
The compensatory articula— 
tion starts and. progresses 
during the babbling' period 
and in the very early speech 
period, where intelligibili- 
in a‘narrow linguistic sense 
is irrelevant. Therefore, in 
order to eliminate the in- 
fluence from the different 
intelligibility of the two 
speech modes, the parents 
were asked to listen to non- 
sense words. 

2. METHODS 
The test included 10 differ- 
ent nonsense words said in 
the two speech modes. Both 
speech modes were clearly 
hypernasal and the most 
frequent compensatory sound 
was a glottal stop. The par— 
ent listeners comprised only 
mothers as the mother is 
normally more in contact 
with the baby than the fath- 
er, and thus has greater 
influence on the child's 
development, including its 
linguistic development. The 
54 listeners were distribu- 
ted as follows: 33 mothers,“ 
1 0  n o n — e d u c a t e d  f e m a l e '  
cleaners and 11 female 
school teachers. The moth- 
ers were categorized into 
three groups according to 
income and into three groups 
according to education. The 
teachers and cleaners were 
included in order to high— 
light the education factor. 

The test tape was indivdual- 
ly presented to each subject 
and the question was: 'Which 
of the two pronunciations 
would you prefer, if you 
were talking with the speak- 
er that you hear on the 
tape?'. 

3. RESULTS 
In the following, C and E 
are used for 'compensatory' 
and 'nasal emission of air', 
respectively. The results of 
the C-answers in per cent of 
the total number of answers 
are depicted in the figure. 
In general the listeners 
prefer the E—pronunciation 
as the C—score is less than 
50% averaged over all the 
listeners, but differences 
between various groups of 
listeners can. be observed. 
With the group of mothers 
there are 38% C—answers, but 
a clear intergroup variation 
is seen: in the (1) high 
income group there are 59% 
'C—answers, in the (2)  
average income group 32%, 
and in ‘the (3) low income 
group 20%. Thus, the number 
of C—answers given by the 
mothers seems to be somehow 
related to their social 
status, even though only the 
difference between the high 
and the low income is clear- 
significant. Also, the be- 
haviour of the mothers va- 
ries according to their edu- 
cation: (1) educational/so- 
cial training, (2) universi— 
ty training, and (3) other. 
It is seen that the.C—score 
is highest with the mothers 
with educational] social 
training (56%), followed by 
the mothers with university 
training (36%), and the rest 
group (28%), even though 
only the groups with the 
highest and the lowest 
scores are significantly 
different. Finally, the C— 
score is substantially 
higher with the teachers 
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than with the cleaners, and 
the difference is highly 
significant. Notice that the 
behaviour of the teachers 
are evidently different from 
all other groups, whereas 
the behaviour of the clean- 
ers is within the range of 
the mothers. 

4. DISCUSSION 
The purpose of the present 
study was to throw light on 
the following question: Is 
the parental preference be- 
tween compensatory articu- 
lation and nasal emission of 
air influenced by social 
status and education? From 
the results it can safely be 
concluded that the mothers 
do not behave alike in their 
choice between the two 
speech modes, and that one 
factor seems to be the so— 
cial status of the listen— 
ers, at least when defined 
as level of income. Also, 
the results seem to indicate 
that education may be a re- 
levant factor. It should be 
noticed that the mothers 
with university training and 
the group including other 
types of training' tend. to 
behave very much alike. 
This indicates that it is 
the specific type of train- 
ing that is the relevant 

100% “ 

50% “ 

factor, rather than the 
level of training, even 
though the few data in the 
group of university mothers 
should be taken into consi— 
deration. But the finding 
that the score obtained by 
the non-educated cleaners is 
very similar to the scores 
obtained with these two 
groups of mothers, also 
points in the same direc— 
tion. It should be added 
that there is no simple 
relationship between the 
three categories of social 
status and the three cate— 
gories of education. 

Now, do the results support 
the reinforcement theory? 
Three groups were more in- 
clined to choose the compen- 
satory speech. mode, namely 
mothers of high social 
status, mothers with educa— 
tional/social training, and 
school teachers. Thus, moth- 
ers belonging to these 
groups should be potential 
candidates for reinforcing 
speech with compensatory 
articulation. Therefore, we 
checked the files covering a 
period of 25 years regarding 
the distribution of cleft 
palate children with and 
without glottal stop compen- 
sations on mothers of high 

listen— moth- income group education teach- clean- 
ers in ers in 
total total I 2 

group ers ers 
2 3 

The C—answers în per cent of the total number of answers given by 
various groups of 1isteners. 
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versus low social status and 
mothers with educational/ 
social training versus 
other kinds of training. As 
to the educational factor, 
the occurrence of glottal 
stop compensations are 
significantly higher with 
the children of education— 
ally/socially trained moth- 
ers than with the other 
group including children of 
mothers with university 
training and other train— 
ings. On the contrary, the 
material shows only a 
slightly higher occurrence 
of glottal stop compensa- 
ations with the high than 
with the low income group, 
and the difference is not 
significant. 

Finally, some American stu— 
dies (1,3) apparently also 
deal ‘with parental prefer— 
ence and the two cleft pal— 
ate speech modes. However, 
after we have listened to 
the American test tape we 
think that they have exam— 
ined other speech phenomena. 
This stresses the need for 
international agreement on 
definition of universal 
speech symptoms, so that re— 
search can be compared. 

To conclude, the results of 
the the present study seem 
to support the assumption 
that reinforcement may be a 
relevant factor and that the 
type of mother's education 
may be a reinforcing ele— 
ment. But it should be em— 
phasized that the causal 
relation between the two 
kinds of observations — pre— 
ference and frequency of 
occurrence within specific 
groups - is not necessarily 
one of reinforcement. It is 
probably too simplistic to 
assume that reinforcement, 
if it occurs at all, is the 
singular, or even the 
strongest, factor influen— 

cing the development of 
compensatory articulation. 
But apart from the conclu— 
sions about the reinforce— 
ment factor which may be 
drawn from the current 
study of preference, it is 
interesting that listeners' 
preference between the two 
deviant speech modes dif- 
fers according to education 
and social status. It has 
been shown that listeners' 
judgments about the speak— 
ers personality and appear- 
ance are more negative when 
listening to voice disor— 
ders, including hypernasali— 
ty, than to normal voice 
quality. Therefore, it seems 
likely that when unaware of 
the poor intelligibility of 
compensatory speech some 
listeners may find it more 
positive (or less negative) 
than Speech with nasal emis- 
sion of air. But as far as 
we are informed the litera- 
ture does not report on the 
relationship between such 
judgments and the social 
status and the education of 
the listeners. 
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PERCEPTUAL AND ACOUSTIC ANALYSIS OF THE VOICE IN 
ACUTE LARYNGITIS ' 

Anders Lôfqvist and Lucyna Schalén 

Department of Logopedics and Phoniatrics, Lund University, Lund, Sweden 

ABSTRACT 
Acoustic and perceptual analyses of the 
voice were made in 20 cases of laryngitis 
during the acute stage and after recovery. 
The acoustic analysis indicated 
considerable variability in the pattern of 
change between the acute and the control 
conditions. However, the perceptual 
analysis showed consistent, and 
significant, differences in the ratings of 
the two conditions. Correlations between 
acoustic measures and perceptual ratings 
were generally low. 

l. INTRODUCTION 
One goal of applied voice analysis is the 
development of acoustic measurements 
that are useful for the clinical 
management of voice disorders. Such 
measures may supplement current 
perceptual evaluations used in clinical 
analysis of dysphonia. Their main 
advantage is that results obtained at 
different places can be compared. This is 
not necessarily the case for the results of 
perceptual analysis, where the back- 
ground and training of the listeners 
influencc the results [ l ,  2]. The present 
study compares perceptual evaluations 
and acoustic measurements of dysphonia 
in acute laryngitis. 

2. METHODS 
2.1 Material 
Voice samples from 20 adults ( l l  
females and 9 males) with dysphonia due 
to acute infectious laryngitis were 
analyzed. 

2.2 Procedure 
Voice recordings were made under 
standardized conditions in a sound-proof 

room during the acute stage, and a 
control recording at least two months 
later. A short story served as the speech 
material. The duration of the recorded 
speech was approximately 40 s. 

The perceptual evaluation was made by a 
group of four experienced clinicians 
using a 5-point rating scale, where 0 
represented normal, and 4 maximal 
deviation. The evaluation comprised 12 
different voice qualities. Of these, only 
those were used in the present study that 
met two criteria: a significant test-retest 
correlation, and a significant interjudge 
reliability (Kendall W). The qualities 
used here were: diplophonia, breathiness, 
roughness, aphonia, and voice breaks. In 
addition, vocal fry was also included, 
although it failed to show a significant 
test-retest correlation. 

Two different acoustical analyses were 
made. First, long-time—average spectra 
were calculated using the proceat'e 
described in [7]. This analysis was made 
of the whole recording, excluding pauses 
and voiceless segments of the speech 
signal. Based on this analysis, a rough 
measure of the tilt of the source spectrum 
was obtained by the ratio of energy in the 
frequency bands 0-1 and 1-5 kHz. In 
addition, the relative energy level in the 
frequency range 5-8 kHz was calculated; 
this measure is related to the presence or 
absence of noise in the voice [9]. Second, 
the relationship between non-harmonic to 
harmonic energy (NIS) was estimated 
using the procedure described in [8]. Due 
to the computational complexity of this 
procedure, this analysis only covered a 
single stressed vowel in the recording; its 
duration was in the range 100-150 ms. 
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Figure ]. Results of perceptual analysis. *** p<0.001; ** p<0.005. 

For both analyses, a 12-bit AID 
conversion was used. The sampling rate 
was 20 kHz for the long-time spectral 
analysis, and 10 kHz for the MS 
analysis. 

3. RESULTS 
The results of the perceptual analysis are 
shown in Figure 1. For all six voice 
qualities, there were significant 
differences between voice in the acute 
and the control conditions. All but one of 
the qualities showed a decrease from the 
acute to the control stage; the exception 
was vocal fry. 

While the perceptual analysis indicated 
that there were significant group 
differences between the acute and the 
control conditions, the results of the 
acoustic analysis showed non-significant 
group differences between the two 
conditions. The reason is that different 
voices showed different acoustic patterns 
of change between the acute and the 
control condition. This is illustrated in 
Figures 2 and 3. Here, the voices have 
been divided into two groups based on 
the pattern of change revealed by the 
long-time spectral analysis. Thus, the top 
part of Figure 2 shows 9 voices where the 
predominant change is a decrease in the 
relative energy between 5-8 kHz. The 
difference between conditions is 
significant, t(16) : 4.123, p<0.05. 

The lower part of Figure 2 shows the 
remaining 11 voices, where the major 
change is a decrease in the ratio of 
energy 0-1/1-5 kHz; also this change is 
significant, t(20) = 4.539, p<0.01. 
Similar results were found for the 
relationship between harmonic and non— 
harmonic components in the voice. The 
top and lower panels of Figure 3 plots the 
results of N/S for the acute and control 
conditions for two groups of voices. 
These groups correspond to the ones 
shown in the top and lower parts of 
Figure 2, respectively. As shown in the 
top panel of Figure 3, 8 voices in this 
group showed a decrease in the N/S from 
the acute to the control condition. The 
difference between conditions is 
significant, t(16) : 2.168, p<0.05. For the 
remaining 11 voices, the lower panel of 
Figure 3 shows an increase of NIS from 
the acute to the control conditions for 8 
of them; the difference is not significant, 
however. 

Pearson product-moment correlations 
were calculated between the acoustical 
measures and the perceptual ratings. 
Significant correlations were found 
between the rating of breathiness and the 
relative energy level between 5-8 kHz (r 
= .43, p<0.01), vocal fry and the relative 
energy level between 5-8 kHz (r = —0.38, 
p<0.05), and roughness and N/S (r = 0.5, 
p<0.01). The correlations between the 
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between the acute and control conditons. 

ratings of vocal fry and all acoustic 
measures were negative, although only 
one was statistically significant. 

4. DISCUSSION 
The results of the present study indicate 
that the perceptual ratings of the voices 
differed between the acute and control 
conditions. The acoustic analysis did not 
reveal any overall consistent findings. 
Rather, two patterns of change were 
identified. 

With the exception of vocal fry, all other 
perceptual qualities showed a decrease 
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Figure 3. Results of N/S analysis. 

from the acute to the control condition. 
The changes are most likely related to 
inflammatory changes in the laryngeal 
mucosa: edema and a decreased mucosal 
wave. Vocal fry is presumably a common 
characteristic of normal voices. 

The acoustic analyses suggest two 
patterns of change between conditions. In 
one of them, shown in the top panels of 
Figures 2 and 3, the relative energy 
between 5-8 kHz decreases as well as the 
amount of non-harmonic energy. These 
voices thus contain less noise in the 
control condition, presumably due to a 
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better glottal closure during phonation. 
The other group, shown in the bottom 
panels of Figures 2 and 3, shows a 
reduction in the measure of spectral tilt. 

Signifciant correlations were found 
between some acoustic and perceptual 
results. Breathiness was positively 
correlated with relative energy between 
5-8 kHz. This is reasonable, given that 
this acoustic measure is an indicator of 
noise. Vocal fry was negatively 
correlated with relative energy between 
5—8 kHz. Again, this is reasonable given 
that voices characterized by vocal fry can 
be assumed to contain less noise. 
Roughness was positively correlated with 
NIS. Roughness is most likely related to 
both the amount of noise and to 
perturbations in time and amplitude. 
Interestingly, the N/S measure is sensitve 
to both these aspects of the voice source. 
That is, a high degree of perturbations 
will increase the value of N/S. 

We should note, furthermore, that the 
acoustic measures we have applied are 
related to the frequency domain. The 
perceptual qualities of voice breaks, 
aphonia, and diplophonia are most likely 
related to temporal properties of the 
voice source. Hence, we should not 
expect them to be highly correlated with 
the present set of acoustic measures. In 
addition, the psychOphysics of voice 
evaluation is far from understood, given 
the complexity of the signal. 

Some studies have shown quite 
significant correlations between acoustic 
measurements and perceputal ratings [3, 
4. 5, 6]. However, the highest 
correlations are usually found between 
acoustic measurements and perceptual 
”supercategories”, based on factor 
analysis or composite measures. When 
simple perceptual qualities are used, as in 
the present study, correlations tend to be 
reduced. 
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ABSTRACT 
A description is given of the speech 
motor (articulatory) development in 3 
cleft palate and 2 normal born infants in 
the first two years of life. The impact of 
an articulatory impairment of the child 
speech upon the verbal reactions by the 
mother is also discussed. 

1. INTRODUCTION 
In the research project 'The Influence of 
art Oral Plate upon Speech Development 
and Interaction in the First Years of Life 
of Cleft Palate (CP) Babies' 12 infants 
with a complete or isolated cleft palate 
and 6 normal born babies were studied 
monthly while interacting with their 
mothers in a naturalistic, free play 
situation. Their communicative develop— 
ment (from 0;2-2;0 years of age) was 
registrated by video recordings of 20 mi— 
nutes each. Besides that, a larger group 
of 40 2;0 toddlers (30 CP and 10 normal 
bornes, including the longitudinal group) 
was recorded once [1]. lt turned out that, 
within this 2 year old group, the CP 
children without an oral plate (17) uttered 
less meaningful words, had a less high 
M.L.U.(L.) (i.e. mean length of 
(longest) utterance(s), as measured in 
morphemes), and were less advanced in 
the use of specific phonological pro- 
cesses than the CP children with an oral 
plate (13). In comparison with their 
normal peers, the CP children es— 
tablished far less phonetic, phonological, 
and syntactic abilities. Looking a t  
interaction, the mothers of the normal 
born children facilitated the learning 
process concerning the articulatory 
proficiency far more by verbal modelling 
and imitations than the mothers in the CP 
group. However, the normal born 
children imrtated less than the CP group 
of children. In  our  Opinion, 'under- 
standibility' of the child endeavoured the 

speech learning process in the child. In 
the present study the question was raised 
whether the quality of articulatory 
development, in terms of speech motor 
milestones and certain distinctive 
features, had an impact upon the point 
of time that the so-called word border 
(10 or more varied words within the five 
minutes speech sample) was reached; as 
well upon specific strategies in  the 
mother to reinforce specific articulations 
of the child by imitating or other verbal 
reaction upon child speech. 

2. PROCEDURES 
2.1. Subjects 
The speech of 5 children (3 CP and 2 
normal born infants) in interaction with 
the mother has been studied so far. 
2 . 2 .  Transcription 
From each twenty minutes speech 
registration those five minutes in which 
the child produced most utterances, 
were selected. The speech of mother and 
child was transcribed according to 
specific codes [1]. In that system the 
infant speech productions are seen as an 
oral physiological development with 
specific stages and milestones. These go 
first from laryngeal to single articulatory 
speech movements and from babbling to 
the first words. In the case of articulatory 
movements, the speech output was 
transcribed in terms of [ +I— anterior, +/- 
plosive and +I -  fricative]. As 
'meaningful' word we considered first 
and all those articulatory strings on 
which the mother responded by imitating 
or giving an associated verbal response; 
furtherrnore when the trained transcri- 
bents heard a word, either based upon 
their knowledge of Cleft Palate speech or 
interpreted from the video picture. 
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3. RESULTS 
3 .1 .  Speech motor aspects 
Looking at the overall picture of speech 
movements in development over the 
whole period of two years, the CP 
children differ remarkably from the 
normal ones (see Table 1.) They produce 
far more laryngeal than articulatory 
movements. The expression of words 
did not seem to be related to the amount 
of articulatory productions in the first 
two years of age. 

Table I .  Overview in percentages (%) of 
laryngeal (la) and all articulatory sounds (ar) 
including babbling as well as words (w) and 
imitations (i) within the first two years of life of 
3 CP (+Cl) and 2 normal born (-Cl) children 
(Ch). 

Ch 1 2 3 4 5 
Cl +'  + + - - 

60 53 56 25 28 
12 42 16 19 39 
20 1 19 44 23 
8 4 9 12 10 

"
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3.2. Articulatory aspects 
As shown in Table 2. the CP children 
have less anterior and more posterior 
single articulations. Conceming babbling 
there is variation in general. 

Table. 2. Overview in % of single articulatory 
(a) and babbling (b) Speech movements (anterior, 
posterior and varied), as well as words (w), in 3 
CP (Cl) and 2 normal children (Ch) measured in 
the period of 0:2 until 2:0 years of age. 

_(31 1 2 3 4 5 
Cl + + + - — 

a 43 50 41 73 68 
ap 57 50 59 27 32 

ba 44 41 35 58 53 
bp 15 14 41 18 20 
bv 41 14 41 24 27 
w 20 l I9  44 23 

la  Table 3. all the single articulation 
movements (tokens). also in bubbling. 
\\ ere counted and categorized in types as 
“el l  as specific features. We focused 
upon the anterior articulations. especially 

the plosives and fricatives. The normal 
born children produced not only more 
articulatory movements in general, they 
produced also a larger variation in 
articulation types, compared with the 
articulatory production of the CP child 
analyzed so far (Table 3.). The normal 
born children produced more anterior 
articulations in absolute frequency as 
well as percentages than in one of the 
CP children, analyzed so far.The speech 
sounds with the features [+anterior, 
+fricative or +plosive], have a high 
frequency in Dutch and should have - in 
our  opinion - an impact upon the 
expression of the first words, the point 
of time in which the word border is 
reached (see also Table 5.) 

Table 3. Overview of the total amount of 
articulations (Na), the number of different 
articulation types (Nat), anterior plosives (Nap) 
as well as fricatives (Naf), plus the ratio of 
anterior plosives and fricatives with other 
articulations (%) in 1 CP (Cl) and 2 normal 
children (Ch) (from week 10-77). 

Ch 3 4 5 
Cl + - - 

N a 136 591 1054 
N at 14 38 40 
N ap 2 193 453 
N af 3 14 2 
% ant. 2 35 43 

articul. 

Looking at the interaction between 
mother and child, we wondered how the 
mother would strengthen the correct 
articulations by verbal reinforcement of 
child articulations (Table 4.), which 
strategy she would use. At  this moment 
only the material of the two normal born 

.children has been analyzed. 

Table 4. Overview of maternal reinforcement of 
child articulations in absolute frequency. total 
amount  of reinforced articulations (Na) and 
percentages (%): the number of verbally 
modelled articulation types (Nat). anterior 
plosives (Nap) as well as frica—tives (Naf). the 
ratio of anterior plosives and fricatives with 
other child articulations (%) in the matcrnal 
speech material of ?. normal children (Ch) (from 
week 10-77). 
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Mothers of 4 5 
normal born 
children no. 

N ra 174 142 
% ra 29 13 

N rat 21 22 
% rat 55 55 

N ap 71 78 
N af 5 2 
% ant art. 44 56 

Both mothers differend in amount in 
percentages in which they reacted upon 
the child articulations. They showed 
however the same tendency in their 
reactions upon articulation types: they 
reacted only upon child speech material 
with those articulation types which are 
most standard in the Dutch phoneme 
system. It was a remarkable fact that a 
high percentage of anterior plosives and 
fn'catives were reinforced and therewith 
strengthed by the mothers. It looked as if 
they selected very carefully from all 
articulatory strings they heard out off the 
mouth of their child, those articulations 
which are most important for later word 
usage. They facilitated therewith the 
phonetic and phonological learning 
process. 
In that sense the CP child with a less 
amount of articulations and less varied 
articulatory ability is not just at risk for 
speech and languague problems due to 
its oral physical inability to produce 
sufficient anterior plosives and fricatives, 
butndue to matemal speech interaction as 
we . 
Remarkable differences between the 3 
CP and 2 normal children were also 
found in onset of the vocabulary spurt, 
after the point of time of reached word 
border. The 3 CP children can be 
considered as delayed. (see Table 5.). 

Table 5. Overview of the point in time in weeks 
(w), on which the word border is reached in 3 
CP and 2 normal born children. One child (2) 
had not reached this border yet at the age of 2;0 
years. 

Ch 1 2 3 4 5 

week 74 80 53 55 

4.0 Conclusion 
In comparison with normal born 
children, the cleft lip and palate children 
can be considered to be at risk for speech 
disturbances. The laryngeal expressions 
were more dominantly present than 
single articulation movements in the forst 
two years of life. The anterior articu— 
lations were less present than the 
posterior ones in de CP group. The 
mothers of the two normal born children 
gave consistently verbal feedback 
concerning those articulation types the 
child uttered which belonged to the 
Dutch phonological system. They had 
high percentages of ar t iculatory 
reinforcement of anterior plosives and 
fricatives as well. Such effects had - in 
our opinion- an impact upon the point of 
time in weeks in which the word border 
was reached. The three CP children were 
far more delayed than the two normal 
born ones. This is of clinical importance, 
implying that speech rehabilitation 
should start already in the first year of 
life of cleft palate babies. 

5.0. Literature 
[1] KOOPMANS-VAN BEINUM, F.J., 
JANSONIUS-SCHULTHEISS, K. & 
VAN DER STELT, J.M. (1990), The 
Influence of an Oral Plate upon the 
Speech Development and Interaction in 
the First Years of Life of Cleft Palate 
Babies, IFA-report 110, Institute for 
Phonetic Sciences, University of 
Amsterdam, (in Dutch). 
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ABSTRACT 
31 controls and 23 Speakers with severe to 
total acquired hearing losses were recorded 
reading a set passage and describing a day 
in their life. Samples were digitised using 
1/3 octave filters. Their output was passed 
to programs which characterised the signal 
statistically. Control and deafened speakers 
showed a range of significant differences. 
Deafened speakers' average spectra showed 
an overall upward shift, plus over- 
concentration of energy and more 
particularly change around 1-2 kHz. Their 
F0 showed an upward shift and increased 
spread, plus sex-dependent changes in tune 
shape, and their reading showed fewer 
srretches where FO inflected more than 
once. Their speech amplitude showed 
higher variance than controls'. Rises in 
amplitude were too protracted, and falls too 
large. 

1. INTRODUCTION 
This paper is concerned with the 

speech of deafened pe0ple, i.e. people with 
postlingually acquired hearing losses. 

It is controversial whether acquired 
deafness leads to speech deterioration. 
Gœhl and Kaufman [2] argued with some 
justification that studies which claimed to 
show speech deterioration were 
inconclusive for various reasons, including 
subjectivity of measures, small samPle size, 
and lack of adequate controls. We report 
research which meets those points. It uses 
totally objeCtive measures, and it compares 
speech from a substantial sample of 
deafened people with speech from a similar 
number of controls. 

The approach was prompted by 
looking at spectrograms of deafened 
speech. It is often visually obvious that 
these are abnormal, but hard to pinpoint the 
problem in terms of local phonetic features. 

This led us to develop methods which 
focus on gross statistical attributes of the 
speech signal. That approach allows us to 
demonstrate undeniable differences 
between deafened speakers and controls. 
Other aspects of our work follow up and 
provide more detailed, linguistically 
oriented descriptions. 

2. METHOD 
The sample consisted of 54 subjects, 

23 controls and 31 deafened.The deafened 
subjects almost all had losses over 80dB in 
the worse ear, so that the picture was not 
confused by the less severely affected 
speech of Speakers with milder losses. 
Subjects were tape-recorded reading a short 
passage, and describing a day in their lives. 
This gave a range of styles from formal 
reading to a more spontaneous style. 

Analysis used an ARIEL spectrum 
analyser housed in an IBM PC. It contains 
31 filters with centre frequencies running 
from 20Hz to 16kHz in 1/3 octave steps, 
and a 32nd filter for the amplitude of the 
signal. A signal capture program sampled 
the output of these filters at 40ms intervals, 
and stored the results in files. Gain control 
was adjusted so as to use the full output 
range of the filters. Amplitude measures are 
relative to the peak amplitude in a passage 
(which was set to 100). Hence the analysis 
cann0t address problems with absolute 
volume. But though these certainly do 
occur, they were not salient in our speech 
sample. 

The analysis program takes files from 
the first as its input. The analysis can be 
thought of as involving three phases. The 
first extends the description of the signal. 
The second obtains graphs which 
summarise some aspect of a signal. The 
third extracts a range of Statistical 
parameters which are associated with each 
graph. 
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The first phase provided four 
descriptions of the signal. These were the 
basic spectrum obtained by the filter bank, 
the trace of amplitude provided by the 32nd 
filter, and a trace of fundamental frequency. 
The filters are not an ideal basis for 
extracting fundamental frequency, but we 
deve10ped a reasonably robust algorithm. 
Its output was always checked, and we 
rejected passages where we were not 
confident of its output. The fourth 
description we call a sharpened spectrum. It 
measures the salience of each point in the 
spectrum relative to the points immediately 
above and below it. The value at each point 
is the value of the corresponding point in 
the basic spectrum minus a proportion of 
the values just above and below it. 

Most of the graphs generated in the 
second phase are histograms. Amplitude 
and F0 contours were also used to generate 
scattergrams, mainly by plotting each point 
against its predecessor. This kind of 
treatment has interesting properties, but it 
led to few significant results here and so it 
will not be reported. 

In the largest block of histograms 
each column is associated with one of the 
frequency channels in the spectrum 
analyser. The simplest of these show the 
average level at each frequency in the basic 
spectrum and the sharpened spectrum, and 
the peak level at each freqency. More 
complex descriptions deal with change in 
the spectrum. 

One set of histograms deals with 
sample-to—sample change. For each channel 
we obtain a measure which is the average 
(root mean square) of the differences 
between each value in the channel and its 
predecessor. This is done for both the basic 
and the sharpened spectrum, giving two 
more derived histograms. 

A parallel set of histograms is derived 
from a measure which we call peak-to-peak 
change. Roughly speaking, it deals with 
change between successive syllable centres, 
whereas the sample-to—sample measure is 
dominated by change within syllables. The 
peak-to—peak measure only uses samples 
where overall amplitude is at a maximum. 
At each maximum, the value associated 
with each channel is compared with the 
value associated with the same channel at 
the last maximum. The differences between 
them are used to construct a family of 
histograms analogous to the histograms for 
sample-to—sample change. 

From these descriptions another set 
follow. They involve the ratios of different 

measures in corresponding channels. For 
instance it  is sensible to consider 
change/average energy: high rates of 
change in a channel with low average 
energy mean something different from 
similar rates in a channel where the signal is 
generally strong. 

Histograms of a different kind were 
used to summarise the amplitude and F0 
traces. Both were again considered on two 
levels, one based on point by point 
description and the other based on the 
identification of higher order structure in 
the trace. 

For amplitude, the point by point 
treatment generated two histograms. In 
one, each column showed the number of 
observations at a particular amplitude. In 
the other, it showed the number of 
observations which differed from their 
predecessor by a particular amount (using 
signed, not absolute differences). Higher 
order structure was found by picking 
maxima and minima in the contour, and 
looking at the properties of segments which 
ran from a maximum to the next minimum 
or vice versa. Histograms were formed 
specifying the distributions of amplitudes at 
all inflections, at maxima, and at minima; 
the distribution of rises in amplitude 
between points of inflection and the 
distribution of falls in amplitude between all 
points of inflection; the distribution of the 
durations of rises in amplitude between 
points of inflection; and the distribution of 
the durau'ons of falls in amplitude between 
all points of inflection. 

For F0, the point by point treatment 
generated one histogram, showing the 
number of observations at a particular 
amplitude. Higher order structure involved 
two types of limit. The contour was divided 
into continuous stretches, bounded by 
intervals where F0 was absent. Maxima 
and minima were then marked on each 
stretch. Stretches were then assigned to one 
of six types: rises, rise/falls, levels, fall- 
rises, falls, and compound stretches. The 
lasr type contains stretches with more than 
one inflection. One histogram showed the 
distribution of these types. A second 
showed the distribution of stretch 
durations. A third set out the distribution of 
pitch changes in segments (ie. the interval 
from the highest point in each segment to 
the lowest ). 

In the third phase statistical 
parameters were derived from each 
histogram. To summarise the central 
tendency and spread of each histogram we 
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calculated its mean, variance, and quartile 
points. Histograms whose x axis was 
frequency were also described in another 
way, by summing the values associated 
with four frequency bands. These were 
chosen to span the usual range of F0, F1, 
F2, and frication respectively, using values 
cited by Baken [1] to set boundaries (which 
were slightly different for males and 
females). . 

3. RESULTS 
lnferential statistics were applied to 

the measures provided by the third phase to 
establish where deafened and control 
speakers differed systematically. Unless 
otherwise stated all effects reported here 
emerged as significant effects or interations 
from analyses of variance with two 
between variables, sex and hearing level 
(control or deafened); and one within 
variable, passage. 
3.1 Spectral Abnormalities. Overall, 
the mean of the spectrum is shifted 
upwards by about 1/3 octave in the 
deafened speakers. The deafened also show 
too much overall change in the spectrum. 
This is true on any measure of change. 
More specifically, the deafened show an 
abnormal concentration of change in the 
centre of the spectrum. This is shown by 
the significantly lower variances associated 
with most of the distributions of change 
across the spectrum. 

The measures which use formant 
related frequency bands provide more 
detail. 

The F2 band is anomalous on almost 
any measure. Among the deafened speakers 
the average energy there is too high, change 
there is too great on any criterion, and 
energy is too sharply peaked at any given 
instant. The effect is particularly marked 
among females in the reading passage. 

In the F1 region, the problem is more 
restricted. The deafened show excessive 
rates of change. High change in this region 
is also consisœntly associated with the 
reading passage and with males. 

There is a related problem in the F0 
region, but once again it is more restricted. 
With one measure of change, the peak-to 
peak measure, the deafened show 
significantly raised change relative to the 
absolute energy in the region. The measure 
is also affected by style. ln the controls, 
change is higher relative to energy in free 
speech than it is in reading. That effect is 
much less marked in the deaf. 

At the Other end of the spectrum, the 
fricative region shows no effect of hearing 
on any simple measure we used. However 
the deafened show a high ratio of average 
to peak energy in the region - that is to say 
the energy in that region is spread too 
evenly across time. That is the opposite of 
the kind of effect that occurred in the F0 
band, at the other end of the spectrum. 
3.2 The F0 contour. This topic is 
complicated by problems in extraction. 
Initially we believed that F0 was showing 
no large scale abnormalities, but a different 
picture has emerged from reanalysis using 
measures which are insensitive to the 
shortcomings of our F0 extraction. 

The median was taken as the most 
robust index of each subject's central pitch. 
The table below summarises average values 
of the medians. Both sex and hearing have 
significant effects. 

Table 1: Averages of subjects’ median 
pitch. 

hearing deafened 
females 185.6Hz 199.7Hz 
males 119.7l-lz 134.8Hz 

As a robust measure of pitch range we took 
the distance between the lowest observation 
and the point below which 75% of the 
observations lay. There is a relatively 
consistent pattern of increased range among 
the deafened, and this is mirrored in an 
analysis of variance which shows a 
marginal effect of hearing ( 0.l>p> 0.05). 

The other abnormalities in  F0 
involved high order structure. The controls 
show a marked increase in compound 
features in the reading passages — that is, 
there are more stretches where F0 continues 
unbroken through more than one inflection. 
This pattern is greatly reduced in the 
deafened. The natural inference is that they 
fail to make a style shift towards rather 
elaborate phrases in reading. 

A separate effect emerges from 
grouping simpler features into those which 
end with a fall and those which end with a 
rise. (Levels are ignored). A significant 
interaction is found between hearing. sex, 
and feature type. Deafened males use 
features which end in a rise much less than 
any other group do, and features which end 
in a fall much more. It is tempting to link 
this to the concept of declination as a 
universal of intonation. However deafened 
females show too many of both categories. 
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3.3 Amplitude. The average variance of 
amplitude was too high in the deaf, 
particularly in the reading passage. Table 2 
shows how variance differs between the 
two groups. 

Table 2: variance of amplitude as a funcfion 
of hearing and passage. 

read Spontaneous 
controls 67 71 
deaf 86 79 

High variance means that the 
deafened spent too little of their time at 
amplitudes which were near their average. 
Statistics concerned with maxima and 
minima augment the picture of how this 
happened. 

One way of spending too much time 
far from the average is to oscillate between 
extremes. If the deafened did that, then 
mean amplitude at maxima should be too 
great and the mean amplitude at minima too 
low. In fact there was no significant effect 
of hearing on mean amplitude at either 
maxima minima. Conversely both variance 
of amplitude at maxima and variance of 
amplitude at minima were too great in the 
deafened. Again, we would expect the 
opposite if the deafened were simply 
oscillating between loud and silent. 

More detail comes from the properties 
of the segments between maxima and 
minima. Overall, the variance of change per 
segment was too high among the deafened. 
However that measure combines rises and 
falls, and they behaved rather differently. 
There were no significant abnormalities in 
the behaviour of amplitude change per rise, 
but both the mean duration of rises and the 
variance of rise duration were too high 
among the deaf. This is to say that rises 
tended to be big enough, but drawn out too 
long. Conversely, both the mean amplitude 
change per fall and its variance tended to be 
too high among the deafened, whereas the 
duration of falls showed similar means and 
variances for borh groups. This suggests 
that the deafened tended to make drops in 
amplitude which were too big, though they 
lasted about the right time. 

Combining these observations, only 
one obvious explanation for the general 
high variance of amplitude remains. It is 
that deafened speakers protract relatively 
extreme events (vowels at one extreme, 
pauses at  the other) for too long. 
Subjectively this seems true, but it needs 
direct confirmation. 

3.4 Style shift. We have mentioned 
some effects which relate to style shift 
already. Choosing the right register is an 
important part of speech, and a speaker 
who cannot do so has a non-trivial 
problem. There are consistent indications 
that deafened people have that kind of 
difficulty, but we will only mention a few. 

Among the controls, the variance of 
amplitude was lower in the reading 
passage. The deaf reversed that trend, 
showing slightly more variance in the 
reading. The controls showed a lower mean 
change per rise in the reading passage: that 
effect was minimal in the deafened. We 
also found style effects in correlations 
measuring the relationship between change 
in one segment and change in the next. 
Among the controls, these correlations 
were stronger in the reading passage, than 
in free Speech - i.e. volume became less 
like a sequence of rises followed by similar 
sized falls. In the deafened, we found the 
opposite pattern. 

4. DISCUSSION 
There is promise in the technique of 

using a battery of statistical descriptors to 
characrerise speech as a distribution of 
energy, and we are applying it to Other 
domains. In this domain, it makes clear the 
existence of quite gross abnormalities in 
deafened speech. It also establishes that 
deafened speech shows strong common 
trends: it does not just drift unpredictably 
and idiosyncratically. This is not 
universally expected. 

The trends which we have reported 
provide a focus for closer study. Since the 
concentration of energy around 1—2kHz 
emerges as a strong trend, looking at 
possible explanations should be a high 
priority, as should looking at explanations 
of the high variance of amplitude. The 
existence of problems with style shift has 
clear methodological implications, and 
since it  presumably involves central 
control, raises theoretical issues. We are 
following through such quesrions in more 
detailed studies. 
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ABSTRACT 
Jitter is defined as the fluctuations from 
one glottis cycle to the next of the 
duration of the fundamental period in 
voiced speech sounds. We propose to 
study jitter from a time series point of 
vrew. Results obtained in a framework 
of an experiment on sustained vowels 
show that in a majority of cases adjacent 
period durations are strongly correlated 
and that the relationships between 
neighbouring periods are not the 
outcome of systematic long-term 
melodic variations. 

]. INTRODUCTION 
_ In this article we study jitter from a 

nme series point of view. By jitter one 
understands the fluctuations from one 
cycle to the next in the duration of the 
fundamental period in voiced speech 
sounds. 

. Jitter has been studied for some 
thtrty years (e.g. [4], [3], [8]). 
Conventionally, the amount of jitter 
during sustained phonation, for 
instance, is estimated by measuring 
successive glottal cycle durations and by 
computing a suitable dispersion measure 
o_ver an analysis interval of, typically, 
ftfty periods. Frequently, the 
differences between individual periods 
and a local average are taken into 
account instead of the differences 
between nearest neighbours. The 
purpose of the running average is to 
remove the effects of any long—term 
trend on the durations of individual 
cycles. Trends are believed to be the 
consequence of melodic variations, i.e. ' 
a prosodic phenomenon under volitional 
control. 

There are two hidden assumptions 
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in the approach described. Both are 
unwarranted. 
1) The first assumption is that, once any 
trend has been removed, the differences 
between adjacent periods are statistically 
independent. Indeed, it is under this 
hypothesis alone that a dispersion 
measure is a sufficient descriptor of 
jitter. In other words, neglecting the 
time series aspect of a sequence of cycle 
durations is only without consequence 
when periods are interchangeable. 
2) The second assumption is related to the first. It consist of supposing that any 
systematic relationship between 
nerghbourin g periods can be effectively 
removed by smoothing and that, 
moreover, what is so removed is  not 
worth taking into account since it is 
Simply the consequence of melodic 
variations. 

Both hypotheses can be drOpped 
when the sequence of glottal cycle 
durations is examined from a statistical 
time series point of view. Preliminary 
results we obtained thus show that the 
assumptions laid out above are indeed 
unjustified. Differences between neigh- 
bouring periods are not statistically 
independent since random short term 
fluctuations appear to be superimposed 
on stochastic mean-term perturbations. 
These do not seem to be the conse- 
quence of a smoothly evolving melodie 
curve. These observations hold for a 
great majority of our speakers. Most of 
them show a positive correlation 
between the durations of adjacent 
periods. This means that longer than 
average durations tend to be followed 
by longer cycles and that, vice versa, 
shorter than average durations tend to be 
followed by shorter cycles. 

2. SUBJECTS AND METHODS 
Twenty five adult speakers served 

as subjects for this preliminary study 
(eight healthy males, five healthy 
females, five dysphonic males and 
seven dysphonic females). They were 
told to sustain three vowels ([a], [i], and 
[u]). at a comfortable pitch and loudness 
level, as long and as steadily as they 
could. 

The signals were recorded in a 
sound-proofed room. The microphone 
was placed approximately 5 cms from 
the lips. 'Ihe laryngograph (or EGG for 
electroglottograph) signal, which varies 
proportionally to laryngeal conductance, 
was recorded simultaneously. The 
signals were digitized by a two channel 
SONY PCM audio processor and 
recorded ou video tape. A central one— 
second portion of the signal of each 
vowel was redigitized at a 20 kHz 
sampling frequency with 12 bit 
resolution and stored for further 
processing in two files (EGG — and 
acousric signal) on the hard disk of a 
Masscomp 5050 computer. 

The algorithm that we designed to 
measure the duration of individual 
glottis cycles made use of oversamplin g 
to obtain high resolution in time. The 
measurements were made in two steps : 
- Firstly, a gross detection of the 
important events in the original signals 
was carried out, i.e. (i) the peaks in  the 
first derivative of the EGG signal, 
which were assumed to mark the instant 
of glottal closure, and (ii) the zero 
crossings in the filtered acoustic signal. 
- Secondly, a portion of the signal 
centred on the main events was 
oversampled eight times and low-pass 
filtered; the period markers were then 
detected with improved accuracy, 
leading to a theoretical resolution in time 
of 6.25 tts. A statisrical test was used 
to check oversampling reliability [2]. 

The algorithm was applied 
simultaneously to both the EGG and the 
acoustic signals. Tests carried out so far 
have shown that the algorithm performs 
satisfactorily: the comparison of the 
period values measured shows that both 
signals agree on most of the fine detail 
of the period—to—period fluctuations [7]. 

The algorithm also provides 
possibilities for graphical visualization 
(series of the period values, trend, diffe— 
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rences between instantaneous period 
values and running average, statistical 
distributions, etc...), and a battery of 
statistical tests. So far we have imple- 
mented five different tests (four out of 
five verify the statistical independence 
of consecutive period fluctuations, i.e. 
our null hypothesis) : 
1) The comparison to a gaussian 
distribution of the distribution of the 
microfluctuations. 
2) The run test for randomness. 
3) The comparison of the statistical 
distributions of adjacent local 
deviations. 
4) The Pearson's moment product 
correlation coefficient of adjacent period 
durations. 
5) The rank correlation coefficient of 
adjacent period durations. 

3. RESULTS AND DISCUSSION 
We have summarized in table 1 the 

results of serial correlation tests carried 
out on period sequences obtained from 
male and female speakers. They show 
that a great majority of vowel signals 
give rise to a positive correlation 
between adjacent period durations. 
Typical period sequences are shown in 
Figure 1. Figure l a  displays the period 
time series of five male and Figure l b  
the time series of five female speakers. 
The first sequence in figure l b  presents 
a case of a negative correlation between 
neighbouring periods; all the other 
sequences present positive correlations. 

The mechanisms underlying the 
production of jitter are not yet fully 
understood. Neurological and cardiac 
mechanisms, which have been shown to 
contribute to jitter [1],  [5], would lead 
us to expect perturbations of the 
fundamental period straddlin g several 
cycles. Indeed, in an enumeration of 
possible candidate mechanisms, Pinto 
and Titze [6] distinguish between short- 
term and long—term contributors. 
Among the former they include the 
irregular distribution of mucus on the 
vocal folds, asymmetries in vocal fold 
geometry, turbulence, and the coupling 
between the glottis and the vocal tract. 
They count the neurological factors 
among the long-term aspects. What this 
list suggests is the existence of two time 
scales on the level of which independent 
factors are active. This point of view is 



not contradicted by our preliminary 
findings. 

On the other hand it cannot be 
excluded that statistical models can be 
shown to exist which describe the cycle 
duration time series purely in terms of a 

deterministic component driven by a 
purely random signal. The need to 
distinguish between short-term and 
long-term perturbations could thus be 
obviated. 

Table l 
Results of the Pearson's moment product and the rank correlation test for healthy and 
dysphonic speakers. Displayed are the number of signals showing positive correlation, 
no correlation or negative correlation between adjacent period durations. 

Fig. l a  

l m s  

Speech signal EGG signal 

Pearson Rank Pearson Rank 
+ 0 - + 0 + 0 - + 0 - 

Ta] 
Healthy sp. (13) 10 1 2 12 0 l 10 1 2 11 l 1 
Dysphonic sp. (12) 9 2 1 11 0 l 9 0 3 11 1 0 
TOTAL (25) 1 9  3 3 2 3  0 2 1 9  1 S 2 2  2 1 
[ i ]  1 1 1 1 1 1 1 I 
Healthy Sp. (13) 5 3 5 13 0 0 5 3 5 13 0 0 0 20 40 60 00 100 120 140 160 100 
Dysphonic Sp. (12) 9 1 2 11 1 0 10 1 1 12 0 0 period number 
TOTAL (25) 1 4  4 7 2 4  l 0 1 5  4 6 2 5  0 0 
u . 

Healthy sp. (13) 11 2 o 13 0 o 11 2 o 13 0 o F'g' “’ 
Dysphonic sp. (12) 8 1 3 10 l 1 10 0 2 12 0 0 
TOTAL (25) 1 9  3 3 2 3  1 1 2 1  2 2 2 5  0 0 1 ms 
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ABSTRACT 
The preliminary hypothesis of this pa— 
per is that there should exist a close 
interaction between speech perception 
performance and reading ability which 
might result in the predictability of 
future reading acquisition. A tracking 
experiment has been carried out to 
support this assumption. Two classes 
of first—graders were examined by the 
GMP test-package. Data concerning 
their speech perception level were com- 
pared to their reading performance. 
Both the interaction between speech 
perception and reading, and the pre- 
dictability of reading acquisition were 
confirmed. 

l.  INTRODUCTION 
During the past few years an increasing 
number of children have been judged 
“dyslexics” because of their reading 
and writing difficulties, in Hungary as 
well as in many other countries all over 
the world. Experts of the problem of 
reading and dyslexia claim that any 
component of the language faculty - 
i.e. any of the several autonomous sub- 
systems: phonology, syntax, or seman- 
tics — and the processing system, as 
well as the working memories might be 
the source(s) of reading difficulties [5]. 
As a conclusion, it has been suggested 
that all deficits clearly tend to co-occur 
(though not necessarily all), however, 
poor performance in terms of speech 
perception and understanding can al— 

ways be found with poor readers. Pho- 
netic speech perception deficits were 
found with American dyslexic children 
who had problems in the identification 
of places of articulation of stops and the 
quality of vowels. The authors’ conclu- 
sion is that the deficiency is, in fact, 
not auditory, but a perceptual prob— 
lem suggesting genetic transmission [4]. 
Cerebral dominance seems also to be a 
factor contributing to correct linguis- 
tic operations. It is likely that mixed 
handers might have deviations also in 
their language processing with regard 
to that of clearly right or left handers. 
The difference between right or left vs. 
the mixed handers is that the latters’ 
two hemispheres are equally involved in 
linguistic behaviour. On the basis of the 
assumed close interaction between the 
speech perception/understanding pro- 
cess and reading ability, our hypothe- 
sis is that reading performance is pre- 
dictable. 
2. PROCEDURE 
At the Phonetics Laboratory in Bu- 
dapest a special test-package (GMP) 
has been set up in order to detect chil- 
dren’s ability for actual reading and 
for future reading acquisition [2]. In 
compiling the test-package, efforts have 
also been made to obtain information 
on the operations of each hypothetical 
level of the speech perception process 
quasi—separately, i.e. to detect which (if 
any) of the decisions the understanding 
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mechanism has to perfom are mistaken 
or incorrect. 

The GMP test—package consists 
of 14 subtests; their naturally an— 
nounced and artificially generated syn- 
thesized speech material varies from 
isolated words through sentences up 
to a longer text. These Speech mate- 
rials have been manipulated by vari- 
ous methods (such as masking by white 
noise, speeding up, and frequency fil- 
tration). Some of the listening tests 
have been administered to the subjects 
through headphones, others through a 
loudspeaker in a silent room. The sub- 
tests measure both peripheral and cen— 
tral hearing, acoustic, phonetic, phono- 
logical levels of speech perception, vi- 
sual and verbal short-term memory 
performance, lip-reading ability, hand- 
edness, directions, repetition ability of 
speech rhythm, word-completion skill, 
and text—comprehension. 

500 normal hearing children (ages 
between 3 and 8) have been examined 
with the test—package in order to de- 
fine age-specific values for normal per- 
formance. Figure 1 shows the develop- 
mental results of the GMP subtests. 
The examination with the GMP test- 
package takes about 30 minutes, both 
the (kindergarten/ school) teachers and 
the speech therapists can use it eas- 
ily. 150 children sufi'ering from read— 
ing difiiculties were also examined by 
means of the GMP. On the basis of 
the results the reason(s) of their read- 
ing difficulties could be detected on 
the one hand, and a corrective therapy 
could be proposed on the other. The 
re—examinations confirmed that the di- 
agnosis was correct. 

3. RESULTS 
A tracking experiment has been car- 
ried out to support the predictability of 
somebody being a poor reader. 37 first— 
graders (21 girls and 16 boys) partic— 
ipated in this experiment who learned 

Figure 1 . 
Performance of children 

in the same school but in two sepa- 
rate classes. (Their sociological back- 
ground was very similar.) The children 
have been examined by the GMP test— 
package at the beginning of their first 
school-year and they have been reex- 
amined after 4 months. During this 
time they were taught by the same 
teaching method, books etc. (Efforts 
have been made to choose similar per- 
sonalities as their teachers.) By the end 
of this 4-month period the children had 
to know all Hungarian letters (both in 
reading and writing) and had to be able 
to read simple sentences correctly. At 
the end of this period, the same Read- 
ing Assesment Test (RAT) has been 
carried out with the children in order 
to check their reading level. There was 
no significant difference in the GMP re— 
sults of the two classes at the first ex- 
amination (Table 1) while there were 
highly significant differences among the 
children (p<0.01). 

15 children (7 from Class A and 
8 from Class B) have been found pro— 
nouncing metatheses while repeating 
the meaningless sound sequences, and 
18 children (8 from Class A and 10 
from Class B) sufi'ering from direc- 
tion disturbances. Left-ear—advantage 
was found with two children. There 
were 11 children (5 from Class A and 

359  



6 from Class B) who had bothprob— 
lems: metatheses and disturbed direc- 
tions. 4 children could not correctly re- 
peat rhythmic sentences. 5 boys and 
3 girls of the total 37 had articula- 
tion problems (generally mispronuncia— 
tion of sibilants). The majority of chil- 
dren were right-handers: 21 of the two 

Table 1 
Results of Speech perception/ 
comprehension examinations 

GMP—subtests Children’s perform. 
Class A 

(examinations) lst 2nd 
lip-reading 40% 50% 
word-completion 3.8 4.5 
visual memory 5.6 5.6 
verbal memory 4.7 4.7 
nonsense words 84.1% 95% 
Speeded-up sent.s 71.2% 90% 
noisy sent.s 88.2% 100% 
noisy words 88.8% 100% 
filtered sent.s 100% _ 100% 
natural sent.s 100% 100%- 
text-compr. 60% 80% 
Average 79% 893% 
GMP—subtests Children’s perform. 

Class B 
(examinations) lst 2nd 
lip—reading 28% 30% 
word—completion 3.6 4.0 
visual memory 5.6 5.6 
verbal memory 4.5 4.5 
nonsense words ' 86% 90% 
speeded—up sent.s 65.3% 70% 
noisy sent.s 86.5% _ 90% 
noisy words 83.4% 90% 
filtered sent.s 100% 100% 
natural sent.s ' 100% 100% 
text-compr. 53.5% 70% 
Average 75.3% 80% 
classes, while 8 (5 from Class A and 3 
from Class B) were left-handers and an— 
other 8 children had no dominant hand 
(6 of them used their right hands for 
drawing and eating). 

The children’s data show various 
co—occurrences of problems as shown by 
the GMP-subtests,'such as a mixed— 
han'der pronouncing metatheses, hav- 
ing problems in identifying the speeded- 
up sentences, or a riht-hander with 
no articulation problem, normal speech 
perception performance but poor ver- 
bal short-term memory and poor text- 
comprehension. Which of these co- 
occurrences can significantly predict 
the poor reading performance? Our ba- 
sic hypothesis is that those children 
should be judged as possible poor read- 
ers who (i) show a poorer performance 
in (almost) every subtest of the GMP 
than it is required for their age level, 
(ii) have poorer performance in more 
than two subtests, and (iii) have an 
extremely poor performance in one of 
the subtests, particularly in the identi— 
fication of fast sentences. On the basis 
of their GMP results which were sig- 
nificantly poorer than that of others 
(p<0.001), 12 children (5 from Class A 
and 7 from Class B) were predicted to 
have difficulties in reading acquisition. 

For the sake of the experiment, 
the children’s GMP results were dis— 
closed only to one of the two teachers, 
the one who taught in Class A. More- 
over, some corrective excercises were 
proposed to this teacher to be used in 
the classroom in order to: (i) stabilize 
the children’s directions and hand dom— 
inance (where this was necessary), (ii) 
improve their speech perception perfor- 
mance and general language skill, and 
(iii) extend their own vocabulary. The 
results of the _re—examination 4 months 
later confirmed the usefulness of these 
corrective excercises in teaching read- 
ing. The children‘s performance in a 
Reading Assessment Test at the end 
of the 4—month period supported our 
hypothesis referred .to above. This test 
contains 6 'subtests: a letter identifica- 
tion task, word reading controlled by 
pictures, words containing a missing 
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letter, isolated sentence understanding 
controlled by a drawing task, read- 
ing text comprehension controlled by 
questions for words and sentences. The 
maximum score was: 100 points. Table 
2 shows the data of the Reading Asses- 
ment Test. 

Table 2 

Interrelation of the children’s GMP 
results and their reading performance 

Classes Average performance in 
GMP reading test understand- 

(lst/2nd) test ing of reading 
A 79/89.3% 97.41 points 93.5 points 
B 75.3/80% 87.5 points 79.2 points 

The children’s performance with 
the GMP test—package shows signifi- 
cant difi'erence between the two classes 
at the second examination, similarly to 
reading performance (p< 0.05). The re- 
sults are significantly better in Class 
A where the special corrective course 
was performed. Data obtained in'sub— 
tests for understanding of reading show 
a larger difference between the two 
classes '(p<0.01). Table 3 contains our 
predictions concerning children’s ex- 
pected reading acquisition level and 
their confirmation in terms of RAT re- 
sults. 

The distribution of children in 
terms of RAT performance shows great— 
er diversity in Class B where no correc- 
tive course was conducted than in Class 

' A (Table 4). 

Table 3 

Predictions and supporting 
data on reading ability 

Predicted AVerage GMP Perform. in 
readers results (%) RAT (points) 
‘good’ 88.6 95-100 . 
‘poor’ 65.1 90—96* 
‘poor’ 66.3 65-85" 
* (after corrective course) 

** (without corrective course) 

Table 4, 
Distribution of children 

according to their results 
in reading test 

Points Distribution of children 
according to RAT results (%) 

Class A Class B 

100 53. 1 35 
95-99 29.5 10 
90—94 17.4 20 
85-89 — 5 
80-84 — 10 
75-79 — ° 5 
70-74 - 10 
65-69 - ' 5 

Two important conclusions can be 
briefly drawn. ' 

' 1. Speech perception and compre- 
hension performance shows a very close 
interaction with reading ability. It is not 
duly the operations at the hypotheti- 
cal levels of the speech understanding 
mechanism that should be taken into 
consideration, but also the concomi- 
tant abilities and capabilities of chil— 
dren.--There' is a high correlation be- 
tween their performance in these tasks 
and their reading performance. 

2. Reading ability can be assessed 
before the children begin to learn read- 
ing and writing, i.e. reading perfor- 
mance is predictable. The majority of 
children’s problems in relation to lan- 
guage and particularly speech percep- 
tion should be compensated for in a 
preschool age. This offers a good prog— 
nosis for successful'reading acquisition. 
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ABSTRACT 
A new glottal wave analysis method, 

IAIF (Iterative Adaptive Inverse 
Filtering), is presented. In this algorithm 
the effect of glottal pulses to the speech 
spectrum is first estimated with an 
iterative procedure. The model for the 
vocal tract is then computed using linear 
prediction. Finally, the effects of the vocal 
tract and lip radiation are cancelled by 
inverse filtering. ‘The IAIF—method was 
tested using synthetic and natural vowels 
of three different phonation types. The 
new algorithm was able to yield a fairly 
accurate estimate for the glottal excitation 
excluding the case of very pressed 
phonation that was partly distorted by a 
formant ripple. 

I. INTRODUCTION 

Many different methods have been 
developed during the last fourty years in 
order to estimate the source of voiced 
speech, the glottal pulseform. One of the 
most p0pular techniques that is applied in 
the analysis of the glottal excitation is 
inverse filtering. Although good results 
have been obtained with this method it has 
some drawbacks. For instance, the 
transfer function of the inverse filter is 
often adjusted manually. Hence, the final 
result is very much dependent on the 
subjective criteria applied by the 
researcher [c.g. 3]. Another drawback 
that is characteristic especially to the 
closed phase covariance method is that the 
analysis works properly only for 
phonation types with a sufficiently long 
glottal closed phase. 

In this paper a new glottal wave 
analysis method, IAIF (Iterative Adaptive 
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Inverse Filtering), is presented. The 
method represents further development of 
the AIF-method, which has been 
presented earlier [ l ] .  Therefore a brief 
description of the algorithm will be given 
in section 2. The performance of the 
IAIF—method in the estimation of the 
glottal excitation is discussed in section 3 
using both synthetic and natural 
utterances. 

2. METHOD 

The IAIF-method is based on a speech 
production model that consists of three 
separated processes: the glottal excitation, 
the vocal tract and the lip radiation effect. 
The model is assumed to be linear and the 
interaction between the three parts is 
considered to be negligible. The vocal 
tract is modeled with an all—pole filter. The 
last process of the model, the lip radiation 
effect, is modeled with a differentiator. 

The block diagram of the 
IAIF—method is shown in Fig. l .  The 
speech signal to be analysed is denoted 
s(n) and the result, the estimate for the 
glottal excitation, is denoted g(n). The 
first iteration consists of the blocks 
numbered from 2 to 6 and the second 
iteration of the blocks numbered from 7 to 
11. The purpose of each of the blocks is 
described as follows. 

Blœk ng, 1; 
In order to remove undesirable 
fluctuations of the output of the integrator 
signal s(n) has to be high-pass filtered. 

_ The high-pass filter is a linear phase FIR 
having 511 coefficients and a cut-off 
frequency of 20 Hz. 

Min.}; 
The effect of the glottis to the speech 
spectrum is preliminarily estimated by 
first order LPC-analysis. 
Bl k 11 ' 
The estimated glottal contribution is 
eliminated by filtering shp(n) through 
H 1(2).  

B ggk ng, 4; 
The first estimate for the vocal tract is 
computed by applying LPC—analysis to 
the output of the previous block. 
Blœk ng, 5: 
The effect of the vocal tract is eliminated 
from signal shp(n) by inverse filtering. 
BiŒk ng, @; 
The first estimate for the glottal excitation 
g1(n), is obtained by cancelling the lip 
radiation effect by integrating. 
Blœk ng, 2; 
The second iteration starts by computing a 
new estimate for the effect of the glottis to 
the Speech spectrum. This time second 
order LPC-analysis is used. The signal 
from which the glottal contribution is 
estimated is g1(n). - 
BlŒk no, 8; 
The effect of the estimated glottal 
contribution is eliminated. 
Blggk ng, 2; 
The final model for the vocal tract is 
obtained by applying LPC—analysis of 
order r to the output of the previous 
block. 
Blœk ng. IQ; 
The effect of the vocal tract is eliminated 
from speech by filtering shp(n) through 
Hvt2(z)- 
Bl k n 1 ' 
The result, g(n), is obtained by cancellin g 
the lip radiation effect by integrating the 
output of block no. 10. 

The results discussed in this paper are 
based on the implementation of the 
IAIF-algorithm on a Symbolics Lisp- 
machine. 

3. RESULTS 

3.l. Synthetic vowels' 

In order to verify the performance of 
the IAIF—method the new algorithm was 
first tested with synthetic speech. 
Synthetic vowels were created using a 

s(n) ! .  High—pass St…(n) 
filtering 

2. LPC-analysis Hgl(z) 
of order ] _.- 

3- Inverse ___4. LPC-analysisH“'(z) 
filtering 0 f  Order p 

1 
5. inverse _ 81m) 

filtering 6- Imegranon 

L7. LPC-analysis ”52(2) 
of order 2 

8. Inverse 9. LPC-analysis H.,,zü) 
filtering of order r 

! 
__ 10. Inverse g(n) 

filtering ‘ 1- 1megrauon 

Transfer functions of the filters are: 

H,,(z) = 1 + az" H…(z) = “É a(k)z"‘ 
lt=l 

H,,(z) _: I + bz" + cz‘2 H,,2(z) = 1+): h(x)z"‘ 
k=l 

Fig. I . Block diagram of the IMF-method 

procedure described in [4]. The vocal tract 
was modeled with an eighth order all-pole 
filter and the lip radiation effect with a 
differentiator. The shape of the vocal tract 
transfer function corresponded to the 
vowel la!. The signal bandwidth was 4 
kHz. As the synthetic source signal we 
used a glottal pulse model described in 
[2]. Three different phonation types, 
breathy, normal and pressed, were 
simulated by changing the shape of the 
synthetic excitation waveform. Two 
different values for the pitch period, 
corresponding to male and female 
speakers, were used in the synthesis 
procedure. 

The IAIF-analysis was computed for 
all the signals using a block length of 256 
samples (32 ms). The orders of 
LPC-analysis corresponding to modeling 
of the vocal tract (parameters p and r of 
blocks no. 4 and 9 in Fig. 1) were chosen 
to be equal. This value was varied from 8 
to 12 by a step of two. 

When synthetic male phonation was 
analysed the IAIF-method yielded a result 
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that was very close to the original source 
signal. In the case of breathy and normal 
phonation similarity between the original 
source and the waveform given by the 
IAIF—method was almost exact without 
dependence on parameter p. A typical 
result is  shown in Fig. 2. In the case of 
pressed phonation the waveform obtained 
by the IAIF-method was partly distorted 
by a ripple component when the value of 
p was equal to 8 i.e. to the order of the 
all—pole vocal tract. However, by 
increasing the order of p to be equal to 12 
the ripple component disappeared. 

Fig. 2 .  Analysis of a synthetic male 
vowel of breathy phonation 
(a): Original synthetic glottal 

source 
(b): Clonal wave estimate given 

by the IMF-method (p=8) 

When synthetic female utterances 
were analysed the results were not so 
good as for male voices. In the case of 
breathy phonation the IAIF—method gave a 
waveform that was similar to the synthetic 
source signal. However, for normal and 
1n particular for pressed phonation types 
the result given by the new algorithm was 
partly distorted by a ripple component. 
This results from the spectrum of the 
glottal excitation which in the case of 
pressed phonation comprises more high 
frequency components than in the case of 
breathy or normal phonation. In the case 
of female voice the source spectrum is 
also characterized by a sparse harmonic 
structure. Hence, LPC-analysis (block 
no. 9 of Fig. 1) gives a vocal tract filter, 
where the formants, especially F1, are 
moved from their original positions 
because of the harmonies of the source 
spectrum. Thus, a small formant ripple 
will be present in the glottal wave estimate 
after inverse filtering and integration. 
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3.2. Natural vowels 

The IAIF-method was used in the 
glottal wave analysis of sustained 
phonation by studying utterances that 
were produced by one female and one 
male speaker. Both of the subjects were 
of healthy voice. The speakers were asked 
to produce the vowel /a/ using breathy, 
normal and pressed phonation. The 
recording was done in an anechoic 
chamber using a condenser microphone 
(Brüel&Kjær 4134). The speech material 
was A/D-converted with Sony PCM—F1 
and stored on a video cassette using Sony 
SL—FlE. The bandwidth of the signals 
was downsampled to 4 kHz. 

In the case of male voice the results 
were of reliable shapes for breathy and 
normal phonation types. The glottal 
waveform corresponding to pressed 
phonation was partly distorted by a 
formant ripple. Fig. 3 shows the obtained 
glottal pulseforms for all the three 
phonation types. 
: . . . .  . . . . . . . . . . . . . . . . . . . .  (a) 

(b) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . @ _g . . . . . . . . . . . .  .‘0‘16‘ . . . . . . . . . . .  01032 

TIME (sec) 
Fig. 3. Glottal wave estimates given by 

the IMF-method (natural male 
voice, p=12 ) 
(a): Breathy phonation 
(b): Normal phonation 
(c): Pressed phonation 

The analysis of female voice yielded 
results that were, quite surprisingly, free 
from formant ripple for all the three 
phonation types. The waveform of 
breathy phonation was of a very smooth 
shape. No clear closed phase could be 
distinguished. The time instant of the 
maximum glottal opening occurred 
approximately in the middle of the glottal 
cycle. In the case of normal phonation the 
time instant of the maximum opening was 

moved to the point that corresponds to 70 
% of the length of the pitch period. The 
waveform of pressed phonation was the 
only one with a clear closed phase. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . .  

TIME ( sec) 
Fig. 4. Glottal wave estimates giveæ. _ 

the [AJP-method (natural female 
voice, p=12) 
(a): Breathy phonation 
(b): Norma! phonation 
(c): Pressed phonation 

4. DISCUSSION 

In this paper a new glottal wave 
analysis tool, the IMF-method, ‘was 
presented. The identification of the 
different processes of the human speech 
production mechanism is done in the new 
algorithm using a frequency domain 
approach. The average glottal contribution 
to the speech spectrum is first estimated 
with an iterative procedure. The vocal 
tract is then identified by LPC—analysis. 
The estimate for the glottal excitation is 
finally obtained by cancelling the effects 
of the vocal tract and lip radiation by 
inverse filtering. 

The new IMF—algorithm was applied 
in this study for the glottal wave analysis 
using three different phonation types. The 
results obtained are well in line with those 
reported using other methods [e.g. 3]. 

In the case of male voice both 
synthetic and natural utterances gave the 
same result: breathy and normal phonation 
can be analysed accurately whereas 
pressed phonation is partly distorted by a 
formant ripple. The reason for distortion 
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with the IAIF—method was obviously the 
poor estimation of the first formant, 
which comes from the contribution of the 
source spectrum. For M i ;  female 
voices, especially in the case of pressed 
phonation, distortion was largest. 
However, in general, excluding the very 
pressed phonation type, the source 
spectrum of … female phonation 
decays so fast that the first formant can be 
modeled properly. This explains why the 
analysis results obtained from the 
utterances of the female subject were of 
reliable shapes with no formant ripple. 

The IAIF-method has proved to be a 
promising tool for glottal wave analysis. 
The main advantage of the new algorithm 
is that it is automatic. Hence, the glottal 
pulseform can be obtained without manual 
interference by the investigator. Further 
studies are needed to compare the 
IMF—technique with traditional methods 
as well as to reveal whether it can be used 
for analysis of connected speech. Also the 
real—time implementation of the algorithm 
using the TM8320C30—signal processor is 
under development. 
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ABSTRACT 
Formant and p i t c h  frequencies  are 
used as the a c o u s t i c  parameters 
t o  be m a n i p u l a t e d .  These a c o u s t i c  
parameters are f i r s t  extracted 
from a speech sound t o  be modi -  
f i e d  and changed accord ing  t o  
some r u l e s  t h a t  are t o  make the 
o r i g i n a l  speech c l e a r .  and a new 
speech i s  s y n t h e s i z e d  using  the 
m o d i f i e d  a c o u s t i c  parameters .  
Speech i n t e l l i g i b i l i t y  i s  f o u n d  
t o  reach the  maximum when the 
t r a j e c t o r i e s  are emphasized t o  
some e x t e n t .  i t  i s  a l s o  found 
that  our method i s  capable o f  
improv ing  the s o - c a l l e d  ”rough- 
ness" o r  ”hoarseness" o f  patho— 
l o g i c a l  v o i c e s  m a i n l y  by replac— 
i n g  p i t c h  frequency o f  the or ig i— 
nal  speech w i t h  that o f  a normal 
speaker. 

1 .  INTRODUCTION 
U s i n g  the  a n a l y s i s  - synthes i s  
sys tem we have deve loped  [ 1 ] .  
v o i c e  q u a l i t y  o f  natural  speech 
has been cont ro l led  by changing 
formant t r a j e c t o r i e s  that  are 
supposed t o  have a c l o s e  r e l a t i o n  
t o  such v o i c e  q u a l i t i e s  as 
i n t e l l i g i b i l i t y .  c l earness  and so 
o n .  C o r r e l a t i o n  a n a l y s i s  between 
psycho log i ca l  and a c o u s t i c  d i s -  
tances revea l s  t h a t  the formant 
t ra jec tory  has the  larges t  cor— 
r e l a t i o n  w i t h  the  v o i c e  q u a l i t y  
o f  the  announcer 's  speech sounds, 
f o l l o w e d  by p i t c h  frequency [ 2 ] .  
T h i s  r e s u l t  suggests that  the 
q u a l i t y  o f  speech sound o f  non— 
p r o f e s s i o n a l  speakers may poss i -  
b l y  be improved by a l t e r i n g  the 
dynamics o f .  formant  trajectory  
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p a t t e r n s .  
Based on  the exper imenta l  e v i -  
dence m e n t i o n e d  above, an experi -  
ment has been performed t o  change 
and improve the q u a l i t y  o f  na tu-  
r a l  speech making use o f  the 
a n a l y s i s - s y n t h e s i s  s y s t e m .  
Formant t r a j e c t o r i e s  are extrac-  
ted f i r s t  from v o i c e d  p o r t i o n s  by 
LPC method and the dynamics o f  
these  t r a j e c t o r i e s  are a l t e r e d  
depending on  the formant  pa t t ern  
i t s e l f .  The method f o r  a l t e r i n g  
the formant  p a t t e r n  i s  the same 
as t h a t  we have proposed e a r l i e r  
f o r  the  n o r m a l i z a t i o n  o f  vowels  
i n  connected speech [ 3 ] .  T h i s  
method i s  a p p l i e d  t o  the formant  
and p i t c h  t r a j e c t o r i e s  extracted 
from natura l  speech, and the  
q u a l i t y - c o n t r o l l e d  speech sounds 
are  s y n t h e s i z e d  u s i n g  the ana ly -  
s i s - s y n t h e s i s  sys tem t o _ _ p r e s e n t  
t o  l i s t e n e r s  f o r  perceptual judg- 
m e n t .  

2 .  ANALYSIS-SYNTHESIS SYSTEM 
F i g .  1 i l l u s t r a t e s  the  b lock  d i a -  
gram o f  the  a n a l y s i s  - synthes i s  
s y s t e m .  Low-pass f i l t e r e d  i n p u t  
speech was d i g i t i z e d  i n  12  b i t s  
e t  a r a t e  o f  1 5  kHz.  & shor t  t i m e  
LPC a n a l y s i s  based on the auto- 
c o r r e l a t i o n  method was performed 
t o  o b t a i n  LPC c o e f f i c i e n t s  and 
the  r e s i d u a l  s i g n a l s .  Formant 
frequenc ies  and t h e i r  bandwidths  
were estimated by s o l v i n g  a p o l y -  
nomia l  e q u a t i o n .  A m o d i f i c a t i o n  
o f  the  spec tra l  envelope  i s  e q u i -  
v a l e n t  t o  a m a n i p u l a t i o n  o f  the 
c o e f f i c i e n t s  t h a t  would r e s u l t  i n  
a frequency response o f  the f i l —  
ter  equal t o  the  m o d i f i e d  enve— 

: - - — f _ _ _ — _  
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Fig.1 Block diagram of analysis-synthesis systel for voice conversion 

i n  t h i s  s tudy ,  T=150ms and O'=52 
ms were exper imenta l ly  decided.  
Given ol )0. the dynamics of  the 
o r i g i n a l  formant t ra jec tory  l s  
emphasized, w h i l e  f o r  o t < 0 ,  i t  
becomes deemphasized. 
Equation ( 1 )  i s  a p p l i e d  to  each 
o f  the three formant t r a j e c t o r i e s  
w i t h o u t  vowel /consonant (except 
f o r  v o i c e l e s s  consonant)  d i s t i n c -  
t i o n .  The t i m e  interval  i n  equa— 
t i o n  ( 1 )  during which  the weight-  
ed sum i s  ca lculated i s  300ms, a 
150ms forward and backward each. 
This  i s  the result  f o r  d = 7 . 3  

l o p e .  These acous t i c  parameters 
( p i t c h  p e r i o d s ,  LPC c o e f f i c i e n t s ,  
formant  f requenc ies .  bandwidths ,  
res idua l  s i g n a l s )  were s t o r e d  f o r  
l a t e r  s y n t h e s i s .  

3 .  METHOD OF FORHANT TRAJECTORY 
MANIPULATION 

A f t e r  ex trac t ing  formant trajec- 
t o r i e s  u s i n g  the method proposed 
by Kasuya [ 4 ] .  m o d i f i c a t i o n  o f  
them was conducted i n  such a way 
that the preceding and succeeding 
acous t i c  f ea tures  c o n t r i b u t e d  t o  
the present  va lue  w i t h  the same 
we ight  i f  the t i m e  d i f f e r e n c e s  w h i c h , i n  our previous study,  rep— 

from the present  were equal ,  and resents  a proper value f o r  the 

t h a t  the amount o f  c o n t r i b u t i o n  purpose o f  n o r m a l i z i n g  coart icu-  

was propor t iona l  t o  the d i f f e r :  
ence from the present  a c o u s t i c  
feature  [ 3 ] .  Suppose x ( t )  be the 
t ime-varying  p a t t e r n  o f  a formant 

EEG“! 

. . lwnunun lamunuu 
frequency, the new value y ( t )  i s  y\r; an“ Lh— 
def ined as the sum of  the o r i g i -  j k…. 
nal value x(t) and the additional ’\p 4nn»}———. 
term o f  c o n t r i b u t i o n  by contextu-  
a l  i n f o r m a t i o n .  The c o n t r i b u t i o n  ’bo-——-——IEEIl—-—\—— 
i s  assumed to be a weighted sum A N A L Y S I S  
o f  d l f f e r e n c e s  between values  at '  
the present time t and at differ- mm mum: “293.2! 
e n t  t i m e  t i t  
Thus, y ( t )  i s  g i v e n  by l'…—IAA» \m—u—L/v T 
y(t)=x(t)+Sw(T)(xtt)—x(t+?))dt(1) 

—T 
where w(flÿÿe i s  the weighting 
f u n c t i o n  which i s  g i v e n  as 

SYNTHESIS 
Fl9.2 Schematic illustration for chanoine 

um: ol-expt- “t’/zw‘i. (2) pitch frequency 
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l a t i o n  e f f e c t s  o f  v o w e l s  i n  con-  
_ t i n u o u s  speech.  i t  i s  n o t i c e d  

from the  f i g u r e  that the new 
formant t r a j e c t o r i e s  are empha- 
s i z e d  t h e i r  up-and-down dynamic  
movement as compared t o  those o f  
the raw f o r m a n t s .  

4 .  METHOD OF PITCH MANIPULATION 
P i t c h  frequency m a n i p u l a t i o n  i s  
q u i t e  s i m p l e  as d e p i c t e d  i n  F i g . 2  
At the p i t c h  synchronous analy-  
s i s  s tage ,  t h e  r e s i d u e  s i g n a l  ob- 
ta ined  f o r  each p i t c h  p e r i o d  has 
e x a c t l y  the  same d a t a  l ength  as 
the p i t c h  p e r i o d .  i f  we g i v e  the  
r e s idue  s i g n a l  as an i n p u t  t o  the 
vocal t rac t  m o d e l ,  e x a c t l y  the  
same waveform as the  o r i g i n a l  
speech w i l l  be o b t a i n e d .  Thus, 
p i t c h  frequency change can b a s i -  
c a l l y  be g i v e n  by c o n t r o l l i n g  the  
l e n g t h  o f  the  r e s i d u e  s i g n a l .  
To r a i s e  p i t c h  frequency,some da- 
t a  a t  the  l a s t  part  o f  the r e s i -  
due are e l i m i n a t e d  and t o  l o w e r  
the frequency,  zero s i g n a l s  are 
added t o  the l a s t  part  o f  the 
re s idue .  

5 .  ENHANCEMENT OF PATHOLOGICAL 
SPEECH 

An a t t e m p t  has been performed t o  
improve t h e  q u a l i t y  o f  a patho— 
l o g i c a l  speech us ing  the analy- 
s i s - s y n t h e s i s  s y s t e m  we have de-  
ve loped.  The p a t h o l o g i c a l  speech 
used i n  t h i s  experiment i s  a 
v o i c e  u t t e r e d  by a p a t i e n t  who 
has a d i sease  i n  h i s  vocal cord. 
Because o f  m a l f u n c t i o n  o f  the 
vocal cord v i b r a t i o n .  the  resul— 
t a n t  speech wave lacks  c l e a r  
p e r i o d i c i t y  and i t s  v o i c e  q u a l i t y  
i s  "hoarse". The experiment has 
been designed t o  c r e a t e  the fun-  
damental frequencies  i n t o  the 
p a t h o l o g i c a l  speech wave i n  order 
to  -improve the q u a l i t y  as c lose  
as normal speech. 
F i g .  3 represents  the  b lock  d i a -  
gram t o  improve the  q u a l i t y  o f  

speech i n p u t t e d ,  v o i c e d  p o r t i o n s  
are a t  f i r s t  d e t e c t e d  and the  
s p e c t r a l  envelopes are ex trac ted  
by LPC a n a l y s i s .  N e x t .  the  normal 
speech i s  a n a l y z e d  by the  same 
method and t h e  p i t c h  f r e q u e n c i e s  
are d e t e c t e d  t o  c o m b i n e  w i t h  the 
spectra l  i n f o r m a t i o n  e x t r a c t e d  
f r o m  the p a t h o l o g i c a l  speech.  i f  
the  normal speech o f  the same 
c o n t e n t  can n o t  i m m e d i a t e l y  be a-  
v a i l a b l e .  a r t i f i c i a l  p u l s e  t r a i n s  
could  be used as a v o i c e  source.  
i n  the  a n a l y s i s  s t a g e ,  a f t e r  
making v o i c e d / v o i c e l e s s  d i s t i n c -  
t i o n ,  t h e  v o i c e l e s s  p o r t i o n s  
( v o i c e l e s s  consonants  and de— 
v o c a i i z e d  v o w e l s )  are t h o r o u g h l y  
kept i n  memory and the  LPC analy-  
s i s  i s  performed f o r  the  vo iced  
p o r t i o n s  t o  o b t a i n  LPC c o e f f i -  
c i e n t s  t h a t  carry spectra l  i n -  
f o r m a t i o n  and the res idual  s i g -  
n a l s  from which  p i t c h  per iods  can 
be e s t i m a t e d .  For the patholog-  
i c a l  speech ,  the  frame l e n g t h  
( a n a l y s i s  window) i s  s e t  a t  20 ms 
and the  frame s h i f t  i s  a h a l f  the  
window l e n g t h .  
In  the  f ea ture  e x t r a c t i o n  s tage ,  
the  r e s i d u a l  s i g n a l s  f o r  the pa- 
t h o l o g i c a i  speech are discarded 
a f t e r  o b t a i n i n g  spectral  i n f o r -  
m a t i o n .  Contrary t o  t h i s ,  o n l y  
the p i t c h  frequency contour i s  
needed from the  normal speech.  
For the normal speech,  however, a 
process o f  t i m e  a l i g n m e n t  has 

nammund mms :Ê: 
… ummu 

mum 
& 

””””“ ,. mms _…_g 2g! ’ 
in ummu wmmumamm 

_ Fig.! Block diagram for the enhancement of 
pathological speech 

pathological speech. l t  requires TWIN ma ägfi: "!“… mm 
two kinds of input speech : a pa-i ’ 5… "’ "mm "’ Hm. “" l 
thological- speech to be improved | “…: ml "… 
and a normal  speech utterance o f .  
the same sentence from another 
speaker. From the pathological  

368  
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been undertaken before  feeding t o  

a n a l y s i s  i n  F i g .  3 .  T h i s  process 

i s  shown i n  F i g .  4 .  The voiced 

parts  o f  the normal speech are 

analyzed p i t c h  synchronously and 

the l ength  f o r  each part  i s  com- 

pared w i t h  the  corresponding part 

f o r  the p a t h o l o g i c a i  speech i n  

order t o  make the  l e n g t h  equal t o  

that  o f  the p a t h o l o g i c a l  speech 

w i t h  accuracy o f  l e s s  than one 

p i t c h  p e r i o d .  T h i s  has been done 

s i m p l y  by e l i m i n a t i n g  or  i n s e r t -  

ing  a d d i t i o n a l  p i t c h  p e r i o d s .  
The normal speech, a f t e r  be ing  

t i m e - a l i g n e d ,  i s  LPC analyzed 

again and the  p i t c h  frequencies  

are extracted f o r  every v o i c e d  

p o r t i o n .  Th i s  p i t c h  frequencies  

or the re s idua l  s i g n a l s  are  f e d  

i n t o  the s y n t h e s i s  f i l t e r  as the 
v o i c e  source .  The s y n t h e s i s  
f i l t e r  i s  made from the pred ic tor  
c o e f f i c i e n t s  o b t a i n e d  from the 
p a t h o l o g i c a l  speech.  The r e s u l t -  

ant  output  speech has .  there fore .  
the same s p e c t r a l  c h a r a c t e r i s t i c s  
as the p a t h o l o g i c a i  speech and 
the same source c h a r a c t e r i s t i c s  
as the normal speech.  F i g .  5 de- 
p i c t s  an example o f  speech wave— 

forms f o r  the  p a t h o l o g i c a i  speech 

, synthes ized  speech by the pro— 
posed method and a l s o  synthesized 
speech w i t h  an a r t i f i c i a l  pu l se  
t r a i n  as the v o i c e  source t o  the 
f i l t e r .  
As far  as we have t e s ted ,  the 

q u a l i t y  o f  the  synthes ized  speech 
i s  has been found t o  be f a r  
b e t t e r  than the o r i g i n a l  patho- 

l o g i c a i  speech, though i t  i s  n o t  

HHUEŒÆŒHLw 

WWW“aifi‘WWWW 

Eu”W‘NJUJWW“NMJ‘NJN'Wfi 

mmmm 
Fig.5 An example of speech waveforms of the 

pathological and synthesized speech 

as good as the  normal speech 
sound. 

6 .  CONCLUSION 
Improvement o f  v o i c e  q u a l i t y  has 
been performed u s i n g  an a n a l y s i s -  
synthes i s  sy s t em capable o f  modi-  
f y i n g  p i t c h .  formant frequenc ies .  
and formant bandwidths .  According 
t o  the r e s u l t s  o f  a n a l y s i s  f o r  
p r o f e s s i o n a l  announcers speech 
sounds, i t  i s  obvious that  speech 
i n t e l l i g i b i l i t y  c l o s e l y  r e l a t e s  
t o  the  dynamics o f  formant and 
p i t c h  pa t t erns .  I t  has been found 
t o  be p o s s i b l e  t o  improve the  
speech i n t e l l i g i b i l i t y  w i t h o u t  
changing v o i c e  i n d i v i d u a l i t y  by 
emphas iz ing  the  movement o f  t i m e -  
varying p i t c h  p a t t e r n .  Another 
a p p l i c a t i o n  o f  t h i s  ana lys i s— 
s y n t h e s i s  sys tem has a l s o  been 
made to  enhance a pa tho log i ca i  
speech which has l i t t l e  p e r i o d i c -  
i t y  and "hoarse" i n  v o i c e  qua l -  
i t y .  By a d d i n g  fundamental fre— 

quency component taken from a 
normal speaker,  the v o i c e  q u a l i t y  

o f  the p a t h o l o g i c a i  speech has 
been improved t o  a great e x t e n t .  
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ABSTRACT 

We discuss the results of an acoustic 
study of the influence of postvocalic /r/ on 
neighboring segments in American 
English. The data suggest that a certain 
amount of time is needed to articulate an 
[rl and that different speakers begin to 
produce Ir/ at different times, depending 
on rate and context. 

]. INTRODUCTION 
A salient acoustic characteristic of 

American English /r/'s is a low third 
formant (F3) which is close in frequency 
to the second formant (F2). F3 for Ir/ is 
usually around 2000 Hz or below, 
whereas for other segments, F3 is usually 
above 2400 Hz. There is substantial 
downward movement in F3 from a 
canonically articulated /a/ to an Ir/ in 
words like "car." However, in words like "can" and "carwash," other F3 trajectories 
sometimes occur where the downward F3 
movement is seen earlier [1]. In this 
study, we investigate the effects of 
speaking rate, context and speaker 
differences on the anticipation of Ir]. 

2. CORPUS 
To conduct this acoustic study, the 

words "car," "cart," "carve," "car " and 
"carp" were embedded in the carrier 
phrase "Say for me" and spoken by 
six speakers, four females (AF, LW, LT 
and MH) and two males (MR and JR). As 
a neutral case, the speakers also said the 
word "Nadav" (lNodovD in the sentence 
“Nadav was here." The speakers were 
recorded in a quiet room and instructed to 
speak at a slow and fast rate. The 
utterances were low pass filtered at 4800 
Hz, sampled  at 10 kHz and 
preemphasized. F3 tracks were obtained 
from DFI' and LPC spectra with a 25.6 
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ms Hamming window. 

' 3. ANALYSIS 
In this  section, we present 

measurements of speaking rate, a 
characterization of the F3 trajectories and 
a measure of how early speakers 
anticipate the /r/. 
3.1 DURATION 

Measurements of the sonorant interval 
showed that the average lar/ duration 
across speakers (except for subject JR) 
was 295 ms for the words spoken at the 
slow rate and 182 ms for the words 
spoken at the fast rate. (JR did not always 
show durational differences.) As 
expected, average lar/ durations were 
longer before voiced consonants (293 ms 
- slow, 221 ms - fast) than before 
unvoiced consonants (170 ms - slow, 142 
ms —fast). 

3.2 F3 trajectories 
F3 trajectories observable during the 

sonorant region had four basic shapes. 
These shapes are shown schematically in 
Figure 1 with spectrograms for different 
pronunciations of "cart" which illustrate 
the corresponding F3 trajectory. First, as 
shown in part (a), F3 can start from a high 
position and move to a lower position (L- 
like). In this case, the vowel and /r/ 
appear to be produced canonically, with 
the /r/ articulation appearing at the end of 
the sonorant region. In part (b), F3 is 
rather flat and at a low position 
throughout. In this case, the M and vowel 
appear to be completely coarticulated. In 
part (c), F3 moves from a low position at 
the beginning of the sonorant region to a 
higher position towards the end (J-like). 
Thus, as in part (b), it appears as if the It] 
is coarticulated with the vowel; however 
movement away from the /r/ to the 

200 
3000 j % = =“  
2800 " I \ I — — l  

£ 2600 ? 
g 2400 3 

2200 
2000 " 
1 8 0 0  ' fi ' 

B L E 

TIME 

3200 
3000 '; LW 
2800 j [ P  . . 
2600 j K 
2400 : 
2200 1 
2000 ': - 
1800 r r . 

B L E 
TIME 

Figure 2. A comparison of F3 trajectories occurring for subjects LT and LW 

F3 trajectory for MR always moves 
downward toward the end of the sonorant 
region (L—like) when the final consonant 
is labial, and always moves upwards 
towards the end of the sonorant region (I- 
like or U-like) when the final consonant is 
alveolar. On the other hand, LW shows a 
rate effect. All of the F3 trajectories show 
downward and upward movement when 
speaking slow and only downward 
movement when speaking fast. 

As noted above, all of these patterns 
are consistent with a theory that the /r/ has 
a stable trajectory, but variable timing. 
The implication is that a U-shaped 
trajectory is always present but not 
visible. To support the theory, we 
compare in Figure 3 the /t/ bursts in the 
slow and fast pronunciations of "cart" by 
subject LW. The major spectral 
prominence of the /t/ burst in the fast 
pronunciation is around 1500 Hz lower 
than it is in the slow pronunciation. This 
substantial spectral difference suggests 
that the Ir/ in the fast pronunciation of 

"cart" is still being articulated during the 
following lt]. 

3.3 Anticipation of It! 
To develop a criterion by which it can 
safely be said that the Ir/ is being 
produced, we used the F3 minimum (Fn) 
during the neutral casc,thc /a/ in "Nadav." 
The beginning of r—coloring in the test 
words was taken as the time (TR) at 
which F3 during the test word fell 500 Hz 
below Fn. The difference of 500 Hz was 
chosen since other factors which can 
lower F3 such as the influence of a labial 
consonant should not result in such a large 
change. To measure when speakers 
started to produce an unambiguously r- 
colored sound, we subtracted B from TR, 
the tirne at which the sonorant region 
began. This difference was divided by the 
total duration of the sonorant region to 
normalize for speaking rate. Thus, the 
resulting values lie between 0 and 1. If F3 
is 500 Hz below Fn at the beginningof the 
sonorant region, the normalized difference 

Table 1. Shapes of F3 trajectories across all Speakers as a function of rate and context. 
The words are Specified by the final consonant. 

Subjects L—like 

AF P 
LW 

Slow Repetilions MR V.? 
MH all 
LT 
JR all 
AF P 
LW all 

Fast Repetitions MR XI.]? 

'LT 
JR all 
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Shape of F3 Trajectories 

Flat Hike U-iike 

v,T,D 
all 
T,D 

all 
V,T,D 

T D 

all 
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‘(m) 

(e) ' . 

(ms) 

(b) 
.“lH' 

! ” :  __ _ 
i . _  _ ,__ 

(ms) 

F (ms) 
Figure 1. A comparison of F3 trajectories during different pronunciations of ”cart.” following consonant is also evident. Finally, as in part (a), the F3 trajectory of part ((I) starts from a high position and drops to a minimum. However, as in part 

(b), F3 rises towards the end of the sonorant region (U-like). 
As we will discuss below, these data support the possibility that the U-like F3 trajectory occurs in all cases; however, there appear to be differences because the full F3 trajectory does not always occur within the sonorant region where the fonnants are visible. The other cases can be derived from the U—like trajectory. In the case of the L-like trajectory, the latter part of the F3 trajectory is coarticulated with the final consonant so that the upward F3 movement from the F3 minimum is not visible. For the flat trajectory. the beginning and end of the full F3 trajectory occur outside the sonorant region so that only the region around the F3 minimum is visible. Finally. for the Hike trajectory. anticipation of the lr/ occurs during the 

initial consonant so that the downward F3 
movement occurs during the aspiration 
norse. 

Figure 2 shows three F3 
measurements for each word: the 
beginning of the sonorant region (B), the 
end of the sonorant region (E) and the F3 
minimum (L) for subjects LT (left) and 
LW (right). The upper two trajectories in each graph are measurements of F3 
during the /a/ in the fast and slow 
pronunciations of "Nadav," which serves 
as the neutral case. 

The plots for subject LT illustrate that 
some speakers‘ have fairly uniform 
behavior across rate and context. The F3 
trajectory is always relatively flat. On the 
other hand, other speakers like subject 
LW show more variability. 

The shape of the F3 trajectories as a 
function of rate and context are 
summarized in Table 1 for each speaker. 
The data show that different speakers have different tendencies for when they 
begin to produce the /r/. For example. the 
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Figure 3. Acomparison ofthe/t/burtsts 
in the slow (dotted) and fast (solid) 
pronunciations of ”cart" by subject LW. 
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speaking at a faster rate (the exception for 
subject AF is ”carp”). 

4. CONCLUSIONS 
The data in this study suggests that I)  

the articulation of /r/ requires a minimum 
time of execution and 2) the acoustic 
consequence of the articulation of /r/ is a 
downward movement in F3 into the /r/ 
and an upward movement in F3 away 
from the /r/. However, this full F3 
trajectory is not always observable 
because the fonnants are generally visible 
only during the sonorant regions of the 

1 '0 AF SIM! 
0.8 FAST 
0.6 
0.4 

0.2 
0.0 

R T D P V 
FINAL CONSONANT 

Figure 4. A plot of the normalized difierence TR-B for subjects LW and AF 

will be 0. If F3 falls 500 Hz below Fn at 
the end of the sonorant region, the 
normalized difference will be 1. Values rn 
between indicate where in the sonorant 
region speakers started to produce the_/r/. 

A bar graph of this normalized 
difference is shown in Figure 4 for 
subjects LW (left) and AF (right). Recall 
that LW shows two distinct patterns of F3 
trajectories when speaking slow and fast. 
The near e uivalence of the columrt 
heightsforsu jectLWmeansthattheœts 
little difference in when F3 begins to 
lower, relative to the beginning of the 
vowel. Thus, one explanation for the 
difference in the F3 trajectories is _that the 
articulation of /r/ requires a minimum 
time of execution so that the upward 
movement in F3 away from the lr/ gesture 
is not seen in the case of the fast 
pronunciations because the sonorant 
region is too short. In fast speech, then, 
LW starts to produce the final consonant 
before finishing the production of M, as 
was seen in Figure 3. Interestingly, data 
from subject AF, whose F3 lowers at a 
more variable point in the word, shows 
that some speakers generally start to 
produce the /r/ much earlier when 

speech signal. The sonorant regions tend 
to change in duration due to factors such 
as speaking rate and the voicmg of any 
final consonant. Furthermore, what 
portion of the F3 trajectory occurs during 
the sonorant region depends on how early 
speakers begin to produce the /r/. This 
study has shown that different people 
have different timing for an /r/ and that 
these tendencies can vary depending on 
speaking rate, and the voicing and place 
of articulation of a following consonant. 
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LA VARIABILITE INTER-LOCUTEUR, 
ETUDE SUR LES REALISATIONS ACOUSTIQUES DE I e, €! 

A. Bonneau 

CRIN-INRIA, Nancy, France. 

ABSTRACT 
This paper deals with the different 
sources of acoustic variability and 
particularly with across-speaker variation. 
We pr0pose a speaker's normalization 
procedure based on a minimal training 
and implementing expert knowledge. 
We test our procedure on two french 
vowels (/e,e/) uttered by 13 male 
speakers. 
INTRODUCTION 
Nous présentons ici une étude des 
variations qui agissent simultanément sur 
la parole afin de déterminer leurs 
manifestations acoustiques et  leurs 
influences réciproques. Nous avons 
choisi de nous concentrer essentiellement 
sur la variation inter—locuteur et  sur 
l'influence du contexte sur celle-ci. 
La var ia t ion  inter—locuteur est  
décomposée en  variation d'origine 
physiologique et en variation d'origine 
articulatoire. Nous proposons une 
méthode d'évaluation de la variation 
d'origine physiologique, fondée sur un 
apprentissage minimal grâce à l'apport de 
connaissances. 
Nous avons choisi de commencer notre 
étude par l'analyse de deux voyelles 
antérieures du français, le! et / e l, pour 

deux principales raisons: d'une part l €! 
cons t i t ue  u n e  bonne voyel le  
d'apprentissage et d'autre part il nous 
semble particulièrement intéressant 
d'étudier deux voyelles dont l'opposition 
est neutralisable en français. 

1. VARIATION INTER—LOCUTEUR 
Nous tenterons d'évaluer les effets de la 
variation inter-locuteur d'origine 
physiologique et nous évoquerons les 
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conséquences d e  l a  var ia t ion  
inter-locuteur d'origine articulatoire. 
1.1 Tentative d 'évaluat ion et de 
normalisation de la variation d'origine 
physiologique 
N o u s  dés i rons  dé t e rmine r  les 
répercussions acoustiques des différences 
physiologiques entre locuteurs ou, plus 
précisement, déterminer les variations des 
fréquences formantiques en fonction de la 
taille du conduit vocal. 
Si on multipliait toutes les dimensions du 
conduit vocal par un même facteur, les 
fréquences forrnantiques caractéristiques 
de ce conduit vocal —abstraction faire des 
conséquences de la radiation aux lèvres— 
seraient également multipliées par un 
même facteur, l'inverse du premier. 
Le rapport moyen entre les fréquences 
formantiques des locutn'ces et celles des 
locuteurs, toutes voyelles et  tous 
formants confondus, est de 1.17 ce qui 
correspond approximativement à une 
différence de taille de 3 cm entre les deux 

. conduits vocaux des deux sexes. Les 
écarts observés ne sont pas les mêmes 
quels que soient le formant et la voyelle 
considérés. Ainsi selon les calculs de 
Peterson et Barney [1]; soit Fh et Ff 
représentant respectivement les moyennes 
masculines et féminines: 
Ff/Fh est égal à 1.01 pour le premier 
formant de / u [ e t  1.23 pour le troisième 
formant de cette même voyelle. 
La principale explication de ce 
phénomène est l'existence de différences 
physrologiques entre les configurations 
vocales des hommes et celles des 
femmes.En effet la longueur du pharynx 
(Pant [2]) et l'ouverture relative au point 
de constriction maximale (Traünrnuller 
[3]) sont relativement plus grandes chez 
les hommes. 
Une évaluat ion  des variat ions 
fréquentielles liées aux différences 
physrologiques nécessiterait la réponse à 
la question suivante: comment s'effectue 

le passage d'une configuration vocale 
masculine typique à une configuration 
vocale féminine typique? S'effectue-t—tl 
de manière continue, en fonction de la 
taille du conduit vocal, que le locuteur 
soit féminin ou masculin ? Ou de maniere 
discontinue, avec une rupture _du 
continuum à la mue, causée par la baisse 
du larynx chez les hommes (Traünmuller 
[3]) ? Cette dernière solution nous 
apparaît la plus plausrble, mais nous 
analyserons néanmoins les deux 
éventualités. Remarquons auparavant 
qu'au-delà de cette interrogation d ordre 
physiologique, c'est également _le 
problème de la portée de la normalrsauon 
qui est posé ici: s'appliquera t—elle à tous 
les locuteurs, ou  doit—on normaliser 

séparément les voyelles des hommes et 
celles des femmes? _ 
1.1.1 Normalisation formantique 
conjointe des locuteurs et des locutrrces 
Nousfaisons l'hypothèse que la longueur 
relative du pharynx et l'ouverture relative 
au point de constriction maximale 
dépendent uniquement de la taille du 
conduit vocal. Supposons que _les 
fréquences formantiques varient 
linéairement en fonction de cette taille et 
que les différences physiologiques 
constituent l'unique source de variation 
fréquentielle. Cette variation peutetre 
simplement évaluée par la posrtton 
relative des fréquences formantiques d'un 
locuteur par rapport aux fréquences 
moyennes des hommes et des femmes. 
Cette position relative est identique pour 
tous les forrnants de toutes les voyelles 
d'un locmeur puisqu'elle indique, selon 
nos hypothèses, la taille de son conduit 
vocal. 
A partir d 'une seule fréquence 
formantique d'une seule voyelle d'un 
locuteur, on pourrait donc prédire les 
fréquences formantiques de toutes les 
voyelles de ce locuteur. _ 
Mais d'autres facteurs de variations 
fréquentielles sont à prendre en 
considération, comme l'articulation 
spécifique à chaque locuteur, que nous 
ignorons et dont les conséquence 
acoustiques sont plus difficiles à évaluer. 
Nous laissons de côté pour l'instant les 
variations dues à l a  vitesse d'élocution. 
Etant données nos précédentes 
h y p o t h è s e s  ( c o n t i n u u m  d e s  
configurations vocales, linéarité des 
var ia t ions  f r équen t i e l l e s ) ,  les  
représentations acoustiques de chaque 

voyelle V dans le plan ou l'espace 
formantique se répartissent, sous leffet 
des différences physiologiques, le long 
d'une droite définie par les moyennes 
masculines et féminines de V -appe_lons 
chacune des droites ainsi définies, 11 _en 
existe une par voyelle, drone 
" h siolo 'que"-. 
LI; yméthoäle la plus simple _pour_évaluer 
l'effet des différences physrologrques en 
dépit des conséquences acoustiques des 
autres sources de variation consrste à 
effectuer une projection perpendiculaire 
d'une image acoustique d'une voyelle V 
sur la droite "physiologique" .de V et _à se 
reporter au critère de la position relative, 
en le modifiant légèrement puisque deux 
formants au moins sont désormais 
nécessaires pour notre évaluation. Cette 
méthode, proposée par F Lonchamp 
(Bonneau [4]). suppose que I_effet des 
variations articulatoires est négligeable le 
long des droites "physiologrques _. _ 
La méthode d'évaluation exposée un nous 
permet de proposer une procédure de 
normalisation des locuteurs féminins et 
masculins fondée sur un apprentissage 
minimal. . 
A partir des fréquences formantrques 
d'une voyelle V prononcée par un 
locuteur 1 ainsi que des fréquences 
formantiques moyennes des hommes et 
des femmes pour cette même voyelle V, 
nous déterminons un paramètre de 
normalisation, appelons-le "drst , qui 
tient compte irnplicitement de la taille du 
conduit vocal de l. Détaillons la 
procédure: 
-nous enregistrons trois répétitions de l e l  
en contexte labial, émises par un locuteur 

l. En théorie, une seule répétition de le! 
suffit mais trois répétitions au moins sont 
nécessaires afin de minimiser les erreurs 
dues à une prononciation déviante. le! 
nous semble être une bonne voyelle 
d'apprentissage (Bonneau [4]) 

- nous projetons l'image acoustique de le! 
-la moyenne des trois répétitions- sur la 
droite qui relie les moyennes masculines 

(Pire) et féminines (Ffe) de le !. 
-nous calculons le paramètre de 
neutralisation physiologique "dist" qui 
indique la position relative de notre 

projection par rapport à Ffe et Fhe. 

—toutes les voyelles de le! émises par l 
sont normalisées par l'application de la 
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fonnule: _ 
soit Flij représentant la fréquence du 1ème 
formant de la voyelle j prononcée par le 
locuteur ] et Flij sa normalisation, 
F‘lij=Flij - dist * FhijFfij. 
Notre normalisation consiste donc à 
déplacer chaque représentation acoustique 
d'une voyelle quelconque parallèlement à 
la droite "physiologique" qui correspond 
à cette voyelle. 
1.1.2 Normalisation formantique séparée 
des locuteurs et des locutrices 
Une normalisation commune des 
locuteurs et des locutrices n'est plus 
possible. Si on se reporte au cas simple 
évoqué plus haut - c.à.d pour une 
configuration vocale donnée, toutes les 
dimensions du conduit vocal et  les 
fréquences formantiques sont multipliées 
par un même facteur quand la taille du 
conduit vocal varie—, on peut évaluer 
simplement les variations fréquentielles 
des locuteurs masculins à partir des 
moyennes formantiques masculines, et 
celles des locutrices à partir des 
moyennes forrnantiques féminines. 
Afin de limiter les erreurs d'évaluation 
causées par l'articulation spécifique à 
chaque locuteur, nous proposons à 
nouveau une procédure d'évaluation 
semblable à la précédente, c.à.d qui 
comporte une projection des données 
d'apprentissage s u r  une  d ro i te  
"phys io logique" .  Deux dro i tes  
"physiologiques" sont ici nécessaires par 
n . 

A 
_ _ _  

Figure l 
Détermination d u  paramètre de 
normalisation t, ' 
rhe moyenne masculine de £ 
rfe moyenne feminine de € 
€: représentation acoustique de cette 
voyelle pour le locuteur sur lequel on 
effectue la normalisation, Pe sa projection 
sur la droite des moyennes. 

voyelle, une pour  les références 
féminines et  une pour les références 
masculines. 
Il se peut  que  les différences 
phys io logiques  n 'a ien t  pas des 
conséquences aussi triviales et qu'il faille 
réevaluer celles-ci. Si nous conservons 
l 'hypothèse simple d 'une variation 
linéaire des fréquences formantiques en 
fonction de la taille du conduit vocal, 
nous devons proposer de meilleures 
droites "physiologiques". Cette tâche 
soulève quelques problèmes que nous 
n'avons pas la place d'évoquer ici. 
1.2 Sources d'erreurs 
Ce qui précède est une version simplifiée 
des conséquences probables de la 
variation inter—locuteur. 
Citons quelques phénomènes qui peuvent 
perturber, selon leur ampleur, la bonne 
estimation de nos paramètres de 
normalisation: 
- la compensation articulatoire qui affecte 
notamment l'ouverture relative du conduit 
vocal, 
- l 'influence très forte de certains 
contextes, par exemple l'influence des 
dentales sur l'articulation de lu], qui peut 
remettre en cause la validité des droites 
"physiologiques", ' 
- les variations fréquentielles entre 
locuteurs d'origine articulatoire, si elles 
ne sont pas négligeables le long de nos 
droites physiologiques, et qui  sont 
d'autant plus difficiles à cerner qu'elles 
peuvent changer pour un même locuteur 
avec le contexte. 
Le bien-fondé des procédures de 
normal i sa t ion  d e  l a  va r ia t ion  
inter-locuteur d'origine physiologique est 
très délicat à établir puisque nous ne 
connaissons ni la taille réelle du conduit 
vocal d u  locuteur ni son articulation 
spécifique. Que normalisons-nous 
rééllement, la variation d'origine 
physiologique, articulatoire ou une partie 
des deux? 

ZMETHODOLOGIE 
Le corpus d'évaluation est constitué de 
deux  phrases qui  comportent les 
réalisations des deux voyelles le, e l ,une 
voyelle par phrase, en syllabe accentuée 
et dans des contextes consonantiques 
symétriques : labial, dental, palatal et 
uvulaire. Voici ces phrases, nous avons 
séparé les voyelles étudiées par un 
espace. 
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"A Papeete, son fr è re a mangé cette f è 
ve faite en li è ge" 
"Vous ser e 2 raccord é si vous pouv e 2 
pay e r chaque mois“ 
l e  I et  / e l apparaissent dans des 
contextes où leur prononciation est bien 
déterminée en français, de ce fait ces 
contextes ne sont  pas tout—à-fait 
comparables: syllabe fermée pour/  8 I et 
syllabe ouverte suivie d‘une frontière 
morphologique pour l e / . Treize 
locuteurs masculins ont enregistré le 
corpus, que nous espèrons compléter par 
les données d'autres locuteurs et surtout 
d'autres locutrices pour la présentation de 
ce papier au congrès. Le signal a été 
échantillonné à 16 Khz, et les fréquences 
formantiques on t  é té  mesurées 
manuellement sur grand écran. 
3. RESULTATS 
Signalons d'abord que l'opposition / e, e 
/ est respectée puisque les réalisations 
acoustiques de ces deux voyelles sont 
bien distinctes dans un contexte donné. 
D' autre part l'effet de chaque contexte 
consonantique est parfaitement prévisible 
quel que soit le locuteur. 
Nous avons testé deux procédures de 
normalisation: 
-la normalisation conjointe des locuteurs 
et des locutrices, 
-la normalisation séparée des locuteurs et 
des locutrices à partir des moyennes 
masculines et féminines. 
Voici les résultats obtenus avec la 
première méthode, nous avons mis entre 
parenthèses les résultats obtenus avec la 
deuxième méthode quand ils sont 
différents des précédents. Trois formants 
ont été utilisés pour l'apprentissage. 
- 22% (30%), 27% (33%) ,70% (76%) 
pour F1, F2, F3 de /e/, 

— 5%,51%,66% pour F 1, F2, F3 de le/. 
Nous ne constatons pas de grandes 
différences entre les méthodes qui  
normalisent les voyelles des hommes et 
les femmes ensemble ou séparement, à 
une exception près: le premier formant de 
l e  [en contexte palatal, mieux normalisé 
par la deuxième méthode; pour l e  l, les 
d r o i t e s  " p h y s i o l o g i q u e s "  s o n t  
sensiblement identiques pour les deux 
méthodes—. 
Il sera intéressant de vérifier ces résultats 
sur les formants des voyelles d'arrière 
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ouvertes. 
L'apprentissage effectué avec la voyelle ! 
e l se révèle aussi performant pour la 
normalisation de l e [ que l'apprentissage 
effectué avec l e / même. Là encore, il 
sera intéressant de confirmer ces résultats 
avec d'autres voyelles. 
Les resultats obtenus par voyelle et  par 
formant semblent satisfaisants si on 
considère que seules des voyelles émises 
par des locuteurs masculins ont pour 
l'instant été normalisées. L' emploi de 
barks à la place des Hertz améliore 
légèrement les résultats obtenus pour Fl 
en rééquilibrant pour chaque formant les 
écarts fréquentiels entre les moyennes ou 
références acoustiques. 
L'articulation spécifique à chaque 
locuteur varie avec le contexte et 
s'exprime le long de nos droites 
"physiologiques" ce qui pertube les 
résultats obtenus pour F2 l e  I. Il est 
difficile de commenter les résultats 
obtenus pour F l  /e/, la variation 
inter—locuteur _étant relativement faible 
avant la normalisation. 
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SOME SARA VOWEL INVENTORIES 
AND VOWEL SYSTEM PREDICTIONS 
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ABSTRACT 
Formant measurements  of s ix  Sara 
languages confirm the general principle 
that vowels of a given system tend to be 
sufiiciently dispersed and that systems 
are more filled on the front and/or back 
ranks than on  the high one. Bu t ,  i n  
vowel  s y s t e m  predict ions,  Sara  
languages which have at least 6 vowels 
do not a lways  attest a phonemic [e] 
which, according to Crothers [I], should 
appear "earlier" than phonemic [i] and 
[a]. Still, in Sara languages, [e] does 
tend to appear at the phonetic level. 

The aim of this study is to confront some 
vowel inventories with typological [ l ,  4] 
and  computational [2,  3] sys tem 
predictions. 

]. SARA VOWEL SEGMENTS 
Sara (Central Sudanic family [S]) is a 
group of about twelve languages spoken 
in Chad and Central Africa. Formant 
measurements of vowel systems of six of ' 
these languages (Nar, spoken in Doro; 
Sar, spoken in Douyou; Mbay, Spoken in 
Moïssala; Kaba, spoken in Paoua; and 
two varieties of Bedjond, spoken i n  
Bediondo and Beda) provided us with 
the acoustic spaces shown below (fig.l- ' 
6). Each vowel was inserted in a carrier 
sentence in a [...tVt...] context. Twelve 
repeti t ions of each sentence were 
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recorded, in  a random order, by one 
speaker per language, in a soundproof 
booth. The corpus was digitized, and the 
vowel formants were measured (using 
the ICP's digital signal editor, EDISIG). 
Figures 1 to 6 display those measures 
with 90% dispersion ellipses. 
At a surface phonology level, a language 
like Bediondo Bedjond [6] has 11 vowels 
that could be all interpreted as phonemic, 
because they can all contrast in more or 
less identical contexts: [tit] it swelled, 
[té:] he deceived him, [tét] he married 
her many times, [tat] he took it many 
times, [tôt] he tied up, [to:] he blow on 
it, [tut] he swallowed , [ti] to, into, [tôt] 
he deceived, [16:] he blew on him, [to'x] 
h e  t i ed  him. B u t  i n  under ly ing  
phonological representations, only [i, e, 

- a, o, o, u] are phonemic. Actually, [9] 
and [i] are, respectively, allophones of 
[e] and [i]. Furthermore [et, œt, a:] are 
respectively phonotactic fus ions  of 
[a+e], [o+e] and [o+e]. In this study, 
such  a110phones or blends (empty  
ellipses) will be physically positioned 
with regard to other vowel realizations 
corresponding more closely to thei r  
unde r ly ing  representations (fil led 
ellipses). This analysis of Bediondo 
Bedjond is also valid for Beda Bedjond, 
Kaba, Mbay, Nar, and Sar [7, 8, 9, 10]: 

2. VOWEL DISPERSION 
According to the Theory of Adaptative 

Dispersion [3],  vowels  tend  to  be 
sufficiently dis tant  i n  t h e  so-called 
anthropophonic vowel triangle. At the 
same time, vowels of a given system 
tend to fill rather the back and/or front 
ranks than the high one. 
Available phonological descriptions of 
Sara languages show that the Bedjond 
dialects, Kaba, Mbay, Nar and Sar all 
display an unbalanced phonological 
inven to ry :  [ i ,  e ,  a ,  o ,  o, u].  B u t  
allophones and phonotactic blends tend 
to fill gaps and make the systems more 
balanced, except for Sar and Mbay. As a 
result, the system of Nar (fig. 3) is one of 
the most classically balanced. 
Beda Bedjond presents a very centralized 
[e]; in fact, it is phonetically an [9]. In 
Kaba (fig. 4), the central high vowels [i] 
and  [a] d r i f t  toward  the i r  f ron t  
counterpar ts  [ i ]  a n d  [e] without 
protruding the lips. (Note that generally, 
our Kaba speaker tends to have a narrow 
front—back space vs. one of the largest 
high-low dimension). From a general 
point  of view, vowels  of  the  same 
aper ture  degree  a r e  re la t ive ly  wel l  
separated. The exceptions are [9] and 
[a] in Bediondo Bedjond, which are two 
very  close a l lophones  of d i f fe ren t  
phonological vowels (cf. [8] for a study 
of this special case, [9] like [ce], being 
clearly rounded). 

3. VOWEL INVENTORIES A N D  
THE LACK OF PHONEMIC [2] 
According to [1], languages with five or 
more vowels have phonemic [e]. Most 
of the time, the five vowels are [i, e, a. 
o, u]. The prediction of [8] as the sixth 
vowel would require filling the front 
rank before the  back one. The case 
seems to be reversed in Sara. 
At the phonetic level, Sar has 7 vowels 

[i, e, a, :>, o, u, i]. According to the 
descriptions of [8] and [10], [i] is  a n  
a110phonic variant of [i]. It is interesting 
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to notice that while Sar attests [i], it does 
not  have  [a], a l though ,  from a 
typological point  of view, one could 
expect an [a] first. The acoustic vocalic 
triangle clearly shows here the gap left 
by this absence of [8] (fig. 1). 
Mbay has 8 vowels: 6 peripheral [i, e, a, 
o, o, it] and 2 interior [i, a] [9]. Mbay 
does not attest [€]. The gap left by its 
absence appears  a l so  clearly i n  the  
acoustic space (fig. 2). 
Nar also has 8 vowels. It attests [8] but 
only at a phonetic level: [6] is a result of 
[e] in a preconsonantal position (fig. 3). 
In  Bedjond dialects  [6], [et] (always 
realized long) is a combination of a final 
[...a#] with the pronoun [-e] "his" (e.g. 
[tar] mouth + [é] his -> [tët] his mouth). 
Only Kaba seems to have an [3] which is 
not  a n  a l lophone ,  from a surface  
phonology point of view. But the lack of 
analyses available for Kaba prevents us 
from g iv ing  f i r m  phonological  
conclusions on this system. 

4. THE ORDER OF APPEARANCE 
OF INTERIOR VOWELS IN SARA 
LANGUAGES 
According to [1] ,  six-vowel systems 
have [i, e,  e, :), o, u]  or [i, a, a, o, o, i]. 
The second system is said to be the most 
common. Generally, when languages 
have 9 vowels,  there are 7 peripheral 

vowels [i, e,  e,  a, n, o, 3]. The other 2 

vowels are the front rounded [y, a], the 

back unrounded [tu, v], or central [i, o]. 

Sara languages do not have 9 phonemes, 
but they can display 9 phonetic vowels. 
For Sara dialects like Beda Bedjond and 
Kaba,  t h a t  h a v e  a l r eady  f i l l ed  t he i r  

peripheral positions with [a], it  seems 

easier to develop an [a] after an [il (as in 
all other Sara languages) rather than 
developing a completely different range 
of vowels l ike front rounded or back 
unrounded. 
Bediondo Bedjond speakers realize 11 



vowels (fig. 6). Thus, after using the 
central rank, Sara languages exploit the 
front rounded rank of vowels [e, a:]. 
These vocalic systems allow us to 
suppose that when Sara dialects need to 
develop new vowels, beyond those 
cardinal and phonemic vowels 
represented in the following figure by @, 

© @ @ 
@@Ô) @ 
@@ @ 

CD 
the tendency i s  first  to develop 
allophones at the high central position, @ 
(Sar); before f i l l ing  the remaining 
cardinal  (Nar and Beda Bedjond) or 

central (Mbay) positions, @ (both, for 
Kaba); then, to exploit the front rounded 
positions, @ (Bediondo Bedjond). 

5. SARA LANGUAGES AND 
VOWEL SYSTEM PREDICT IONS 
Again according to [1], "Languages with 
six or more vowels have o and also 
either i or e , generally the former" 
and "Languages with seven or more 
vowels have e, 0 or i, o ". 
Sara languages have 6 phonemic vowels. 
In accordance with Crothers’ prediction, 
they have [3] and [e], but they do not 
have phonemic [i] and [3]. But at a 
phonetic level, all of them have [i], and 4 
of them also have [a] (including [e] = [a] 
of Beda Bedjond). 

6. CONCLUSION 
In regard to our formant measurements 
and to phonological analysis of Sara 
languages, one can say that while Sara 
vocalic inventories appear to maintain a 
sufficient distance between vowels in a 
given system, they show, typologically, 
that languages with five or more vowels 
do not obligatorily tend to give rise to 

phonemic, or even surface, front rank 
filling with [a]. 
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Formant mean values 
1 o . - o o u I o . a. 

s.: p 1 252 346 65 1 483 370 290 26 1 

F2 2 3 3 1  2250 1463  1 1 2 0  798 7 2 3  1 6 8 1  

3 2  y F ,  a 4 1 1  580 535 401 335 3:59. 467 

P2 ‘ 2520  2375 1746 1271  9 3 1  863 1664 1591  

F 1 273 336 43 1 63 1 496 365 303 3 10“ 
N . :  

F2 2342 2286 2158  1 8 2 1  1 104 7 3 3  695 1 6 2 1  

Kab- F 1  2 3 5  3 1 4 S 1 9 796 540 340 269 243 328  

1-72 2031 2010 1776 1 3 9 3  1 1 5 0  1036 1088 1 8 4 8  1699 

B I F 1  305 4—01 6 3 1  700 558  386 305 305 

Bodiond 
F 2  2091 1565 1648 1340 1086 853 7 2 1  1480 

Bodlondo F l .  1 6 8  375 546 680 5 8 1  386 2 0 1  2 1 4  400 375 550  

B a d ] …  
683 1 3 7 6  1 1 9 8  1305 1346 



LOCUS-NUCLEUS RELATION AND VOT IN SPONTANEOUS 

AND ELICITED SPEECH 

Diana Krull 

Institute of Linguistics, Stockholm University, S—106 91 Stockholm, Sweden 

ABSTRACT 
CV-sequencies occurring in the spon- 
taneous speech of five Swedes were 
compared to the same sequencies re— 
produced by each speaker in citation 
form words. Two acoustic charac- 
teristics are reported here: F2 trajecto- 
ries for C =  [b, d, m, n, 1/ and voice 
onset time (VOT) for C =/p, t, kl. Plot- 
ting F2 at the CV boundary (locus) as a 
function of F2 within the vowel (nu- 
cleus) resulted in steeper regression 
lines for spontaneous speech which was 
interpreted as a greater extent of con- 
textual assimilation. Both locus and nu— 
cleus had also more central values in 
Spontaneous speech. For VOT, no sig- 
nificant difference was found between 
spontaneous speech and citation form 
words, although both the duration of 
the consonantal closure and that the 
following vowel were considerably 
shorter in spontanaous Speech. 

1. INTRODUCTION _ 
The present paper reports two studies 
comparing CV-sequences in spon- 
taneous speech and in citation form 
words. The studies are a part of a larger 
investigation of phonetic variation in 
spontaneous Swedish. 
The first study deals with the extent of 
contextual assimilation between the 
consonant and the vowel; the second 
addresses itself to comparisons of 
VOT 

1.1 Locus-nucleus relation of F2 and 
contextual assimilation 
The size of the formant excursion from 
the CV boundary towards its "target" 

within the vowel has been shown to de- 
pend to a large extent on the duration 
of the vowel [7][4]. Moreover, the di- 
mension of more or less clear pronoun- 
ciation - "hypo" or "hyper” speech - is 
important: formant excursions have 
been shown to be larger in clear speech 
compared to neutral speech [10]. 
Plotting the locus frequency of a for- 
mant, e.g. F2, as a function of its 
frequency within the vowel results in a 
linear function called the "locus equa- 
tion", Eq.(1): 

F2i=k‘s+c (1) 
where Fa denotes the initial locus of 
the second formant, s is the maxi— 
mum or minimum within the vowel, 
and k and c are constants. Locus equa— 
tions were first used by Lindblom [7] 
who demonstrated that the value of the 
constant k, 1..e the slope of the regres- 
sion line, varies with consonant place of 
articulation. The slope also expresses 
the extent of contextual assimilation 
between the consonant and the vowel 
[5]. In the case of maximal assimilation, 
F2 at the initial locus has the same 
frequency as in the middle of the 
vowel: k =  1, and c =0. In the other ex— 
treme, the initial locus is invariant 
through all vowel contexts, k = 0  and y 
has a constant value. 

1.2 Experiment] 
Five male speakers of Standard Central 
Swedish served as subjects. Natural 
continuous speech was obtained by 
asking each subject to relate a pre- 
viously read short story, and to answer- 
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ing questions posed about the subject’ s 
work, travel, etc. The sessions were re- 
corded and transcribed. Thereafter, 
word—initial CV-sequences with C=/b, 
d,m,n,l/ were located. F2 was measured 
on wide band spectrograms at two 
points: "locus" at the CV boundary and 
"”nucleus at the maximum or minimum 
point within the vowel. If there was no 
minimum or maximum, the corre- 
spending measurement was performed 
in the middle of the vowel. The words 
containing the CV-sequences used for 
measurement were then assembled in 
lists, separate for each speaker, who 
read the words separating them with 
pauses. 
Plotting the locus as a function of nu- 
cleus resulted in slopes and y—intercepts 
given in Table 1. It can be seen that, for 
a given place of articulation, the slope 
of the regression line is steeper for 
spontaneous speech, which can be in— 
terpreted as a sign of greater contextual 
assimilation. Of the possible factors in— 
fluencing the extent of assimilation, the 
roles of lexical stress and phonological 
length were investigated, using only 
content words. The results showed that 
while there was relatively little change 
in slope with different phonological 
length, lexical stress caused a marked 

flattening of the slope. Higher k—values 
indicate that F2 locus and nucleus were 
nearer each other in spontaneous 
speech. However, further investigation 
showed that the locus and and nucleus 
frequencies of the citation form words 
had not changed in a direction towards 
each other in spontaneous speech. In- 
stead, both had moved towards a more 
central frequency value. 

1.3 Discussion! 
According to our interpretation of k- 
values in locus equations, there was al— 
ways more contextual assimilation in 
spontaneous speech. Similar results 
have been obtained for French [1][2], 
Spanish and Catalan [11]. Both locus 
and nucleus frequencies were also 
more centralized in spontaneous 
speech. One probable reason for these 
differences is the usually shorter dura— 
tion of the sequences in question and a 
resulting formant undershoot, i.e. the 
formant has not time to come near its 
target value [7][4]. Another reason for 
the difference may lie in the ”hyper“- 
"hypo" dimension: the citation form 
words were usually more clearly pro- 
nounced than their spontaneous coun— 
terparts [10]. 

Table |. y—lntercept and slope for the regression lines of Inltlal locus vs. nucleus F2 ln 
CV—sequences. 

Speaker OE FIL 
C=MmM 

n = 142 n = 83 
Reference 
y-lntercept 1106 1193 
slope 0.29 0.31 

Spontaneous 
y-lntercept 937 936 
slope 0.32 0.39 

C =Ib.ml 
n = 64 n = 52 

Reference 
y—lntercept 568 313 
slope 0.58 0.74 

Spontaneous 
y—lntercept 407 244 
slope 0.64 0.75 

J S ‘  PT Av 

"=10? n-118 11—88 

1041 - 1033 870 
0.36 . 0.36 0.45 

823 705 755 
0.44 ‘ 0.47 0.51 

n=88 n°-64 11-36 

363 o 276 389 
0.70 0.79 0.72 

261 160 1 79 
0.75 0.83 0.81 
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2. VOT IN SPONTANEOUS SPEECH 
IND IN CITATION FORM WORDS 
Lisker and Abramson [8] compared 
VOT - the time between the stop re- 
lease and the onset of the vocal cord vi— 
brations -— in isolated English words 
and in read sentences, showing that for 
a given CV-sequence VOT was consid- 
erably longer in isolated words. The 
role of several contextual features on 
VOT was studied, three of these were 
shown to have no effect: initial vs. non- 
initial position, utterance tempo, and 
vocalic environment. Stress, on the 
other hand, had a strong effect. 
In Swedish, VOThas been shown to in— 
crease with stress in nonsense words 
[6][9]. In semantically meaningful sen— 
tences, VOT can be approximately 
doubled with the addition of emphatic 
stress [3]. The aim of this investigation 
is to study VOT in CV sequences in 
lexical words occurring in spontaneous 
speech, and in the same words words 
read in citation form. 

2.1 Experiment [I  
The material consisted of two of the re— 
cordings described in section 1.1 above. 
This time, CV-sequences occurring in 
content words where located, C being a 
voiceless stop and V any vowel. For 
each CV-sequence, the duration of the 
stop gap, VOT, and the duration of the 
vowel were measured on wide band 

spectrograms. As in the previous ex- 
periment, word lists were prepared and 
read by the speakers. 
The effect of four of these factors of 
possible influence on VOT are re- 
ported in this paper: (1) Stress (main 
and secondary); (2) place of articula— 
tion; (3) phonological length of the 
vowel and consonant; (4) the physical 
duration of the vowel and of the stop 
gap. 
The results of the comparison revealed 
no significant difference between VOT 
in spontaneous speech and in citation 
form, although VOT tended to be 
slightly shorter in the isolated words 
(Table II). There was, however, a large 
difference in both in the duration of the 
stop gap and that of the vowel: both 
were much longer in citation form 
words. 
Of the different factors whose in- 
fluence on VOT was studied, only 
stress and place of articulation were 
shown to have a strong effect, both in 
spontaneous speech and in citation 
form words. Mean VOT was between 
30% and 100% longer in stressed CVs 
than in corresponding unstressed sylla- 
bles. In spontaneous speech as well as 
in citation form, the velar consonant 
had a longer mean VOT than the den- 
tals and labials. The mean VOT for the 
dental consonant was in most cases 
longer than that of the labial. For both 

Table II. The duration of the closure (stop gap), VOT, and V2 (ln ms) ln spontaneous speech 
and In cltatlon form words. CV— sequences ln word-Initial position are not Included. 

VOT SD Vowel SD N Closure SD 
Speaker JS 

Unstressed CV 
spo 77 26 
cit 163 47 

Stressed CV 
SPO 63 17 
ch 121 44 

Speaker PT 
Unstressed CV 

spont 90 34 
cit 137 40 

Stressed CV _ 
spont 67 13 
on 72 15 

36 
34 

45 
47 

35 
32 

13 56 28 124 
12 135 41 

13 79 37 28 
15 149 38 

12 56 30 101 
15 109 33 

overlap in VOT between places of ar— 
ticulation as well as stressed and un- 
stressed syllables. 
According to t-tests, neither the phono- 
logical length of the vowel nor that of 
the consonant had a significant effect 
on VOT. There was, moreover, no sig- 
nificant correlation between the physi- 
cal duration of the vowel and VOT. On 
the other hand, there was a weak but 
significant (p.05) negative correlation 
between the duration of the stop gap 
and VOT. (Sec [6] for detail). 

2.2 Discussion II  
Lisker and Abramson’s data [8] showed 
considerably longer VOT for words 
read in isolation than for words read in 
sentences. It was therefore surprising to 
find that in the present material VOT 
in isolated words tended to be slightly 
shorter than in spontaneous speech al- 
though the difference was not signifi- 
cant. The standard deviations for VOT 
were also approximately the same in 
both speaking styles, showing that the 
variation in VOT was not larger in 
spontaneous speech. The duration of 
the stop gap and that of the vowel, on 
the other hand, were both much longer 
in citation form words. There was also a 
greater variation in duration. The 
difference between the present results 
those of Lisker and Abramson [8] may 
be due either to language differences 
or to the fact that the connected speech 
in the American material was read text, 
while the Swedish material consisted of 
spontaneous speech. Possible differ- 
ences in VOT between these two 
speaking styles have not been investi— 
gated. 

FOOTNOTE 
1 The project: Speech transforms - an 
acoustic database and phonetic and 
phonological rules for Swedish phonet- 
ics and phonology (Olle Engstrand, 
project director, Diana Krull, Bjôrn 
Lindblom and Rolf Lindgren), sup- 
ported by The Bank of Sweden Ter— 
centenary Foundation, grant 86/109 
and by The Swedish Board of Technical 
Development, grant 89-0027. 
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A STUDY OF [1'] AND [ : ]  IN SPONTANEOUS 
SPEECH 

Carme de  la Meta Gorriz 

Laboratori de Fonètica, Universitat Autonoma, 
Barcelona, Spa'in 

ABSTRACT 

This paper describes the acoustic 
features of the Spanish [:] and[ r } both in 
spontaneous and in laboratory speech. The 
results discussed below show thata shorter 
duration and the reduca'on of the ratio 
values of the dfierences between the second 
formant and the following vowel are of 
prime importance in spontaneous speech. 
However there t's a close relation between 
the second formant of the consonant and 
that of the adjacent vowels both in 
spontaneous and in laboratory speech. 

]. INTRODUCTION 

One of the most comtnon approaches 
in studying [ c  ] and [ r ]  has been the 
analysis of their duration, and therefore it is 
wellknown the description of the several 
phases (closed and open) in [r ] ( eg .  FANT 
[ l ] ). Some works have also noted the 
importance of the vocalic context in formant 
frequencies in Spanish ( QILIS [ 2 ] ).This 
paper suggests some relevant differences 
in duration and spectral structure for both 
[ : ]  and[ r ]  in two speaking styles. 

2. EXPERIMENTAL PROCEDURE 

Data from spontaneous Speech have 
been obtained from an hour recording of 
speech obtained by asking the subject -a 
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male Spanish speaker- about the city where 
he comes from, his family, his work, the 
militar service, etc. 

These data have been compared with 
those obtained b y  studying [ : ]  and [ r ]  in 
laboratory speech, that is, embeded in 
carrier sentences which were read at a 
normal speech rate by the same subject. 

The registration was made in a sound 
proof room at the Phonetics Laboratory at 
the Universitat Autonoma de Barcelona, 
using a Revox AIT/_ tape recorder and a 
Shure 515 Sb Unidync microphomc. 

The corpus was then low-pass filtered, 
digitized at a sample rate of 10 Khz, and 
stored. It was analysed by means of 
broadband Spectrograms using a Mac 
Speech Lab II'l‘M programme. 

Both [1] and [ r ] have been studied in 
intervocalic contexts, either in stressed and 
unstressed syllables. 

A whole of 300 items -uttered in 
labotatory speech- and 445 items coming 
from natural Speech- have been segmented 
and measured. A simple statistic analysis 
have been performed to extract mean values 
of the consonant duration, the four fn'st 
formant frequencies of these consonant, 
and the four first formant frequencies of the 

' C-Vtransition starting point. 
Intensity values are not studied in this 

I paper. However, it should beinteresting to 
havealso into account the strong decrease 
in the sound pressure level of the consonant 
in futher research, as it has been pointed out 
by CHAFCOULOFF [ 3 ]. 

3. RESULTS 

3. 1. Duration 
It has been pointed out that one of the 

most important differences between 
continuous speech and laboratory speech is 
duration. There is indeed a shortenin g 
phenomenon which is closely related to the 
fact that the speaking rate is usually much 
faster in continuous speech. Spanish [ :  ] 
and [ r ] are shorter in spontaneous speech, 
as is shown in Table 1. 
TABLE l: Mean duration values (in miliseconds). 
Comparison between laboratory and spontaneous 

speech. 

Laboratory Continuous 
Speech Speech 

” 31.6 _ 27.1 
Total 

68.68 
45.31 

lt] 3 stages 5 stages 

58.65 79.43 

Some remarks can be made about 
[ r ] .  Its duration depends on the number 
of its closed and open stages. ln speech 
laboratory [ r ]  can be uttered with three or 
five different phases, and it affects the 
total duration as it is pointed at Figure 1. 
The results obtained by means of a t- 
statistic test prove that there are two 
different pepulations indeed, so that the 
degree of significance is 0.000. 

A statistical study of the several phases 
for each type of [ r ] shows that differences 
among them are not significative as for 
duration. 

The mean values of [ r ] duration in 
laboratory speech, taking into account the 
two kind of populations are those in 
Table 2. 

However, these three or five stages do 
not appear in spontaneous speech. There 
are at most two different phases, & closed 
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n ‘ _ _ . . . . 
45,0 9 , 5  96,0 8 1 . 9  61,0 72,! 70,0 “ , 8  0 , 0  94,5 100,0 

DURATION (n . )  

FIGURE 1: Histogram. Mean duration values for 
[ t ]  in laboratory spœch. 

TABLE 2: Mean duration values (in miliseconds) 
for [ r ] in laboratory speech. 

closed s. open s. closed s. 

3 stages IQ} |8.2 IM 
art.: 3.5 si.: 2.2 s.d.:3.1 

cl.s. ups. t ls .  ups. als. 

5910995 16.9 17.3 la I'll 16.8 

5.1L: $.! .s.d.:2.5 s.d.:2.5 s.d.:2.4ls.tl.:2.5 

phase —the first- and an open one, and it is 
interesting to mark that the open stage 
presents a concentration of energy in the 
upper zones of frequency. A t—statistic test 
suggest us that each phase lasts 
aproximately the half of the whole 
duration. The mean values are: 24.5 ms. 
for the closed phase and 22.18 ms. for the 
open one. 

0n the other hand, as for [ c ] , there is 
a significative difference in miliseconds 
between Spontaneous speech and laboratory 
speech. The mean values at Table ] show 
the same differences observed at Figure 2 
and Figure 3. 

Both [ t ] and [ r ] are shorter in 
continuous speech, although [ r ] is always 
the shortest one. 
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DURATION ( _ )  

FIGURE 2: Histogram. Mean duration values for 
[ c ] in laboratory speech. 

. J —  

” , 0  l ‘ , ,  1 . . .  & . 7  2 6 , 6  5 0 , 3  5 4 , 4  u , !  9 2 , 2  “ J  a ]  

DURATION (...) 
FIGURE. 3: Histogram. Mean duration values for 

[ 2 ]  in spontaneous speech. 

3. 2. Formant frequencies 

The mean frequency values for the four 
first formants are those at Tables 3 and4. 
However, note that, as an hour of 
spontaneous speech reports us much more 
cases of A-[ r ]-E than of U-[ r ]-U, for 
instance, these values have been obtained 
by homogenizing the number of cases with 
each vocalic context in spontaneous spœch. 
Otherwise, the values are not able to be 
compared with those obtained in laboratory 
speech. — 

TABLE 3: Mean frequency values for [c ]  in 
laboratory and spontaneous speech. (Hz.) 

Laboratory apccch Spontaneous speech 

24 3152.33 340911 

F3 230406 228724 

" 138405 135429 

l l  367.75 403.93 
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TABLE4: Mean frequency values for[r] in 
laboratory and Spontaneous speech. (Hz…) 

Laboratory apcach SDOMIMOUO Speech 

" 339705 336174 

P3 2067.2 2025.49 

FZ “29.48 [201.34 

Fl 434.4 443.13 

The differences between laboratory and 
continuous speech in the steady state of the 
consonant do not seem to be very large. 
Furthermore, the consonant shows the 
same behaviour in both cases: the first and 
the second formant depend on the vocalic 
context, as it is shown in tablcs 5 and 6. 

TABLE 5: Mean frequency values for [ r ]  in 
laboratory speech (LS) and spontaneous speech 
(SS). Influence of the vocalic context on F1 

and F2.(l-lz). 

F l  i / u  e / o  a 

LS 313.48 383.31 456.83 

s s  294.8 403 469.18 

F 2  o / u  a e / i  

LS 10236 1210.66 170384 

5 5  103886 12419 16004 

TABLE 6: Mean frequency values for [ r ] in 
laboratory Speech (LS) and spontaneous speech 
(SS). Influence of the vovalic context on F1 

and F2. (Hz). 

F l  i / u  e l o  a 

L S  3 6 0 . 9 1  446 .21  470.93 

no a“: ss “.” 428.15 496.66 
F 2  o / u  a a l i  

L5 109178 108993 1271 

l . …  ss “,,” 124077 139627 

_ _  

By the other hand, some differences 
between spontaneous andlaboratory speech 
can be stated as for frequencies. 

The relationship between the second 
formant steady state of the consonant and 
the transition starting point depends on the 
following vowel, but differs because of the 
speech style. This relationship would be 
even more evident if we taked into account 
the steady state of the vowel. Note that the 
difference between the two points is higher 
in palatal than in velar contexts. But, 
anyway, differences are always higher in 
laboratory speech than in Spontaneous 
speech. This fact can be expressed by means 
of percentagcs, as is shown in Table 7. 

TABLE 7: Pereentages. Difference between the 
aecondformantfrequcnciec oftlie steady stateof 

the vowel andthe following transition starting 
point. Comparison between Spontaneous and 

laboratory speech. 

181 I r ]  

eli 0/11 eli on 

…un sam 10.78 2.98 7.28 1.98 

9mm 5.78 1.68 2.58 mug. 

3.3. Spectral distribution 

In fact, the results suggest that 
Spontaneous speech favour the 
concentration of energy in the upper zones 
of frequency. About a third of the studied 
cases of [ :  ] in spontaneous speech show 
aperiodic energy in the higher frequencies, 
and about the ninety per cent of cases of 
[ r ] are periodic frictions. The founh 
formant is the most intense in many cases. 
However, both [ 8 ]  and [ r ]  are completely 
periodic in laboratory speech. 

Figures 4 and 5 show some of the 
spectral differences observed between 
continuous and laboratory speech for [ :  ] 
and[ r ]. 

‘ __ _ 

FIGURE 4: [ : ]  in laboratory speech and in 
continuous speech. Context: [ e : 'e]. 

W1 1 | , " J  1 
‘. Irlr n h ' “ ,  

.—
 1 

FIGURE 5: [ r ] in laboratory speech and in 
continuous speech. Context: [ e r'e]. 

4. CONCLUSION 

Speaking style differences are found 
on duration, which is shorter in 
spontaneous speech, and on the reduction 
of the ratio values of the frequency 
differences between the steady state of the 
second formant of the consonant and that of 
thencxt vowel. Further research should pay 
attention to intensity levels of [ : ] and [ r ]  
in Spanish and to their spectral distribution 
in spontaneous speech. 
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AUTOMATIC CLASSIFICATION AND FORMANT ANALYSIS OF 
FINNISH VOWELS USING NEURAL NETWORKS 

Toomas Altosaar and Matti Karjalainen 

Helsinki University of Technology 
Acoustics and Speech Processing Laboratory 

Otakaari SA 
02150 Espoo, Finland 

ABSTRACT 
In this paper we report results from a 
study of using feedforward neural net- 
works with error back-propagation in or- 
der to see their inherent ability to Icam 
speaker independent classification and 
formant analysis of Finnish vowels. 

1. INTRODUCTION 
The recognition and analysis of vowels is 
an important problem in the field of 
speech recognition and phonetics. Neural 
networks [5] are shown to give excellent 
performance in many speech recognition 
subtasks [l],[2]. They can be described 
as “black-boxes” that when given an in- 
put and desired output can actually learn 
to associate the input with the output. The 
performance levels achieved with neural 
nets can be very high and their use is an 
attractive method when performing vowel 
recognition or analysis [5]. 

In our study we used feedforward nets 
with error back—propagation. Figure ] 
shows a possible net topology where data 
flows from the input layer to the output 
layer via a hidden layer. Each layer is ful— 
ly connected with the next one. The di— ' 
mensionality of the net can be stated as 
the number of nodes in each layer (10-6-2 
rn figure 1). 

This paper describes the application of 
neural networks to vowel recognition and 
analysrs. Experimental results of vowel 
recognition and formant analysis are pre— 
sented along with a summary regarding 
the usefulness of neural ncts in this prob- 
lem domain. 

Input Layer 
Figure 1. A possible network tcpology 
(general structure of a feed-forward net). 

2. VOWEL RECOGNITION 
For our vowel recognition experiments 
we used speech taken from 12 female and 
24 male speakers. Static auditory spectra 
(288 in total) each consisting of a 48 
point real-valued vector were used as the 
input representation [2]. The topmost 
curve in figure 2 shows the auditory 
spectrum of the vowel av. The 0-24 Bark 
critical-band scale corresponds to approx- 
imately 0—15 kHz. 

We defined a criterion for when a neural 
net had learned all of the input material: a) 
all of the inputs had to be correctly classi— 
fied, and b) a 0.75 minimum level had to 
be measured for the correct output layer 
node. The target values during training 
were 0.0 or 1.0. 

In the first experiment we determined 
how many nodes were required in the 
hidden layer as well as which spectral 
representation performed best to correctly 
learn 8 vowels from a single male speak— 
er. What is meant by spectral representa— 
tion is the scale or resolution of the input 
data. We applied a Gaussian band-pass 
filter to the original auditory spectra to 
obtain a fine-scale representation that 
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would emphasize formant-like local struc- 
tures in the spectrum. A higher level of 
smoothing was also applied to yield a 
coarse—scale representation that empha— 
sized more global spectral trends. The 
fine and coarse representations for the 
vowel lä/ can also be seen in figure 2. 
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Bark Channel (0—24 Bark) 
Figure 2. Original, fine, and coarse audi- 
tory spectrum representations of läl. 

We then trained 100 separate nets with 
similar initial parameters of dimension 
48-3-8 (48 input nodes, 3 hidden nodes, 
and 8 output nodes each corresponding to 
one of the eight Finnish vowels). We re- 
peated this test for 4 to 9 hidden nodes, 
and for all three representations. The re- 
sults which can be seen in figure 3 indi- 
cate that the fine spectral representation 
learned the 8 vowels most frequently, fol- 
lowed by the original and coarse repre— 
sentations. This result is explainable since 
emphasized formants help to distinguish 
each of the eight vowels of a single 
speaker. 

For a larger input set (24 male speakers, 
192 vowel spectra) these results changed 
somewhat and are shown in figure 4. 
Here the number of nodes was varied be- 
tween 3 and 14 and only the original and 
fine spectral representations were com— 
pared. The ability of learning the input set 
perfectly when using the fine resolution 
was always lower than for the original 
representation. A possible explanation for 
this is that in general the fine representa- 
tion will emphasize formants, and since 
several examples of each vowel exist in 
the training set with different formant fre- 
quencies, the variability of the input rep- 
resentation increases making it more diffi— 
cult for the net to learn the differences. 
For this reason we decided to use only 
the original spectral representation in the_ 
remaining tests. 

emo .. . 59 « Onglnal Fine 3751 O 

{3504 

g o  — r î  I f fi r  I 
2 3 4 5 6 7 8 9 10 
Number of NodesinHidden layer(X) 

Figure 3. 48-X-8 Net’s Ability to beam 8 
\bwel Spectra 

grec 
€ 4 Original 
2 7 5 '  
‘s 1 

£504 

‘7 9 11 13 15 
0 ' I Î Ë '  1 ' Î ' fi  
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Figure 4. 48-X-8 net’s ability to learn 192 
male spectra. 

2.1 Effect of F0 on Classification 
A central part of the study was to see if 
the pitch frequency as additional informa— 
tion to the auditory spectrum could im- 
prove the classification performance of 
the nets by providing extra information 
for spectral normalization. For this test 
we created three training sets: male (24 
speakers), female (12 speakers), and : 
male+female set (36 speakers), in order 
to see the degree of speaker independence 
and difficulty of the learning problem in 
each set. 

For all three sets the number of hidden 
nodes was varied from 3 to 48. Figure 5 
shows the learning ability for the 24 male 
set. Each test was repeated 100 times to 
gain statistical confidence. With eight hid- 
den nodes approximately 80% of the nets 
were able to learn the male training set en- 
tirely. No significant difference in perfor- 
mance level was observed if F0 was in— 
cluded or not. This result is somewhat 
surprisin g because it is often assumed 
that human listeners do spectral normal- 
ization based on the pitch of the speaker. 

For the female and male+female training 
sets the results were similar to the male 
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Figure 5. 24 male speakers with and 
without pitch information. 

training set test, Le no significant im- 
provement or degradation of learning fre- 
quency was found by including pitch in- 
formation. 

3. F ORMANT ANALYSIS 
The second main topic of this study was 
to investigate the usefulness of neural net— 
works in analyzing continuous parame— 
ters or features of vowels. Specifically 
wc wished to teach nets to be able to 
identify the location of the first two for— 
mant frequencies of vowels in the audito- 
ry spectrum. A traditional method to per- 
form this task automatically is to calculate 
the envelope of the spectrum and peak— 
pick the formants. Another method uti- 
lizes solving for the poles by LPC. 

We trained networks of dimensions 48— 
X-2, X € [2,15] to estimate the two first 
formant frequencies F1 and F2 of vow- 
els. These estimates were based on the 
auditory spectrum input and we hyp0the— 
sized that the network could be more ro- 
bust than traditional methods to find and 
label the formant frequencies. The output 
level nodes of the net were modified by 
removin g the sigmoid non—linearity thus 
allowing continuous valued output values 
to be realized. As a training set we select— 
ed 64 vowels and diphthongs from a sin— 
gle male speaker. The formant frequen- 
cies were located by hand by an experi— 
enced speech scientist. 
Figure 6 shows the average F1 and F2 
absolute errors as a function of the num— 
ber of hidden nodes. F2 exhibits a larger 
error since a larger input variation exists 
for it but drops down to ~0.15 Bark 
when the number of hidden nodes is sev- 
en or higher. This error corresponds to 
approximately 35 Hz at 1.5 kHz. The F1 
error being considerably smaller was 

found to be 0.08 Bark which corresponds 
to 10 Hz at 400 Hz. 
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Figure 6. Average Formant Analysis Er- 
ror of 64 Male Spectra as a Function of 
Net Size. 
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We evaluated the performance of the 48- 
12-2 net on three independent (with re- 
spect to the training set) evaluation sets: 
male (3 speakers), female (3 speakers), 
and male+female (3 male and 3 female 
speakers). As can be seen in figure 7 the 
average absolute error for F1 (labelled 
“F1 error") when evaluated on the male 
set of spectra (3M) was ==0.5 Bark, and 
for F2 (labelled “F2 error”) 0.8 Bark. 
The F2 error was very large when evalu— 
ated on the female set (3F) — 2.2 Barks 
which corresponds to =600 Hz at 1.5 
kHz. Notice that the net was trained by 
data from a single male speaker. 

To see if we could reduce the average ab- 
solute F2 error for females we trained a 
similar net with the original 64 vowels 
and diphthongs but also included eight 
static vowels from one female speaker. 
When re-evaluated on the independent 
sets the F2 error (labelled “F2 error IF”), 
as seen in figure 7, was substantially 
smaller dropping to =l.3 Barks which 
corresponds to «830 Hz at 1.5 kHz for 
the female (3F) evaluation set. 

The overall accuracy for the formant anal— 
ysis tests was not always good but the 
nets showed a robust behaviour avoiding 
gross errors such as incorrect formant or— 
derin g, which is very difficult to achieve 
by traditional methods. We also observed 
that networks based the formant estimates 
on the general shape of the auditory spec- 
trum but didn’t generalize to search for 
exact auditory peaks. Further studies are 
needed to see how accurate and robust the 
method could be if a more complex net is 
used with more training material. 

3 9 2  

go
 

to 
:: 

l
a

 

I 
. 

. 

H
 

. 

A
v

e
r

a
g

e
 

l
E

r
r

o
r

l
 

(
B

a
r

k
s

)
 

a 

1.3 Bark =- 330 Hz (at 1.5 kHz) 

F2Error 

F2 Error I F  

J . .  Fl  Error 

0.5 - î— - _ 
— 0.5 Bark = 55 Hz (at 400 Hz) " ’  Fl Error 1F 

0.0 r , ' 
3M 3M3F 3F 

Evaluation Set 
Figure 7. Evaluations of Trained Net on Independent Spectra. 

4. COMPUTATIONAL ENVIRON- 
MENT 
These experiments were carried out on an 
object-oriented signal processing environ- 
ment called QuickSig [3], develOped in 
our laboratory. QuickSig, which is an ex- 
tension to the Symbolics Common Lisp 
and Flavors environment runs on Sym- 
bolics Lisp Machines. To speed up the 
tests by a factor of 150 over the Symbol- 
ics Lisp Machines a Texas Instruments 
TMS320C30 digital signal processor was 
used. 

S. SUMMARY 
This study has shown that neural net— 
works are very useful tools in the classifi- 
cation and analysis of vowels. The ability 
of a neural network to generalize is an at- 
tractive feature since this means that a 
trained net, even if it has never seen a cer- 
tain input before, can make an intelligent 
decision. 

Specifically we found that F0 does not 
help in achieving better performance lev- 
els for vowel recognition. This continus 
earlier work [4]. The number of nodes in 
the hidden layer was found to affect the 
learning potential. With too many nodes 
the net will learn but will not generalize (it 
will learn each training element individu— 
ally). On the otherhand, given too few 
nodes all the inputs will not be classified 
correctly. We also found that the preferred 
Spectral representation when having to 
choose from a set of representations de- 
rived from the auditory spectrum was the 
unmodified auditory spectrum itself. 

In the formant frequency analysis experi- 
ments more spectra need to be used to 
verify the accuracy and potential of the 
approach. Eventhough performance may 
not reach the levels of other well estab— 
lished methods such as LPC, neural net— 
works may provide a useful general indi- 
cation of formant locations for later, more 
detailed analysis, or rule—based combina- 
tion of multiple methods. 
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ABSTRACT 

In t h i s  p a p e r  t h e  output i s  
p resented  o f  t h e  compute r  
a ided  analysis  o f  t h e  Bul- 
garian vowels in  [b-b /  con- 
t ex t  u t t e r ed  by 30 male and 
30 female professional spea— 
kers  i n  stressed and in  un- 
s t res sed  pos i t i on ,  namely 
t he  print o u t  o f  t h e  popu-  
l a t ions  (o r  vowel  c lus t er s )  
i n  t h e  F1 vs .  F2 plane o f  
equally labeled vowel u t t e -  
rances t oge the r  w i t h  their 
c l u s t e r  statistics: means, 
standard dev ia t ions ,  maxi- 
mums, minimums, skewneeses  
and ku r to s i se s .  

1 .  INTRODUCTION 
In a previous p a p e r  [1 ]  a n  
algori thm has b e e n  reported 
which makes  use o f  phonet ic  
knowledge t o  pe r form compu— 
t e r  a ided  analysis of  speech 
fo l lowed  by formant t r ack ing .  
I t  has  been descr ibed lately 
how t h i s  algorithm has been  
app l ied  t o  the  process ing 
o f  a phone t i c  mater ia l  [2] 
f rom t h e  Bulgarian Central  
Allophones Data  Base [3 ] .  
Here w i l l  be p resented  i n  
more d e t a i l s  the  d i rect  o u t —  
put  o f  t h e  computer  proces- 
sing of  t h i s  phonet ic  m a t e - '  
r i a l .  

2 .  VOWEL CLUSTERS 
Central  (b-VOWEL-b) allo- 

. p h o n e s  o f  t he  vowels:  [ i ] ,  
/ e / ,  [ 3 / 9  l a ] ,  / u / 9  / ° /  

are u t t e r e d  i n  Standard Bul— 
garian by 30 male and 30 fe— 
male professional  speakers  
i n  stressed and  i n  uns t res— 
sed p o s i t i o n .  The allophones 
a r e  imbeded i n  words (See 
APPENDIX) u t t ered  w i t h  fal- 
ling intonation a t  t he  end 
o f  a s t andard  carr ier  sen- 
t e n c e .  The labeled sound re— 
cordings  of t h e  vowel u t t e -  
rances are ver i f i ed  by a g m —  
up o f  20 l i s teners  sg that  
t h e  uncorrect  u t t e r ances  t o  
be  r e j e c t e d  by the  computer  
and only the  correct  ones to 
be  admited t o  f u r t h e r  proces- 
sing. The anaIOg speech  sig- 
nal i s  d i g i t a l i z e d  w i t h  a 
sampling f requency  o f  2 0  kHz 
and t h e n  processed w i t h  an 
IBM 360/40 computer .  The 
compuiâr perfqgmes…arFORTRAN 
Program based  o n  thesubro— 
u t i n é ' F O R I T  f rom the  SSP [4]  
and bu i lded  up according t o  
the algorithm [1] .  The com— 
pu te r  produces ,  except  o f  
o u t p u t . l i s t i n g s  o f  t h e  labe- 
l ed  points 

(F0. F 1 .  F 2 .  F3)  
where  

LABEL : [phonemic symbol 
[presence o r  absence of 

s t r e s s / s ex  of  speaker/  

. . . . [ x /  
LABEL 

also two dimensional plots 
o f  t h e  s e t s  o f  equally la -  
be led  p o i n t s  i n  t h e  space of 
t he  f i r s t  t w o  vowel fomants 
(See F ig .  Fig. 1 t o  4 ) .  It 
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c a n  be s e e n  t h a t  t h e  number 
o f  p o i n t s  i n  t h e  c l u s t e r s  on 
t h e  p l o t s  i s  somet imes  smal— 
le r  t h a n  t h e  number  o f  the  
S p e a k e r s  i n  e a c h  g r o u p .  
T h i s  e f f e c t  i s  o b t a i n e d  be— 
cause  o f :  1 )  The uncor rec t  
u t t e r a n c e s  r e j e c t e d  by t h e  
group o f  listeners; 2 )  The  
c o i n c i d i n g  points i n  t h e  F1 
v s .  F 2  computer print o u t ;  
3 )  Some single points very 
d i s t a n t  f rom t h e  c l u s t e r s  
nuclei w h i c h  got  o u t  o f  t h e  
PW v s .  F2 c o m p u t e r  p r i n t o u t .  
There are i n  f a c t  on ly  three  
such p o i n t s  exclusively i n  
the  f e m a l e  u t t e r a n c e s ,  name- 
ly t w o  p o i n t s  i n  t h e  / ‘ i /  
c l u s t e r  above  t h e  u p p e r  l i —  
m i t  o f  t h e  graph and one 
more i n  t h e  c l u s t e r  o f  the  
vowel / ‘ a / .  The number o f  
coinciding a n d  out—of—the— 
graph p o i n t s  i s  p r e sen t ed  
i n  t h e  l a s t  column o f  fl a b .  
Tab.  1 t o  4 .  

3 .  CLUSTER STATISTICS 
The statistical processing 
o f  a l l  vowel u t t e r a n c e s  v e -  
r i f i e d  by t h e  listeners i s  
per formed by a FORTAN pro— 
gram w h i c h  m a k e s  e x t e n s i v e  
use o f  t h e  SSP s u b r o u t i n e s  
[ 4 ] ,  among them t h e  s u b r o u —  
t i n e  TALLY t o  c o m p u t e  means ,  
s t anda rd  d e v i a t i o n s ,  maxi- 
mums and minimums and  t h e  
subrout ine  MOMEN t o  he lp  by 
t h e  comput ing  of the  skew— 
nesses  and  c u r t o s i s e s .  The— 
se  s t a t i s t i c a l  e s t i m a t e s ,  
c o m p u t e d  f o r  e a c h  c l u s t e r  
o f  equa l ly  labeled p o i n t s ,  
are p r e s e n t e d  i n  T a b .  Tab.  
1 t o  4 .  I n  t h e  b o t t o m  part  
o f  each  t a b l e  a re  p r e s e n t e d  
t h e  s t a t i s t i c s  o f  t h e  over-  
a l l  popula t ion  o f  t h e  six 
vowels  above.  

4 .  DISCUSSION 
A s  t h e  behav io r  o f  t h e  vo-  
wel  c l u s t e r s  i n  dependence  
of  t h e  sex o f  t h e  speakers 
and o f  t h e  k ind  of uttering 

t h e m  i s  discussed elsewhere 
(21 i t  w i l l  be  only men t io -  

ned now t h a t  t h e  r e s u l t s  of  
t h e  compute r  processing o f  
t h e  raw expe r imen ta l  m a t e r i -  
a l  r e p o r t e d  here s u p p o r t t h e  
i n f e r e n c e s  deduced  from t he  
s e t s  o f  manually determined 
closed loops i n  [ 2 ] .  

5 .  CONCLUSION 
i he  phone t i c  da ta  presented  
i n  t h i s  paper  may be  o f  use 
t o  t h e  s c i e n t i f i c  c o m u n i t y  
by t r i v i a l  a n d  compu te r i z ed  
compara t ive  phonetics s t u d i —  
e s  and by machine synthesis  
and recogn i t ion  o f  Bulgarian 
speech .  
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APPENDIX: 
Word l i s t  i n  rough phonemic 
IPA - t r a n s c r i p t i o n :  

STRESSED UNSTRESSED 
/b‘iblija/ jbibl‘ejski /  
[ b ‘ e b e /  / b e b ‘ e t  e f /  
/ b ‘ a b a /  jbabal ‘âk/  
jb‘Qbrek/ jbabrekov‘iden/ 
j b ‘ o b o f /  [bob‘ov ina /  
/ b ‘ u b a /  [ bub ‘a r /  
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Fig. 1 .  F i r s t  t w o  f o r m a n t s  
compu te r  graph o f  t h e  s ix 
Bulgarian vowels u t t e r e d  in  
stressed position by_30  
male speakers  

TERMINOLOGY: 

CLUSTER - ' a  group o f  o b -  
j e c t s  p u t  t o g e t h e r  by some 
resemblan t  f e a t u r e  (DURAN, 
B . ,  ODDEL, P .  ( 1 9 7 4 ) , " C l u s -  
t e r  analysis. A s u r v e y " ,  
Springer V e r l a g ) .  The  term 
i s  f a m i l i a r  i n  t h e  theory 
o f  p a t t e r n  r e c o g n i t i o n .  

l l l l l  

Fig.  2 .  F i r s t  t w o  formants  
c o m p u t e r  graph o f  the  six 
Bulgar ian  vowels u t t e r e d  i n  
unstressed position by 30 
male speaker s  

LEGENR. 293.15. .F IG mafia: 
I n  t h e  c o m p u t e r  p r in t  o u t s  
c a p i t a l  l e t t e r s  f r o m  the  
latine a lphabe t  a r e , u s e d  
t o g e t h e r  w i t h  t h e  symbol 
"ape"  t o  de s igna t e  some 
symbols of  t h e  I n t e rna t io -  
nal Phonet ic  Alphabet  (IPA) 
a s  f o l l o w s :  

I = x i x :  A = l a x :  
3 = l e ! :  U = / u / :  
9 = / 9 / :  0 = / ° / :  
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. F i g .  3.  First t w o  formants  
compute r  graph o f  t h e  s ix  
Bulgarian vowels u t t e r e d  i n  
stressed pos i t i on  by 30 
female speakers .  There are 
three points [1/ w i t h  
rather high second formant  
which got  aut  o f  t h i s  graph. 
Two o f  them are  l abe l ed  a s  
/‘1/. £P1=624, F2=3744) and 

'(F1=850, F2=3825), and one 
a s  / ‘ a / .  (F1=1176, F2=3864) 

REMARK: 

With a single exception 
_(See text  t o  P i s . .&)  coin— 

ciding po in t s  belong t o  one 
and t h e  same vowel c l u s t e r .  

' F i g .  4 .  F i r s t  two  fo rman t s  
compu te r  graph of t h e  s ix  
Bulgarian vowels u t t e r e d  in 
unstressed position by 30 
female speake r s .  The point  
19/. (F1=768, F2=3536). _ 
which coincides w i t h  a peint 
o f  t h e  / a / - c l u s t e r ,  i s  not 
marked o n  t h e  f i g u r e  
LEGEND TO THE TABLbS: 

n - number o f  vowel u t t e -  
rances a d m i t e d  t o  analysis 
a f t e r  being ve r i f i ed  by a 
group o f  20 listeners 

c - number of positions 
in t h e  F1 v s .  F2 plane in 
which the  coord ina tes  of  
each two  o r  more vowels  do 
coincide or  a s ingle vowel  
g e t s  o u t  o f  t h e  compute r  
pr in t  o u t  
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PHONOLOGY OF SYNHARMONISM AND 
A.NEW SYNHARMONIC SCRIPT 

A. Dzhunisbekov 

Institute of Linguistics 

Academy of Sciences of the Kazakh SSR 

Turkic phonology is the 
phonology of synharmonism. 
The model of the phonology 
of synharmonism is propo— 
sed. The synharmonic script 
theory  is worked out and 
the system of the syllabic 
turkic script is proposed. 

None of the accepted at 
different times graphs in 
Turkic languages — Arabic, 
Latin or Russian — was an 
Optimum script from the 
point of view of phonolo— 
gical and phonetic nature 
of the turkic Speech.Since 
in the first place it was 
necessa ry  to introduce 
quite a number of additio- 
nal letters in the second 
place extra orthographic 
and orthoepic rules were 
needed, in the third place 
the main shortcoming of 
these scripts was that the 
principle "one sound for 
one symbol" was adopted. 
While successive and systel 
matic synharmonic consonan— 
ce of syllables inturkic 
Speech, required syllabic 
principle of the script. 
Apparently it is not acci— 
dentally that ancient tur— 
kic runic script was just 
as such. 
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The script must be formed 
on the basis of the phono— 
l o g i c a l  and phonetic struc- 
ture of the given language 
(or cognate group of lang- 
guages). Only in that case 
graph and or hography will 
be rational and easy  for 
mastering this script. Syn— 
harmonism is such means for 
Turkic languages, and it 
permits to construct an 
easy and economical turkic 
script. 

Synharmonism is not an 
ordinary phonetic phenome— 
non, but a basis of the 
whole linguistic structure 
of the Turkic languages.lt 
is a Specific language unit 
forming the integrity of 
syllables and words in tur- 
kic Speech. 

Here is the model of syn— 
harmonism, built as a "cir— 
cle" because both synharmo— 
types (palatal and labial) 
as well as all the four 
synharmotimbres (hard non— 
labial, soft nonlabial, 
hard l ab ia l ,  soft labial) 
together make up the phono- 
logical system of the Ka- 
zakh language. The main 
thing in this model is the 
equal relevance of all its 
components. 

The upper half of the 
circle reflects hard (com— 
plete line), the lower half 

- soft (dotted line), the 
left half - labial (chain 
of circles), the right half 
- nonlabial (absence of 
circles) synharmotypes. Pa— ' 
latal and labial synharmo- 
types do not function sepa— 
rately however. Four inde- 
pendent and compound synhar— 
motimbres are formed out of 
their combination: hard la— 
bial (chain of circles joi- 
ned by a com lete line); 
soft labial chain of cir— 
cles joined by dotted line); 
hard nonlabial (complete 
line and absence of cire—' 
les). 
Here are four timbres 

forming the system of syn- 
harmonism. The middle cir— 
cle reflects distribution 
of vowels in the synharmo— 
system. Crossed squares 
indicate the absent vowels 
in the vocalic system (in 
this case the Kazakh lang— 
uage which is one of the 
Turkic languages). The in— 
ner circle reflects the 
synharmosystem of conso- 
nants. It is open from all 
the sides, which indicates 
simultaneous presence of 
all the four synharmotim— 
bres in the system of con- 
sonantism. Such universa- 
lity of consonants (in con- 
trast to vowels) permits 
to use them as basic sounds 
in constructing the synhar— 
monic script. 

The level of formalism of 
the proposed model may be 
subjected to criticism, 
and we shall be glad if so— 
meone will manage to give 
more efficient and accurate 
definition of synharmonis 
and to construct the appro- 
priate variant of the mo— 
del. We want, to remind 
that nobody succeeded in 
constructing a good working 
model of synharmonism at 
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least those referring to 
_"harmony of vowels". That 
is why it is necessary to 
seek and to seek. In.order 
to succeed it is necessary 
to have a strict synharmo— 
nic theory, ensuring true 
linguistic interpretation 
of primordial phonetic phe- 
nomena in Turkic languages. 
For all this one must not 
be afraid of seeming or 
factual contradictions of 
this theory with establi- 
shed well—known theories 
of "europocentristic" trend 
in Turkicology. It is law- 
governed: phonology of the 
language, which differs 
f rom ludo—European langua— 
ges can not be explained 
by the theory, ensuring 
linguistic interpretation 
of phonetic phenomena in 
these (Inde-European) lang- 
uages. By the way, our 
knowledge of the nature and 
functions of synharmonism 
turned out to be insuffi— 
cient and erroneous. 

So far as synharmonism is 
the phonological basis of 
the proposed system of the 
script, we use the simpli— 
fied term "syngramma" for“ 
designating the syllabe— 
symbol. Graphe of syngram— 
mas are elementary: they 
consist of the joining of 
only straight lines (we 
intentionally avoided ro— 
und, oval, curved and other 
complex lines for the 
scripts) and there are on— 
ly three of them. Each syn— 
gramma consists of the com- 
bination of the three 
straight lines: vertical 
line " |" which is basic 
for all syngrammas; horià 
sontal """—place number 
and direction of its join— 
ing with the basic line 
indicates the type of the 
consonant; oblique " \"— 



place ,  number and d i r e c t i o n  
of its joining with the ba- 
sic l i n e  indicates the syn- 
harmonic timbre of the syl— 
lable and the phonological 
type of the vowel. 

Syngrammas are construc— 
ted according to certain 
logical pr inc ip l e  ( t h e  ba- 
sic being articulatory and 
acoustic f ea tu res  of so-H 
unds) which  facilitates 
mastering the script. This 
principle helps to manage 
with minimum of rules and 
exceptions to them (unfor- 
tunately ,  we can not g ive  
here a detailed and acces— 
sible description of the 
rules of the scr ipt ,  becau— 

se of the limited number 
of sheets and we limit our- 
s e l v e s  to the illustration 
of Consonant Symbols by 
Syngrammas of the consonant 
[P] and examples of the ir  

linear sequencaL 

THE MOIEL 
OF THE PHQNQLOGY 
0F SENHARMONISM 

400 

CONSCNANTS 

…\ …, 
“ …  
bc; ÎS'GI }- ÿ'". _ 

5 Î z + L “ 
5 [ Z ] r I 

VOWELS 

°Pen ll L 
/ 

close l r 

diphtong . . . 

SINHARMOŒEMERS 

nonpalatalised \ l 

\ / 
palatalised. \ / 

labial / f 
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SILLABL MARKED 

ap J pa a)… 
dip J pa apa 

p 

I,
 

i 
À 

o \ p o y o p o i  

5 p § p 5 L 5 p 5 i  

9P” n y P y T  

{pû piripiî 

epaperM 
U P Î P u r U P N T  

ü p î  pii r LIMIT 

for example : 

türù'lc tilderi: 

TÎÎ Tiff 
g a z a g  tuba .  

[lÎ TJ\ 
‘wrewz Oie!” 
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DE L'INDÉPENDANCE DU PHONÈME FAIBLE AU SYSTÈME 
PHONOLOGIQUE DE LA LANGUE RUSSE 

S.N.Dmitrenko 

Institut de la langue russe, Moscou, URSS 

ABSTRACT 

In present article the ques— 

tion is about consequences 

which follow f rom an adopt— 

ion of the thesis about in- 

dependent phcnological sta— 

tus of a weak phoneme in 

the phonological systems of 

russian language and possi— 

bilities of construction 

such phonological model in 

which two independent pho— 

nological unit present.  

1 .  La reconnaissance du 

phonème faible en qualité 
de l'unité phonètique indé- 

pendante est contraire à la 
thèse générale de l'Ecole 
phonologique de Moscou à sa 
conception traditionnelle 

[1] comme à la conception 
présentée dans le livre 
d'Avanesov R. I .  1956 a. [2] 
à savoir à la thèse de la 
connexion de la phonologie 

avec la morphologie, du pho- 

nème avec la morphème de la 

série de phonèmes avec 
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l'indentité des morphèmes. 

L'adoption de la thèse du 
statut indépendant phonolo— 
gique du phonème faible au 
système phonologique de la 
langue russe entraine une 
série de conséquences dont, 
'à notre avis, il faut tenir 
compte en décrivant le sys— 
tème phonologique de la 
langue russe. 

1 . 1 .  Le renoncement à 
utiliser la série de pho— 
nèmes comme liaison entre 
la phonologie et la morpho— 

logie. La.série de pho- 
nèmes d'Avanesov R.It [2] 
(ici il s'agit de la série, 

de phonèmes dirigée par le 

phonème fort), n'est pas 
universelle c'est—a-dire 

n'embrasse pas la majori- 

té des cas. Le plus sou— 

vent le phonème faible' 
est présentée dans la situ- 
ation d'hyperphonème c'est- 
à—dire dans la situation 

qui ne peut pas être véri- 
fiée par la position forte. 

..
_

._
_

_
._

—
—

_
..

..
_

..
_

—
—

—
—

-.
-.

..
..

..
 

Par ex., dans la combinai- 

son des phonèmes consonnes 

il y a approximativement 

deux fois plus de combinai- 

sons avec des phonèmes 

faibles dans la position 

initiale que de combinai- 

sons avec des phonèmes 

forts [ 3 ] .  
1 . 2 .  L'inclusion du 

phonème faible comme unité 

phonétique ayant le statut 

phonologique indépendant et 

la fonction de distinction 

sémantique (et conformement 

ayant le rendement foncti- 

onnel) dans la composition 

des phonèmes de la langue; 

ainsi la composition des 

phonèmes c'est la composi-_ 

tion des phonèmes forts et 

faibles (37 phonèmes conso- 

nnes forte, 15 phonèmes co— 

nsonnes faibles de dureté- 

molesse, 12 phonèmes con— 

sonnes faibles de sourdi— 

té—sonoritê, 5 phonèmes 

consonnes faibles de dure— 

té—molesse et de sourdité— 

sonorité; 5 phonèmes voyel— 

les forts et 2 phonèmes 

voyelles faibles /A/ et 

fig/ . 
1 . 3 .  La reconnaissance 

de l'existence dans les pc- 

sitions fixées des phonèmes 

faibles de  tel ou tel signe 

et simultanément de la non- 

existence des ces phonèmes 

dans les mêmes positions 

comme des phonèmes forts 

d'autre signe. Par ex., si 

dans le livre d'Avanesov 

R.I. EZ] dans la position 

de fin du mot sont présen— 

tés des phonèmes faibles de 

sourdité-sonorité et simul- 

tanément des phonèmes forts 

de dureté-molesse, c'est—a- 

dire la même unité phonéti- 

que peut être le phonème 

faible de tel ou tel signe 

et fort d'un autre signe, 

tandis que nous présentons 

des phonèmes consonnes faib— 

les de sourdité-sonorité 

qui sont dures ou mous. Par 

ex., puts, phonol. lput' I, 

/t2/ - chez Avanesov R. I .  

est le phonème faible de so— 

urdité-sonorité mais fort 

de dureté-molesse et chez 

nous — /t2/ - le phonème 

faible de sourdité-sonorité 

qui peut être opposé I' au- 

tre phonème faible de sour— 

dité-sonorité, par ex., 

dans la forme du mot put de 

puty ou le phoneme faible 

de sourdité—sonorité /t2/ 

est présentée. 

1 . 4 .  En déterminant des 

positions concrètes de la 

distinction maximum et mi- 
_ 

nimum il faut avoir en vue
 

que la même position la 

même unité phonétique ne 

peut pas être présentée 
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comme le phonème faible de 
tel ou tel signe et comme 
le phonème fort d'autre 
signe. Par ex., nous conci— 

dérons la position de la 
distinction maximale pour 

les phonèmes forts comme la 
position précédant les voy— 
elles excepté /e/ à la li- 
mite du thème de la flexion 
ou sont présentés les pho— 
nèmes consonnes faibles de 
dureté-molesse (dans cette 
position la distinction des 

consonnes de la dureté et 
de la molesse est absente). 
Devant les voyelles tous 

les phonèmes consonnes forts 
sont opposés (par ex.,/p/ar— 

/b/s?. /f/ar de {are,/p/g; 
de pers et pgæé - /b[2r— 
/m/2r — /v[gr — /s[3r etc.) 
Dans les autres positions 

(devant /e/ à la limite du 

thème et de la flexion à la 
fin du mot et aussi devant 

les consonnes) se présen- 
tent les phonèmes forts 
(surtout non—appariés de 
tel ou tel signe) ainsi que 

(principalement) les pho- 
nèmes consonnes faibles. 
Nous distinquons la distri- 

bution nette dans les posi- 

tions: devant /e/ à la li- 

mite du thème et de la fle- 

xion - les phonèmes faibles 

de dureté-molesse (par ex., 

/na/ q/l1él. /O/ gg/f1é/s 

4(34 

ulna/ 59/r1é/), à la fin du 
mot - non-apparié /c/, /Ë'4 
/h/, les sonores dures— 
;molles et /j/ et les pho— 
nèmes consonnes faibles de' 
sourdité—sonorité; devant 
les consonnes se présentent 
surtout les phonèmes 
faibles (de dureté—molesse, 
de sourdité—sonorité et des 
phonèmes faibles de deux 
signes) et aussi les pho— 
nèmes consonnes forts non— 
apparies et devant /m/, 
outre cela - /t/, /t'/, /d4 
/d'/. /8/. /s'/, /z/. / 2 ' / ;  

1 . 5 .  La reconnaissance- 
du phonème faible en quali- 
té de l'unité phonétique 

.indépendante, et la renon-'- 
cement a l'emploi de la 
série de phonèmes entraîne 
le renoncement de la tran° 

scription morphophonéma— 
tique E2, §77,p.221-224l 
Nous proposons d'employer 

seulement la transcription. 

phonologique c'est-a—dire 

la transcription qui pré— 
sente l'aspect phonèmatique 
de la forme du mot. Elle 

présente aussi la composi- 

tion phonèmatique du mor- 
phème dans les limites de 
la forme du mot. 

2. La reconnaissance du 

phonème faible en qualité 
de l'unité phonétique ayant 
le statut phonologique indé- 

pendant, et l'examen du pho- 

nème faible hors de la sé— 

rie des phonèmes permettent 

d'étudier du point de vue 

de la combinaison et du ren- 

dement fonctionnel une 

grande couche de lexique 

russe ou sont présentés 

tous les phonèmes faibles 

vérifiés ou non par la posi- 

tion forte. On peut donner 

le tableau complet des pos-- 

sibilities combinatoires et 

fonctionnelles. Les pho— ! 
nèmes faibles aussi que les 

phonèmes forts sont le com- 

posant indépendant des form- 

es du mot. Par ex., /p/ol, 

las/tol, /z1/r 'a,  /s1/razu 
etc. Ils possèdent comme 

les phonèmes forts la fonc- 

tion de distinction séman-' 

tique et le rendement fon-- 

ctionnel qui dépend comme 

dans le cas des phonèmes 

forts non seulement de la 

qualité du phonème même 

“mais aussi la place que ce“ 

phonème occupe dans la 

forme du mot par rapport à 
sa structure morphèmatique. 

Par ex., les phonèmes conso-’ 
nnes faibles de dureté—mo- 

19333 /P1/9 /b1 /9  l t 1 / t  /d14 

/81/. /k1/. /g1/ possédant 
le rendement fonctionnel, 

les autres dans cette posi— 

Îîon, ontflle'rëndement fon-' 
ctionnel relâché; dans la 

position à la limite du 
thème et de la flexion tous 
-les phonèmes faibles de du- 
reté—molesse ont le rende— 
ment fonctionnel relâché. 
Les phonèmes consonnes 

faibles de surdité—sonori- 

té /fê/. /Eê/. /kê/ possé- 
dent aussi le rendement 

fonctionnel relâché dans 

cette position. Tous les 

phonèmes consonnes faibles 

de deux signes ont le ren- 

dement fonctionnel relâché 

dans la position à l'inté- 
rieur du morphème. Ainsi 

la reconnaissance du pho- 

nème faible en qualité de 

l'unité phonétique indé— 

pendante permet de con— 

struire le modèle phonolo- 

'gique ou les phonèmes forts 
et faibles seront présen- 

tés comme unités phoné- 

tiques indépendantes._ 
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MODELLING VOWEL SYSTEMS BY EFFORT AND 
CONTRAST 

L.F.M. ten  Bosch 

Institute of Phonetic Sciences, University of Amsterdam, 
The Netherlands 

ABSTRACT 

In the past two decades, several models 
have been proposed in the literature aim- 
ing at the phonetic description of vowel 
systems. These models are based on prin- 
ciples using constraints from vowel pro— 
duction (‘articulatory ease’) and/or vowel 
perception (‘perceptual contrast’). In this 
presentation, we will discuss these theories 
and will attempt to relate their phonetic 
blases to more linguistic attributes of vow- 
e s. 
1. INTRODUCTION 
Speech serves as one of the most important 
means of communication between humans. 
It results from accurate regulation of the 
subglottal air pressure and, at the same 
time, manipulation of the glottal and vocal 
tract muscles. Phonemes such as vowels 
and consonants act as linguistic (phono- 
logical) units in a language, but at the 
same time, the corresponding a110phones 
are subject to articulatory and perceptual 
demands. In phoneme models, the collec— 
tion of consonants and vowels in a language 
is assumed to meet rules with respect to 
articulatory ease, and perceptual contrast 
and salience. We present an outline of the 
theories aiming at a structural description 
of vowel systems in relation to articulatory 
models. We will focus on two aspects of 
system structure: the internal structure, 
viz. the manner in which vowels are posi- 
tioned in the vowel space, and the external 
structure, apparent in the boundary of the 
vowel Space. Further, we pay attention to 
how phonological demands on vowel sys- 
tems can be incorporated in sophisticated 
vowel models. 
2. INTERNAL STRUCTURE 
Vowels in language principally serve a lin- 
guistic goal. Their existence helps to dis- 
tinguish words semantically, which is clear 
in the case of minimal word pairs. Histor- 
ical linguistics and dialectology show that 
vowel systems must be considered as sys-‘ 
tems which are continuously in develop- 

ment, rather than as collections of vowels 
which are fixed once and for all. Vowels 
may chan e e.g. due to accent shifts or 
Umlaut—e ects (as e.g. in Germanic lan- 
guages), to whims of fashion (some cases 
of diphthongization), to ease of articula- 
tion (vowel reduction). A shift of one par- 
ticular vowel may induce the shift of many 
vowels in the system (e.g. the Great Vowel 
Shift in Middle English). 
From a phonological point of view, the 
static structure of vowel systems is related 
to the presence of features with an articu— 
latory basis, such as [round], [front], [high]. 
Every vowel is coded by its specific feature 
values, and the structure of vowel sets can 
be represented by ‘algebraic’ manipulation 
on the set of feasible feature value combi- 
nations. 
Phonetically, system dynamics can be 
modelled by repelling forces between vow- 
els (yielding push chains) or by the ten— 
dency to fill system gaps (drag chains). 
These effects can be understood by as- 
suming principles of ‘suflicient perceptual 
contrast‘ or ‘optimal contrast’, respectively 
(Disner, 1983). 
In vowel models, the actual linguistic vowel 
systems are assumed to optimize percep- 
tual contrast and, in an extension, ar— 
ticulatory ease. Liljencrants & Lindblom 
(1972) were the first to implement a prin- 
ciple of optimal perceptual contrast in a 
so—called vowel dispersion model. In a 2D 
formant space, vowels were positioned such 
that the system contrast was maximized, 
iôy the minimization of the system quality 

1 
(2:23-1:32? (1) 

where d( v,, ej) denotes the (Euclidean) dis— 
tance between any two vowels v,- and 12,- 
in the ‘perceptual space’, and the sum is 
taken over all distinct vowel pairs (1 5 i < 
j 5 N . The particular implementation 
chosen y L&L suffered from the drawback 
to generate too many high vowels for large 
N,  due to a too large perceptual distance 
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between /i/ and /u/. 
One of the basic ingredients in this ap- 
proach, viz. the perceptual distance be- 
tween two vowels, has later been modified 
to more sophisticated submodels for the 
auditory spectrum (Bladon & Lindblom, 
1981; Lindblom, 1986). 
In the literature, the 2D inter-vowel per- 
ceptual contrast has been subject to fur- 
ther refinement and extension to 3D. The 
extension to hi her-dimensional formant 
spaces is consi ered in Schwartz et al. 
(1989) and Ten Bosch (1991). These stud- 
ies show the great dependency of the re— 
sulting model systems on variations in pa- 
rameters controlling the perceptual dis- 
tances between vowels. The best perce - 
tual metric for nearby vowels has recent y 
been reported to be the 2D Euclidean met— 
ric after bark transformation of F1 and F2 
(Kewley-Port & Atal, 1989). Since their 
stimuli, however, were determined by two 
parameters only, this result must be care- 
fully interpreted, leaving aside the question 
about the relation between the phonemic 
distance (that we search) and the phonetic 
distance (that they measure). 
While d has been subject to continuous re- 
finement, the system contrast Q, however, 
has not grown beyond the form 

Q = Z à  m 
d now involving combinations of trans- 
formed formant frequencies (Schwartz et 
al, 1989) or spectral differences (Lind— 
blom, 1986)). The problem that we want 
to address here is that this expression Q 
is in fact very arbitrary, i t  being sug- 
gested by repelling forces between mag— 
netic monopoles or dipoles, but lacking, in 
fact, any linguistic or even physical—basis. 
Ten Bosch et al. (1987) prOpose an eXpres- 

… Q=H(1—exp(—ad)) (a) 
the product being taken over all distinct 
vowel pairs, and a some scaling parameter. 
Q is to be optimized. The rationale is, that 
the factor 1 — exp(—ad) (E  1r(d)) is inter- 
pretable as a probability of two vowels on a 
distance d not being confused. The system 
quality Q would then denote the probabil- 
ity of no confusion at all between any two 
vowels, under the assumption of indepen— 
dence of the probabilities involved. This 
idea has also been suggested by Lindblom 
in 1975. Also in this approach, however, 
a weak argument can be detected, namely 
that the resulting optimal vowel configu- 
rations can (easily) be shown to be de- 
pendent on the exact shape of «(d) (Ten 
Bosch, 1991). Moreover, the probability 

of two vowels being confused is not based 
upon any linguistic consideration at all. 
In Ten Bosch (1991 , another expression Q 
has been elaborate : 

Q = Iggÿidüovm (4) 

i.e. the minimum over all distances be— 
tween distinct vowel pairs. Three advan- 
tages can be recognized: (a) the system 
contrast is related to a ‘perceptual bottle— 
neck’ in the whole system rather than to 
global system properties: the bottleneck is 
then located at the location of the near- 
est vowels. (b) The influence of the exact 
shape of the relation between inter-vowel 
distance and inter-vowel confusion is ap- 
parent on exactly one place in the vowel 
system, rather than being spread out by 
weighting all inter-vowel distances (as is 
done in eq. 2). (c) Any sufficiency con- 
straint of the system contrast is directly 
relatable to the minimal perceptual dis— 
tance between vowels. The systems, ob— 
tained by Optimizing eq. 4, are similar (but 
not equivalent) to the ones, obtained by 
minimizing eq. 2 (Ten Bosch, 1991). This 
yields, in my opinion, a strong argument 
for the latest modified Q (Ockham). Prop- 
erty (a) is particularly useful in numerical 
simulation of push and drag chains. In 
Ten Bosch (1991), it is attempted to ex- 
plain the emergence of diphthongs as a con- 
sequence of a local high vowel density in 
the vowel space. Although this model fails 
to explain diphthongeal properties in de- 
tail, gross effects, such as the preference 
for diphthongs to have a relatively large 
trajectory, can be clearly demonstrated. 
Articulatory constraints were not explic- 
itly dealt with in these models: all cal— 
culations were carried out in the acous— 
tic domain. Recent implementations at— 
tempted to combine erceptual and ar— 
ticulatory constraints Bonder, 1986; Ten 
Bosch, Bonder & Pols, 1987; Ten Bosch, 
1991). Other approaches were carried out 
by Abry, Schwartz, Badin, Boë, Perrier, 
Guérin (see the references) and colleagues 
in Grenoble. Stevens (1989) has put for— 
ward an elaborated version of the Quan- 
tal Theory (cf. Stevens, 1972), in which 
perceptual and articulatory constraints are 
combined into one principle. In these re— 
cent models, other points of view have 
been adopted (leadin to e.g. the notion 
of focal points, artic atory plateaus, suf- 
ficiency instead of optimality), and more 
elaborated definitions of Q have been in- 
troduced (Schwartz et al., 1989). 
Ten Bosch et al. (1987) propose a vowel 
system model based on maximal acoustic 
contrast together with a minimal articula- 
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tory effort criterion, by minimizing 

Di + S - (Q — 1)2 
where D A is the total articulatory system 
effort, Q given by eq. 3, and S a slack vari— 
able as used in optimization problems ( 3  
being a large positive number). This com- 
bination of D A and Q was left as too many 
parameters were involved in the optimiza- 
tion sessions. The search for a balance be- 
tween DA and Q turned out to be a Pan- 
dora’s Box. We here leave aside the def- 
inition of ‘articulatory system effort’ and 
even forget the role of consonantal context 
in any definition of articulatory ease. 
Another important goal is the refinement 
of the overall articulation-to-acoustics re- 
lation. The Quantal Theory (QT; Stevens, 
1972, 1989) makes use of the non- 
uniformity of this mapping. In its pure 
form, QT states that the articulatory po- 
sitions of which the acoustic output (to 
some norm) is less sensitive to articulatory 
deviations are favourable over other posi- 
tions (articulatory plateaus). The Quan- 
tal Theory predicts, in the case of vow- 
els, the corresponding favoured vowels to 
likely be a member of a vowel system. 
The presuppositions of the Quantal The- 
ory, however, still lead to discussion and 
have been questioned by many authors (cf. 
Journal of Phonetics, vol. 17), whereas the 
results are not convincing %cf. e.g. Lade- 
foged & Lindau, 1988; Ten osch & Pols, 
1989). It is generally believed, however, 
that the speech signal inherits ‘quantal’ 
phonetic properties as a consequence of 
non-linearities of the articulation-acoustics 
mapping and probably, the categorical per- 
ception of speech sounds. If quantality ex- 
ists, it  is probably a result of close approx- 
imations of formant frequencies (Stevens, 
1989; Badin et al., 1990; Schwartz et al., 
1989; Ladefoged et al., 1988). 

We briefly return to the open question of 
phonological enrichment of phonetic vowel 
models. An unsolved, and perhaps un- 
solvable, drawback inherent to phonetic 
models is that they cannot easily account 
for the linguistic demand for Vowel con- 
trast, although linguistic oppositions are 
ultimately based upon phonetic contrast. 
Is there a relation between the need of in- 
tervowel contrast and the ‘lexical load’ of 
the opposition? The relation between pho— 
netic contrast and phonological contrast 
seems not to be derivable directly from 
the statistics on lexemes in a langua e. In 
Dutch, /a/ and /:>/ have the largest most 
often frequented) minimal set in common, 
despite they are a very close pair in the 
Dutch vowel system. 

3. EXTERNAL STRUCTURE 
We mean by external structure of vowel 
systems the description of the vowel space 
boundary in articulatory terms. It op— 
poses the internal structure, with which 
we mean the positional organization of the 
vowels themselves. External structure is 
related to the notion of ‘possible speech 
sound’ (Lindblom, 1990). From a phono— 
logical point of view, the boundary of the 
vowel space is global] anchored between 
the combinations [low , [back, round] and 
[front, unround], representing / a/ , /u/ and 
/ i /  , respectively. From a phonetic point 
of view, the set of possible speech sounds 
is a subset of the total sound-producing 
potential of the vocal tract. The rela- 
tion articulation-to-acoustics and the in- 
verse problem, the computation of the vo— 
cal tract shape from the acoustic output, 
plays here a central role. 
The problem, how to relate vocal tract 
shape and acoustic output can be tackled 
in different ways: (1) in terms of electric 
LC-circuits. Historically, this has been the 
usual paradigm; (2) in terms of the n-tube 
representation of the tract (Fant, 1960; 
Atal et al., 1978; Bonder, 1983; Ten Bosch 
et al., 1987; Stevens, 1972, 1989). (3) in 
terms of articulatory-based tract models 
(by Lindblom, Sundberg, Ladefoged, Mer- 
melstein, Maeda). (4) in terms of eigen- 
functions of the Webster horn equation 
(Karal, 1953; Mrayati et al., 1988). 
Apart from their starting points, these 
four approaches are in fact mathematically 
equivalent. 
Perrier et al. (1985), using Maeda’s sta- 
tistical analyses of articulatory positions 
has shown that the boundary of the vowel 
triangle can adequately be simulated by 
putting specific lower and upper bounds 
on the tube segment areas. Bonder (1983) 
and Ten Bosch (1991) studied this phe— 
nomenon by using the n-tube as articula- 
tory model. 

Since Atal et al. (1978), it is well known 
that the inverse problem has no unique 
solution (fibre). In order to specify one 
unique exemplar from the fibre, additional 
constraints have to be defined. This pro- 
vides us the possibility to define an effort 
value to each formant position. The acous- 
tic output being given, let d) denote the 
correponding fiber of all positions z in the 
articulatory space. Furthermore, we have 
some articulatory effort function e defined 
on the articulatory space. Then 

min{e(z) | : on à} 

denotes the minimal effort value on the 
fiber. This value depends on the fiber, i.e. 
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Fig. 1. Contour lines in the ( z , y )  : (Ft )  
plane of un effort function defined on the ar- 
ticulatory space. Scaling: ] E 2000 Hz. 

the acoustic output. Accordingly, the min- 
imum effort value defines a ‘efi'ort land— 
scape’ on the acoustic space. It is shown 
in Ten Bosch (1991) that a relatively sim- 
ple effort function e can be found such that 
the boundary of the vowel space, as found 
in languages, resembles closely one of the 
contour lines of that landscape (fig. 1). 
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ARTICULATORY AND PERCEPTIVE ASPECTS 0P TYPOLOGY 
OF SOUND SYSTEMS IN CONDITIONS OF MULTILINGUISM 

Œ.Verbitskaya and T.Korolyova 

State University, Odessa,USSR 

The problem of interaction 
between perceptive and art} 
culatory aspects in foreign 
language teaching is inves- 
tigated. The possibility of 
correct comparison of so— 
unds in mother  tongue and 
foreign language in these 
aspects is demonstrated and 
the method to define die— 
tinct criteria of typology— 
cal identity is suggested.  
The experimental results 
show the effectivity of the 
method in teaching produc— 
tion and perception of fore- 
ign language_under the con— 
ditions of bilinguism. 

Lately linguistic: treat: 
the problem of language sy— 
stems interaction under con- 
ditions of bilinguism and 
multilinguism quite often. 
One of the most important 
aspects in this respect is 
the way the languages are 
to be studied. There is a 
natural bilinguism that ta- 
kes place under conditions 
of direct communication be— 
tween the speakers whose 
mother tongue is not the sa- 
me, and artificial bilingup 
ism.which occurs under par— 
ticular circumstances when 
a foreign language is taugm 
in educational institutions. 
These two forms differ from 
each other by their motiva— 
tion.In the first case the 
principal aim is to exchan— 
ge information while the 
forms of expressing ideas 
are more or less neglected.  
In the second occasion the 
pupils' attention is direc— 
ted to the accentlesa mas— 
tering of the language. In 
this situation the language 
systems interaction is "re— 
duced" to influence of the 
pupil's mother tongue (MI) 
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on the foreign language(FL) 
studied. In case of natural 
bilinguism a mutual effect 
of two contacting languages 
can be noticed. Both forms 
are to be closely examined 
by linguiste and specialiSB 
of adjacent sciences. 
Natural multilinguism is 
characteristic for the situ- 
ation which has taken place 
in the Soviet Union. When 
Russian and national langu— 
ages interact, their influ— 
once on each other is doub- 
tless: the Russian language 
spoken by the representati— 
ves of other nationalities 
acquires quite definite pho 
netic properties which are 
connected with.the phonolo— 
gical and phonetic charac— 
teristics of either of na— 
tional sound systems. Such 
interaction resulta.in spe— 
cific “national" variants 
of Russian language. This 
variant is typical not only 
for the representatives of 
national language but for 
Russiana living in the Re— 
publics. It has been notic— 
ed that the peculiaritiea 
of sound realisation are 
caused by the Russian lan- 
guage used in the Republic. 
but not the national langu— 
age of the Republic itself. 
It is known that the arti— 
ficial form of contactscan 
be regarded as a satisfac- 
tory model of natural pro— 
cesses and the other way 
about — many advantages of 
natural contacts can bonsai 
to facilitate teaching pro— 
cess. The analysis of inter 
ference problems in lingui— 
stic aspect requirea.tolist 
the potentially expected 
forms that can appear under 
the circumstances. This can 
be done by means of finding 

out identity or difference 
in any aspect of the langu— 
age, i.e. typological comp 
parison of languages. 
Under modern conditions, 
when international oral co- 
mmunication is being inten— 
sified, one of the main the 
oretical and practicaltasks 
of linguistics is to reduce 
foreign accent which is re— 
garded as a phonetic pheno- 
menon. Foreign a c c e n t  caus— 
es much trouble in communi- 
cating with native speakers 
the heaviest aggravation is 
on phonetic level. 
In linguistics one of the 
leading points of view on 
the problem of interrelati- 
on between perceptive and 
articulatory aspects lies 
in the question of double 
interference as a sourceof 
accent under the conditions 
of'mixed.bilinguism_because 
phonology of hearing condi- 
tions the phonology of spe— 
aking. In a number of works 
perceptive aspect is looked 
upon as a basical one.Thuaa 
perceptive basis (PB)  occu- 
piea a particular place 
alongside with the articu— 
latory one ( A B ) ;  PB is a 
unity of memory stored pat- 
terned phonetic units and 
the rules of comparison 
with them. 
Distinction in various 
languages can be expla— 
ined by difference in patt— 
erns of phonemes,  patterns 
of supersegmental units and 
the rules of comparisonwiih 
the patterns.In accordance 
with modern concept of me- 
chanism of speech percepti— 
on phoneme is of primaryim— 
portance in making up one‘s 
mind. Trubetskoy N.S.[4.59] 
underlined that the percep- 
tion of foreign language 
sounds is phonologically 
conditioned. It does not 
mean that a foreign langua— 
ge speaker interprets any 
unfamiliar sound as a known 
one, i.e. turns any sequen- 
ce into a sequence of nati— 
ve language phonemes. On 
the basis of the experimen— 
tal data available we can 
state that a man is capable 
of differentiating a larger 
number of sounds than the 
amount of phonemes in his 
MT. N e v e r t h e l e s s ,  this ca- 
pability of a person is al- 
so conditioned by phonolo— 
gical relations. when.per- 
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cepting the sounds which 
are absent in the MT the 
examines does not always 
place them as phonemes be- 
longing to his MT: rathera 
subtle differenciation is 
possible. It ground: on the 
pr0perties of perceptual 
processing of the sound si— 
gnals, knowledge of one or 
several of FL and individu— 
al capabilities of the exa— 
minees as well. ' 
Everything mentioned above 
testifies to the necessity 
to specify the traditional 
view on the perceptive abi- 
lities of a man. In this 
connection one of the im— 
portant tasks.is to find 
out the phonetic characte- 
ristics of sound sequence 
which are used in the act 
of perception. At the same 
time it would be wrong to 
forget that perception and 
(reÎproduction are the two 
sides of joint activity. 
numerous  a t t e m p t s  to reveal 
the dependance of gained 
results on the acoustic cha 
racteristics of perceived 
sounds testifies against 
p r e s e n c e  of direct connec- 
tion between perceptive & 
acoustic correlates. The 
experimental data illustra- 
te the presence of tight 
correlation between perce— 
ption and articulation [11. 
There is much interest in 
the results of the experim— 
entson speech sounds perce— 
ption which allowed to come 
to the conclusion that per— 
ceptive system is characte- 
rized by specific dependan— 
ce on certain languages,on 
the one hand,and common un— 
iversal traits, on the oth- 
er hand. For example, it is 
believed that the universa— 
lity of perceptive system 
manifests itself in thefafi 
that the most "hurtful" in 
languages are the Qpromin— 
ent" vowels /i—a-u/ et al. 
However, as the experiment— 
al data evidences the rela- 
tion of Specific and univen 
sal is beyond the limits of 
voice tone acoustic activi— 
ty (in particular with res- 
pect to the sounds mention- 
ed). The role of mechanism 
of contacting languages in- 
teraction is much more im— 
portant. If the main postu— 
late of this research reads 
that deviations from the 
normative pronunciation of 



thiwlanguage studied in the 
speech of a bilingual (poli- 
lingual) results from the 
contact of phonetic systems 
in MI and FL. Such "hurtfur 
points can be ticked out on 
the basis.of mechanisms of 
their interaction in contac- 
ting languages. Thun, there  
are attempts to group phone— 

nciples of their acoustic 
or articulatory similarity; 
one can find the following 
defenitions:"phonemes of 
close group","phonemes of 
relatively close group", 
"phonemes of distant group? 
"phonemes coinciding in MT 
and FL" and the like. 
In the classifications of 
this kind one can see the 
criteria that underlie the 
set of typology—yet it is 
difficult to understand 
what is meant as phonemes ,  
coinciding in MT and FL. 
It is quite doubtful that  
identical phonemes can 
exist in heterosystemic la— 
nguages, and the conclusion 
about coincidence of the 
whole number of English so— 
unds /p/,/b/./f/./s/ with 
the corresponding Russian 
phonemes is not convincing, 
because  two things are ig- 
nored: a clearly distingui- 
shable opposition in the sy 
stem of Russian consonants— 
palatal/hard sounds which 
do not occur in English 
(German) language and pho- 
neme distribution. At the 
same time the correlation 
of paired palatal—hard pho- 
nemes plays the leading ro— 
le in Russian consonatism 
because, firstly, the lar- 
gest amount of consonant 
phonemes are involved in 
this opposition and,  secon— 
dly, palatal—hard consonats 
influence grea t ly  the adja— 
cent vowels and cause the 
whole range of peculiariti- 
es in allophones of vowel 
phonemes in speech. 
how it is Just to the point 
t o  say that when carrying _ 
out a typological research 
not only the existence of 
this or that fact is to be 
taken to consideration but 
the place it ocupies Lathe 
System of the language un- 
der discussion. 
Taking the above—mentioned 
fact into account we can't 
ccnsiier such phonemes as 
?ernan ,s; :r ,f; ind Russ— 

ian /S/./s'/ and /f/./f'/ 
as identical ones ,  though 
there is some definite ar— 
ticulatory similiarity bet— 
ween them. The difficulty 
of mastering the identical 
German consonants is caused 
by the following peculiari— 
ties of Russian articulato— 
ry basis: 1) in position f+ 
+nonfront vowel or voice— 
less fricative consonant 
there is no additionalraise 
of the back part of the to— 
ngue; 2) in position f+fram 
vowel there is no additio— 
nal raise of the middle of 
the tongue; 3) in position 
f+voiced fricative there is 
no regressive assimilation. 
The latter case causes much 
difficulty for reproduction 
because of presence of two 
different processes in the 
systems of Russian, Ukrai— 
nian consonatism, on the 
one hand, and German conso— 
natism, on the other hand: 
regressive assimilation in 
voicing and progressive as— 
similation in devoicin , 
compare A(vg)anistan—A fg)— 
anistan. It would be a mis- 
take to come to the conclu- 
sion.that there are no di— 
fficulties in reception of 
the sounds alike. The res 
sults of perceptive tests 
show that the opposition 
voioing-devoicing in the 
German language is not so 
strong as in Russian or Uk— 
rainian [5.132], that is 
why the differentiation of 
German voiceless /Fortes/& 
voiced /Lenes/ consonants 
gives rise to many mistakes 
even in intervocal position 
(e.g. reise-reiBe). 
It is a good thing to menti 
on here A.Reformatsky's 
words: "The only place whe— 
re phonology does not feel 
at home is the methods of 
teaching pronunciation.cf a 
foreign language. Quite of— 
ten separate sounds as well 
as imaginary identical so- 
unds are of special atten— 
tion here"L2.5063. 
One of the key problems is 
to define distinct criteria 
of typological identity in 
groups of sounds in the la- 
nguages being conpared. The 
degree of similiarity (di— 
fference) of the elements 
in articulation of the com- 
pared  sounds can be regard— 
dad as such a criterion. It 
allows to group  the sounds 

accurately enough according 
to the degree of their ty— 
pological likeness. 
What is the degree the ar— 
ticulation elements should 
differ to place the sound 
of a FL in the group which 
has no analogue in MI? A 
clear—cut trait, whichshows 
the absence of analogue, is 
incompatibility of articu- 

latory actions in the ccm— 
pared languages. Thus, in 
the field of vocalism influ— 
ssian, Ukrainian and Enghsh 
articulatiry basses the fo— 
llowing articulatory acti- 
ons are incompatible: labi- 
alization+forelingual arti— 
culation. This situation 
excludes the possibility of 
labialized forelingual vo— 
wel appearance. in the pho— 
nological system of the la- 
nguages mentioned above in 
contrast to the Systems of 
German and French vocalism 
where these types of vowels 
are available. In Russian & 
Ukrainian articulatory ba— 
ses consonatism is charac— 
terized by incompatibility 
of the velum moving down & 
backlingual articulation 
which takes place when pro— 
nouncing English and German 
backlingual consonant En]. 
The opinion that the sounds 
which have no analogues in 
MT are mastered worse — is 
widely spread nowadays. Ne- 
vertheless, Scherba L.V. 
warned that particular di— 
fficulties are connected 
with the sounds which have 
analogues in MT. The sounds 
that have no analogues in 
MI a t t r a c t  our attention & 
thus are not identified 
with either sound in the 
MT and do not cause ambigu— 
ity [3]. 

ÏEË_ËEmSBË_BÏ“Îerceptive and Articulatory Mistakes at 
Different Stages of Students Linguistic Competence, $ 

: :Beïore pEoneîI-:I?ter pEonetIïf: After & five- 
Group:So—: cal course cal course 
80 :und: 

, 1 21 se 5 s 
: ze 42 5 5 

' 9 e 45 3 4 2 !) 7 55 3 2 

tion 

8 
8 

1 
O 

413 

: year course 

:percep—zarticurzpercep-:srticu—Ëpercep—zartiou— 
tion .letion : tion :letion : :letion 

1O 
13 

3 
1 

The results of tests carri- 
ed' out give us grounds to 
admit this statement to be 
true since the sounds which 
have no analogues in MT are 
differentiated better than 
the ones having certain co— 
rrespondence in MT. It can 
be explained by the liste— 
ner's attempt “to fit" the 
perceived signal into the 
zone of standard sound-type 
in MT identical as to its 
acoustic characteristics. 
When practicing pronunciati— 
on the similiarity of MT 
and FL is imaginary and 
"provocative" [2.510]. This 
regularity is illustrated 
by the data given in the 
table. 
It is demonstrated that 
German sounds /i/,/g/ which 
have relative analogues in 
Russian and Ukrainian lan— 
guages are worse mastered 
in perceptive and articula- 
tory aspects  than sounds 
/9/ and /g/ which have no 
analogues. There is a clear 
ly seen tendency within the 

sounds of the first group 
to increase the amount of 
errors in sound perception 
and articulation, particu— 
larly, when purposeful tra- 
ining is over. The skills 
of oral perception and pro— 
duction of sounds in the 
second group are much more 
stable. 
The use of the criterion of 
compatibility/incompatibi— 
lity in articulatory acti— 
ons at the process of sound 
production allows to reveal 
a clear—cut correlation be— 
tween articulatory and per— 
ceptive aspects of speech 
under multilingual conditi— 
ons. 
[11LIEBERMAN, A.M.(1967), 
"Perception of Speech Code? 
Psychological Revue 75—86. 
[2]REPORMATSKY,A.A.(1970), 
“Phonology at service of 
teaching foreign language 
pronunciation",From the hi— 
story of national phonology 
Moscow,506-S11. 
[3ISCHERBA,L.V.(1957),"Pho— 
netics of the French langu— 
a e",Moscow. 
[4}TRUBETSKOY,N.S.(1960), 
"The basis of phonology", 
Moscow:Izd.Inostr. Lit. 
[5]WIEDE,E.(198î),"Phonolo— 
gie und Artikulation sweise 
in Russischen und Deutschefl 
Leipzig:VEB Verlag Enzyklo— 
padie. 



THE INFLUENCE OF SOCIAL FACTORS ON URBAN SPEECH 

L.V.Ignatkina 

Leningrad State University, USSR 

ABSTRACT 

The influence of social 
fac tory  (education and pro- 
fession) on urban speech in 
twenty cities of Russia is 
discussed. 

One of the important 
research area  in modern 
Linguistics is the study of 
the standard variant of a 
national language and the 
factors which. influence 
modification of a speech 
sound. 

This' problem is closely 
connected whith the s tudy of 
the development of standard 
pronunc ia t ion ,  geografical 
variability and social fac— 
tors of language phenomena. 
All those questions may be 
answered in the best way by 
the research of urban lan- 
guage. This paper is done in 
the line of macrosociolin— 
guistics, using P. B e l l ' s  
definition and it is a part 
of sociolinguistic research 
fulfil led in the USSR, 
Poland, Chechoslovacia, 
Germany and the USA by the 
linguists of different 
countries. The main atten- 
tion is devoted to the fac- 
tors of edu cation and pro— 
fession and their correla— 
tion with non—standard dia— 
lectal and low—standard 
language phenomena in the 
-urban speech. . _h_-u ._ 

The 3 following problems 
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are being solved in the 
paper: 
1.fixing correlation between 
the regional speech features 
and educational level 
2.finding out the influence 
of the "Specialty" factor on 
persons speech 
3.comparison of the speech 
features of representatives 
of different dialect zones 
(North—, Middle— and 
South—Russian, of the Ural 
and Siberia). The research 
provides additional material 
for the description of the 
socio— linguistical inf— 
luence both on the standard 
and regional variants and 
helps to re-examin the 
functioning and the deve— 
lopment of the orphoepic 
norm. The analysis of the 
oral urban speech shows the 
factors of democratization 
of the Russian standard 
pronunciation, which is put 
to life mainly through urban 
speech in the proccess of 
contacting between standard 
language and other forms of 
national language (local 
dialects. popular speech) .  

The towns and cities 
observed are situated within 
(territories of disse— 
mination) of the dialects 
which have different cha— 
racter and different time of 
origin. Archangelsk and 
Vologda are within the zone 
of functioning of the Nort- 
hern ‘ Russian dialects. 

Krasnodar. K u r s k .  Rostov— 
—on—Don. Ryazan, Simfero pol 
— South-Russian dialects. 
Volgograd, Nizhny Novgorod 
(Gorky), Samara (Kuibishev), 
Pscov. Yaroslavl — Central 
Russian dialects. Nizhny 
Tagil. Novo sibirsk, Omsk.  
Tomsk. Sverdlovsk. Chelya— 
b i n s k ,  Perm are included 
into the Ural-Siberian 
group. Leningrad, as it is 
known, doesn't belong to the 
zone of functioning of any 
local dialects. 

Analising the speech of 
people living in these 
cities we have an oppor 
tunity to observe the effect 
of local dialects and popu— 
lar speech on the standard 
language. as well as to find 
out the correlation between 
their fre quency and the 
level of education (secon— 
dary in complete higher) and 
also the profession (philo— 
logist — or not). The spea- 
kers were chosen from the 
natives of the city, from 18 
to 69 years of age, which 
had secondary or higher 
education or who were stu— 
dents. The speech of 29-39 
people was recorded in each 
town. In Leningrad 159 
people of social and other 
professions were recor ded 
21% ( 1 2 6  people) of the 
total quantity of the sub— 
jects had higher educati on, 
14% (81 p e o p l e )  - secondary 
education. 65% ( 3 8 1  p e o p l e )  
— were s t u d e n t s ;  232 philo— 
logists and 294 — of other 
professions. 

The experimental text was 
phonetically representative, 
c o m p i l e d  of 3999 phonemes 
with regard  to the most 
frequent combinations and 
positions. The texts were 
read by the subjects and 
tape—recorded. then analized 
mainly by ear. The results 
has showed that in the 
Leningrad speech there is 
significant difference bet— 

ween the phonetic units 
caused by the level of edu— 
cation. But the speech of 
the people with higher edu— 
cation is slightly closer to 
the ideal standard, than 
that of the people with 
secondary education. 

We may speak about the 
more stable and more fre- 
quent character of the re— 
productions of popular fea- 
tures only as about a ten- 
dency: that is the lack of 
occlusion during the pro— 
nunciation of the affricate 
/c/, the lack of dissimi 
lation in the consonant 
cluster in the word /1'ixko/ 
read as /l'ikko/ in the 
speech of secondary educated 
subjects. The frequency of 
mistake in each case gains 
29%. 

In the speech of other 
citizens there is a clear 
correlation between the 
frequency of subnormal fea— 
tures of pronunciation and 
the level of education: the 
higher the frequency of the 
popular and dialectal ele— 
ments is — the loiser is the 
level of education. It's re 
markable that in the speech 
of the South Russian towns 
citizens not only the popu- 
lar features are stable, 
(the same as in the speech 
of other towns' citizens), 
but also the dialectal. 
features; for example the 
pronunciation of the frica— 
tive [ 3 ' ]  instead of the 
normally occlusive [g]. In 
the speech of the subjects 
from all the towns, exept 
Southern. popular features 
are 2—3 times more frequent 
than dialectal ones. The 
simplification of the final 
consonant groups such as 
/5't'/ - /S'/. / z ' n ; /  - 
/s’/. /pav'erxnas'/, / 2 1 8 ' /  
is widely spread every— 
where. 

In all the cities, exept 
Leningrad. the pronunciation 



of  s tuden t s  i s  t o  a larger  
extent more orphoepic than 
the speech o f  the subjects 
with  secondary and even 
higher education. I t  seems 
to  be exp la inab le .  by the 
fac t  that the s tudents  of  
regional high schools have a 
s t ronger  desire to  speak 
correctly. Heuce ,  Being the 
socially progressive group 
o f  popu la t ion ,  the s tudents  
o f  different profession were 
chosen a s  the sub jec t  o f  the 
f u r t h e r  r e sea r ch .  

The data on the t i p i ca l  
deviations from norm a r e  
presented in Tab le .  The 
percentage of  ph i lo log i s t s  
and sub jec t s  o f  other pro— 
f e s s i o n s  grouped ac cording 
to  the r eg ions  i s  the f o l -  
lowing: in the North—Russian 
c i t i e s  the p h i l o l o g i s t s  
comprise 5% f r o m  the tota l  
quant i ty  of  the s tuden t s ,  
s t uden t s  o f  o ther  p ro fe s— 
sions — 6 % ,  in Ura lo—Sibe— 
r ian  c i t i e s :  11 and 23% 
correspondingly,  in Midd- 
l e — R u s s i a n  c i t i e s  — 12  and 
16%.  in South-Russian c i t i e s  
— 10 and 1 7 % .  

Devia t ions  o f  pronunciation 

data the fo l l owing  conclu- 
s ives  can be made:  
1 .  The deviation f r o m  norm 
i n  the s tuden t s '  speech i s  
the resu l t  of  the in f luence 
o f  the d i a l e c t .  in which 
region the ci ty i s  s i tua ted .  
and a l s o  o f  popular speech. 
which i s  locally not l imi-  
t ed .  Thereby the frequency 
of  the dialectal f e a t u r e s , a s  
a r u l e ,  i s  l o w e r '  than popu— 
lar  o n e s , e x e p t  the case wi th  
the South—Russian c i t ies  
where f r i ca t ive  [3] i s  pro— 
nounced instead of  occlu 
s ive [ g ]  and  [ x ]  instead of 
[ k ]  in the absolute  f i n a l  
pos i t ion .  
2 .  The reproduction of 
vowels in a l l  the c i t i e s  i s  
c lose r  t o  standard than of  
the consonants. 
3 .  Popular f e a t u r e s ,  caused 
in genera l  by casual i ty  and 
passivness  of  a r t i cu  lat ion.  
a r e  more f r equen t  in the 
speech of  non—phi logis t s .  In 
N o r t h — R u s s i a n  c i t i e s  the 
s tudents  use  popular e le— 
ments  more f r equen t ly  than 
in other r eg ions .  
4 .  Dia lec ta l  features  of 

[e] [o] /6/—/ë'/ /s’e/—[s'1 [ a ]  /k/-/x/ 

O
) 

North— ph i lo log i s t s  7 
Russian ______________________ 

.;
 

others 16 

Ura lo— phi lologis ts  3 3 
Siberian - - - - - - - - - - - - - - - - - - - - -  

Midd le— p h i l o l o g i s t s  9 - 
Russian _____________________ 

_ _ _ — - . . - _ — — — — — — — — — — — — — — - — — - — — — — —  

South— ph i lo log i s t s  5 — 
Russian ————————————————————— 

On the basis  o f  the given 

/C/-/8/ /Z'n'/- [S’] 

2 2  58 - - 

“EE """"""" 5£_"'î “““““ 3"- 
"ë'""'_"'îë'""î """ 3"— 
'îê ''''''' êë""î""'î"' 
"êë"'”"‘°'ëä"'"î ”””” I'”— 
"îë"'”—'"'ZS”"'Ï'""”‘3"' 
'îî”""""'ëê"'“îê """" 23" 
‘Ié ''''''' ££"”£ë ““““ 55" 
— — — - — — — — — - — - — — — — - - - - — — — — — — - -  

pronunsia t ion a r e  to  a lar— 
ger extent peculiar to the 
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speech o f  n o n — p h i l o l o g i s t s .  
5 .  The  perce tage  o f  t h e  
a p p e a r a n c e  o f  / e /  i n  t h e  
unstressed position i s  r e l a  
t i v e l y  s m a l l  i n s p i t e  i t s  
t e r r i t o r y  w i d e — s p r e a d  cha— 
r a c t e r .  w i c h  proves t h e  g r a  
d u a l  e s t a b l i s h m e n t  o f  
n a t i o n a l  w w i d e  c h o i c e  o f  
/ i /  i n  t h i s  p o s i t i o n .  T h u s  
we s u g g e s t  t h a t  t h e  f u r t h e r  
d e v e l o p m e n t  o f  t h e  o r p h o e p i c  
s t a n d a r d  w i l l  d r a w  n e a r e r  
w i t h  t h e  p o p u l a r  e l e m e n t s  
a n d  w i l l  come t o  t he  s p r e a —  
d i n g  o f  t h e  pronunciation o f  
a f f r i c a t e s ,  e s p e c i a l l y  /Ë /  
w i t h o u t  t he  occlusive phase  
a n d  t o  t he  s i m  p l i f i c a t i o n  
o f  the f i n a l  c o m b i n a t i o n  
/ s ' t ' /  i n t o  / s ' / .  A gradual 
penetration o f  t h e  s u p e r — f —  
requent  S o u t h — R u s s i a n  d i a -  
l e c t a l  features t o  t he  urban  
speech i s  a l s o  p o s s i b l e .  

_ T h e  v a r i a b i l i t y  o f  p ro -  
n u n c i a t i o n  standard i s  sup— 
por ted  by  t h e  d i s s e m i n a —  
t i o n  o f  t he  popu la r  f e a t u —  
r e s .  

Summary .  The speech o f  588 
pe0ple  l i v i n g  in 26 cities 
o f  R u s s i a  i s  a n a l i z e d  
a c c o r d i n g  to  t he  we igh t  o f  
popular  speech and d i a l e c t a l  
f a c t o r s .  The  c i t i e s  compr ise  
4 groups  w i t h  one a n d  the  
same d i a l e c t  in each g r o u p .  
Popu la r  speech e l emen t s  
p reva i l  i n  a l l  the  c i t i e s  
exept  the S o u t h — R u s s i a n  
o n e s .  S o c i o l i n g u i s t i c  f a c —  
tors  a r e  a l s o  d i s c u s s e d :  the 
leve l  o f  educa t ion  and the 
p r o f e s s i o n .  I t  tu rned  t o  be 
that the  speech of  the s t u —  
den t s  in a l l  the  c i t i e s  
exept Leningrad  i s  c l o s e r  to  
the s t anda rd ,  than tha t  of  
the pe0p1e wi th  higher edu— 
c a t i o n .  P h i l o l o g i s t s  show a 
more cor rec t  speech than the 
s tudents  of  other p r o f e s —  
s i o n s .  
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REGIONAL VOICE QUALITY VARIATION IN SWEDEN 

Claes-Chrlstlan Elert and Britta Hammarberg 

Department of Linguistics, Umeä, Sweden, and Department of Phoniatrics 
and Logopedics, Karolinska lnstitutet, Stockholm, Sweden 

ABSTRACT 
Recordin 5 of c. 60 (incl. some 
bidialect ) speakers representin 
important regional varieties of Swedis 
have been subjected to spectrography, 
F0 (mean, range, distnbution) and 
perturbation analysis. LTAS and 
istener anel evaluation are being 
lanned. reliminary findings are that 
äxjô (S. Sweden) voices are 

characterized by higher pitch, wider 
range and a over 1 hi frequen 
creak. Gothenburg ( . Swedeii) 
speakers use smaller jaw äening and 
exhibit phrase terminal cre . 

1. GENERAL PRESENTATION 
Voice uality is defined as the 
perceive overall characteristics of an 
individual’s speech. It de ends on the 
morphology and size o the speech 
apparatus of the s eaker and his 
articulatory habits. ere are various 
ways of analyzing and describing voice 
quality. Laver [9] makes use of the 
conce t of "articulatory setting", 
intro uced by Honikman [6]. Voice 
quali is characterized by 
supra aryngeal settings, such as labial 

rotrusion, pharynfializatiom raised 
arynx etc., and p onatory settings, 

which are described partly in 
perceptual terms, such as falsetto, 
creak, harshness etc. Another 
approach to the- analysis of voice 
quality is to study the relationships 
between the acoustic 
perceived voice characteristics, for 
instance, normal, rough, coarse, steady 
and nasal voice [5]. 

Voice quality has a wide range of 
linguistic and sociolinguistic functions. 
It can characterize a speaker’s sex, age, 
personality, mood or relationship to a 
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data and . 

speaking partner. It distinguishes also 
groups 0 speakers, e. . a language 
community as a whole "Gesamtprä e 
der einzelnen Sprachen ; [7, 246-n , 
certain dialects [3] or sociolects [_2 , 
[10]. The regional variation of v01ce 
quality in Swedish and in most other 
languages has not been studied 
systematically. There are a few cursory 
references in the dialectology 
literature. A study of the sentence 
intonation in various parts of Sweden 
revealed that, on avera e, speakers 
from the north use a lower 
fundamental itch than those from the 
south [S, 185 . A brief account of the 
distribution of such voice quality 
features as high pitch, nasality, 
breathiness and creak in regional 
variants of Swedish is given by Elert 
([1] (with maps). 

2. METHODS 
The present paper reports the 
preliminary findings of an investigation 
of voice quality among speakers in 
selected areas of Sweden. So far 
recordings of text readings and 
spontaneous s eech have been made 
by c. 60 spe ers (men and women) 
from Gällivare-Malmberget, Gôteborg, 
Linkôping and Växjô. There are plans 
to obtain recordings of speakers in 
Stockholm and Umeä. The places have 
been chosen as representing important 
varieties of Swedish or interesting 
È'pes of voice quality. It has been 

ifficult to find subjects who are truly 
representative of the regional voice 
quality and to neutralize the effect of 
variation of individual voice properties 
among speakers of the same regional 
variety. We have also compared 
recordings of dialect and standard 

Swedish by a few bidialectal speakers. 
The recordings have been analyzed 

acoustically by various _methods. 
Fundamental requency distribution 
analysis (FFDA) yields, bes1des the 
distribution histogram, data, such as 
mode, mean and range of the 
fundamental pitch (F0) (in Hz and in 
cents). Perturbation measurements 
give values for small variations from 
period to period in the speech 
waveform. Spectrograms _and 
oscillograms of part of _the recordings 
have been studied. It is our plan to 
carry out long time average spectrum 
(LTAS) analysis. All these methods 
have been tested in the analySis of 
pathologic voices where they have 
yielded results which are highly 
correlated with perceptual categories 
of voice quality (see [S]). _We have 
made a perceptual analySis of all 
recordings. Our plan_is_ to supplement 
this analysis by submitting comparable 

ortions of the material to an group of 
independent listeners for evaluation. 

3. PRELIMINARY RESULTS .. 
Average F0 is higher among the Vaiqo 
men than among comparab e groups in 
Gôteborg and Linkôping. The pitch of 
Linkô ing men is not only lower but 
has a s o  a smaller ran e. A general 
high frequency creak o most of the 
v01ces of Växjô subjects is easi 

erceived in an audito analysis. 
igher pitch and raising 0 the larynx 

was observed when a bidialectal 
s eaker changed from a speech form 
c ose to standard Swedish to his native 
southern Smâland dialect. Some 
irregularities in the waveform may _be 
correlated with the pro erties 
perceived in Växjô veices (sec 1 s. 1 
and 2). Another characteristic 0 the 
Växjô speakers is the overall 
velarization or uvularization which is 
associated with the occurrence of 
uvular R] or (in medial and final 
position) a central or back vowel as 
allophones of the frequent phoneme 
/r/. Acoustic correlates of _such 
features may be detected in_ a 
pro'ected long time spectrum analySis. 

Jl'he particular voice _quality 
characteristics of the Linkô ing an_d 
Gôteborg speakers are less c ear. This 

applies both to the Ërceptual and 
acoustical analysis. e Gôtebor 
speakers exhibit various forms o 
creak. esp. at the end of âhrases. There 
is a reference among ôteborg male 
spea ers to speak with smaller Jaw 
opening. 

4. REFERENCES _ 
[1] ELERT, CC. (1983), "Forskmn 
om tal, ljud och hôrsel 1 en humanistis 
omgivning",TaI ljud hôrsel (L Nord & 
P. af Trampe, eds.), , 25:36, Stockholm: 
lnstitutionen fôr lin 'stik. _ _ 
[2] ESLING, J. H. 8378), Vo:_ce_quality 
in Edinburgh: a sociolingaistic _ 
phonetic smdy, Ph.D. dissertation, 
Universi of Edinbur h. . 
[3] FO VIK, A. _(1981), ”VOice 
quality in Norwegian dialects“, Nordic 
prosody I! (T. Fretheim, ed.), 228—232, 
Trondheim: Tapir. _ _ 
[4] GOBL, C. (1989), ”A_prelimina_ry 
study of acoustic vmce. quality 
correlates", Speech Transmimon Lab., 
QPSR, Stockholm: K. Tekniska 
hôgskolan, 4/ 1989, 9-22. 
5] HAMMARBERG, B. (1986), 

i’erceptua! and acoustic analysis of 
dysphoni'a. Stockholm/Huddinge: D_pt. 
of Lo opedics and Phoniatrics, 
Karolins a institutet. 
[6] HONTKMAN, 1964. 
"Articulatory settings", In honour of 
Daniel Jones, London: Longmans, 73- 
84. 
[7] JESPERSEN, O. _1920 [1912]. 
Lehrbuch der Phonetik, Le1p21g: 
Teubner. 
[8] JOHANSSON, I. (_1978), . Funk—_ 
tionella aspekter pd saisintonationen : 
svenska. With a summary in_l_3nglish. 
(Umeâ studies in the humamties 16), 
Umeâ: Universitetsbiblioteket. _ 
[9] LAVER, J. (1980), The phonenc 
description 06 voice quality, Cambridge: 
Cambrid e .P. " . , 
[10] PI AM, J. (1987), Listeners 
evaluation of vorce quality ip 
Australian English 5 eakers , 
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VXGPTATA.SHP 

Figure 1. Waveform of [2101)] and spectrum of [me] in the word tätare 
pronounced by the male Växjô speaker GP. 

GBCOTÂTÀ.SHP 

Figure 2. Waveform 6f [ar(e)] and sEectngm of [are] in the word tätare 
pronounced by the male Gôteborg spca cr CO. 
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RESUME 
Cette communication concerne des 

expériences de perception sur "l’accent” 
régional du Nord et de l’Est de la France. 
L’avant-dernière syllabe de phrases pro- 
noncées avec un "accent" régional a été 
permutée avec l'avant-dcmière syllabe de 
phrases correspondantes prononcées en 
français standardisé, et vice—versa. Les 
résultats confirment l’importance des 
événements acoustiques dans la pénul— 
tième pour la perception d’un "accent". 
Un second test vise à ju ger de l’importance 
la courbe mélodique dans la perception de 
l"‘accent". Les phrases prononcées en 
français standardisé et les phrases avec 
"accent" patoisant ont été synthétisées 
avec un fondamental (Fo) plat. Les 
résultats montrent que les variations de F0 
ont une influence limitée sur le jugement 
des auditeurs. 

INTRODUCTION 
On dit courammcnt en France qu’un Tel 

a l’intonation traînante des Lorrains et des 
Comtois, et qu’un autre à "l’accent" 
chantant de Marseille. Mais il est bien 
difficile d’établir objectivement ce qui 
parait simple et évident à l’oreille [5] et de 
caractériser les indices qui déclenchent 
chez l’auditeurla perception d ’un "accent" 
régional. 

Les raisons de ces difficultés sont 
multiples. Tout d’abord, le degré d"‘ac- 
cent" perçu par les auditeurs est continu 
(d’où les expressions populaires de: "il n’a 
pas d’accent", "il a un peu d’accent", et "il 
a un fort accent"). Ensuite, l’identification 
d’un "accent“ peut être déclenchée par un 
événement précis dans le continuum 
vocal, par la réalisation acoustique parti— 
culière d’un seul phoneme. par exemple la 
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diphtongaison d’une voyelle ou la 
prononciation d'un [R], ou les indices 
peuvent se répartir sur un domaine plus 
vaste de la phrase, voire sur la phrase toute 
entière. De plus, une combinaison d’in- 
dices non spécifiques peut devenir une 
marque d’une région particulière. Enfin, 
la réaction des auditeurs varie en fonction 
de leur propre passé linguistique, qui n’est 
jamais uniforme. 

La disponibilité d’éditeurs de signal 
conviviaux, les performances des nou- 
velles techniques pour modifier la fré— 
quence du fondamental, la durée et 
d'intensité de voix naturelles permettent 
d’espérer apporter des contributions nou— 
velles aux études sur les accents régio- 
naux. Les voix à accent marqué peuvent 
être "débarrassées" par touches 
successives des indices qui constituent la 
marque. De la même façon, on peut se 
donner pour objectif d’établir toutes les 
règles de transformation (segmentales, 
prosodiques et autres) nécessaires pour 
"traduire” une phrase orale standardisée en 
phrase à "accent" marquée régionalement. 
Ce type d'études n’est passeulement utile 
pour compléter notre connaissance sur les 
accents régionaux et les productions 
véritables, mais pour mieux connaître "la 
norme" sous—jacente au jugement des 
auditeurs. En effet, la difficulté d'identi- 
fier les problèmes à résoudre pour amé— 
liorer la parole synthétique ”standard" 
montre qu’on n’a pas encore fini de 
découvrir (malgré les progrès réalisés) 
tous les critères perceptifs utilisés par les 
auditeurs pour juger du naturel de la voix. 
L'oreille est parfois très tolérante et par- 
fois très exigeante et on se sent souvent 
démuni pour expliquer les réactions des 
auditeurs. 

I. RESULTATS D’EXPERIENCES 
PRELIMINAIRES 

Des études antérieures, acoustiques et 
perceptives, portant sur des phrases pro- 
noncées en milieu naturel du Nord, de l’Est 
et de l’Ouest, ont mis en évidence des 
clausules (trois dernières syllabes) into- 
natives et temporelles, indices possibles 
d’identification socio-géographique, le 
point clé du décodage se situant sur l’avant 
dernière syllabe du groupe. La rupture 
mélodique et sonic corrigée [l,2,3], la 
durée vocalique (durée accrue de 
l’avant-demière -pénultième- syllabe 
calculée par rapport à la durée moyenne 
des syllabes accentuées [4]). ct l’énergie 
et la durée consonantiques dans cet ordre 
ont montré qu‘elles jouaient un rôle pri— 
mordial (voir aussi [5,6,7]). 

Il nous a semblé intéressant de tester 
deux de ces points, le premier concernant 
l’importance de la pénultième, et le second 
l’apport des variations de F0 (en rapport 
avec la rupture mélodique). La permuta- 
tion de la pénultième de phrases à "accent" 
régional dans des phrases standardisées 
est-elle un indice nécessaire et,/ou suffisant 
pour déclencher chez l’auditeur la per— 
ception d’un accent régional? (Test 1). La 
mise à plat des variations de Fo 
(suppression de toute rupture mélodique) 
nuit—elle réellement à la perception d’un 
"accent" régional? (Test 2). None choix 
s‘est porté sur l'étude de phrases où 
l"‘accent" régional est fortement marqué, 
afin de faciliter les tests de perception. 

2. CORPUS ET LOCUTEURS 
Lors d’un enregistrement préliminaire, 

deux locuteurs, un conteur patoisant de 
l’Est de la France, de la région de Nancy 
(Lorraine romane) (locuteur L1), et un 
acteur patoisant du Nord de la France, de 
la région de Tourcoing (Locuteur L2), ont 
prononcé la même liste de phrases. L1 et 
L2 ont été choisis à cause de leur "accent" 
patoisant naturel, et aussi parce qu’ils 
pouvaient imiter le français standardisé. 
Les 22 phrases de la liste étaient des 
phrases très courtes du type "Ce n’est pas 
mon pupitre". La pénultième de toutes les 
phrases comporte une syllabe ouverte 
commençant par la con sonne sourde /p/ et 
suivie de la consonne sourde /p/, et toutes 
les voyelles du Français possibles dans 
cette position sont représentées. Le choix 
d’un contexte sourd a été choisi afin de 
simplifier le problème de l’extraction de 

la voyelle pour l’épreuve de permutation. 
Nous aurions voulu fixer complètement un 
plus large contexte phonétique, afin que 
les phrases diffèrent seulement par 
l’identité de la voyelle de la pénultième, 
mais il n’a pas été possible de trouver des 
phrases naturelles satisfaisant ces condi— 
tions. Lors d’une première écoute, on a 
également noter que les phrases à "accent" 
avaient tendance à avoir une forte 
connotation expressive, alors que les 
phrases en français standardisé étaient 
prononcées de façon relativement neutre. 
Un autre enregistrement subséquent par 
d’autres locuteurs patoisants (dont un 
phonéticien) ont confirmé cette tendance 
générale. Ce problème de degrés diffé- 
rents d’expressivité n’a pu être résolu. 

Les phrases ont été répétées 4 fois par 
L1 et L2, deux fois en laissant le soin au 
locuteur de les marquer régionalement, et 
deux fois en français standardisé. Parmi 
les 176 phrases (22 phrases * 2 styles * 2 
répétitions * (Ll + L2)), 10 phrases (cinq 
phrases par locuteur) où l"'accent" régio- 
nal était le plus apparent ont été sélec— 
tionnées, ainsi que les phrases sans 
"accent" correspondantes (20 phrases en 
tout). Ce sont ces 20 phrases qui ont servi 
aux tests. 

Les auditeurs ont été séparés en deux 
groupes selon leur langue maternelle: 20 
auditeurs français, essentiellement de la 
région parisienne, et 10 auditeurs étran- 
gers parlant français et vivant actuelle— 
ment à Paris, tous étudiants à l’Institut de 
Phonétique de Paris III (niveau licence). 

TEST I: LA PENULTIEME 
Pour tester de l’importance de la 

pénultième, 4 types de phrases ont été 
présentées aux auditeurs: les 10 phrases 
standardisécs ("Ce n’est pas mon pupitre": 
SS), les 10 phrases correspondantes à 
"accent" patoisant ("Ce n’est pas mon 
pupitre": PP), les phrases standardisées où 
la pénultième a été perrnutée, après une 
normalisation pour rendre l’intensité de la 
syllabe égale à celle de la syllabe à rem- 
placer, avec la pénultième des phrases 
correspondantes à "accent" patoisant ("Ce 
n’est pas mon pupitre": Sp), et les phrases 
régionales où la pénultième a été permutée 
avec la syllabe correspondante des phrases 
standardisées ("Ce n’ est pas mon pupitre": 
Ps). Chaque phrase a été présentée deux 
fois dans un ordre aléatoire. 
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Le tableau ci-dessus indique la durée 
comparée des mêmes voyelles prononcées 
dans les phrases selon deux styles, l’un 
patoisant et l’autre standardisé. Les chif— 
fres confirment l’allongement considéra- 
ble, mais variable selon les phrases, de la 
pénultième des phrases avec "accent" 
régional. 

Ll il! II:! fini leu! Ion! Moy 
SS 165 153 196 150 199 172 

PP 271 254 386 286 371 314 

% +39% +66% +96% +90% +86% +82% 

L2 m le! m M foul Moy 
SS 170 215 156 156 223 185 

PP 289 307 263 290 274 284 

et, vos, 42% ses. 85% 22% 53% 
Tableau I : Durée de la pénultiême (en msec) 
dans les phrases standardisées (SS) et les phrases 
patoisantes (PP) ronancées par le locuteur de 
Nancy (L1) et ce ui de Tourcoing (L2) et pour- 
centage d’ augmentation de la durée. 

Les courbes de F0 des phrases patoi- 
santes indiquent des déviations impor- 
tantes par rapport aux courbes mélodiques 
couramment attestées en français 
standardisé, où F0 descend de façon 
régulière sur les dernières syllabes des 
phrases, à partir de la fin dc la dernière 
syllabe de l’avant-dernier mot. On a noté 
deux formes typiques. La première 
consiste en un Fo bas sur la pénultième, 
suivie d’un rehaussement de F0 sur la 
dernière syllabe. La deuxième consiste en 
un ton montant sur la pénultième, suivi 
d’une valeur haute sur la dernière syllabe. 
Les deux contours expriment des degrés 
différents d’expressivité. Dans les deux 
cas, la dernière syllabe a une valeur de F0 
plus élevée que la pénultième, ce qui est 
en contraste avec le schéma final descen- 
dant des phrases standardisées. 

RESULTATS 
Les auditeurs ont eu à juger (jugement 

forcé) si chaque phrase entendue possède 
"pas d’accent" (noté 0), "peu d’accent" 
(noté 1) ou "un fort accent" (noté 2). La 
tâche a été considérée comme facile par 
les auditeurs français et étrangers. Le 
tableau 2 ci-dessous indique les résultats. 

Comparons les tableaux 2a et 2b. On 
remarquera que 99% des phrases stan- 
dardisées sont perçues comme n’étant pas 
ou peu marquées par les sujets français, 
mais seulement 85% par les sujets étran- 
gers. Dans 15 % des cas, les étrangers 
perçoivent comme fortement marquées 

des phrases standardisées! (contre 1% des 
cas pour les sujets français). Par contre, les 
Sujets étrangers perçoivent comme sans 
accent 11% des phrases patoisantes 
(contre 2% des sujets français). La plupart 
de ces étrangers se plaignent du manque 
de méthodes mises à leur disposition pour 
améliorer leur propre "accent" étranger, et 
des tests de ce genre semblent confirmer 
leur perception floue de la norme. 

Quel est l’effet de la permutation de la 
pénultième? La majorité (63%) dcs phra- 
ses standardisées où la pénultième a été 
remplacée par une syllabe extraite des 
phrases "patoisantes" sont perçues par les 
sujets français comme étant fortement 
marquées. Cela confirme le rôle important 
joué par la pénultième. L’étude cas par cas 
des phrases montrent que c’est l’intro- 
duction de syllabes nasales patoisantes 
(relativement peu nasalisée avec l’accent 
régional), de la voyelle [cl (diphtonguée 
dans les phrases marquées ré gionalement) 
et de la voyelle postériorisée qui est le plus 
efficace. Des tests en cours permettront de 
quantifier l’apport de chaque "écart" de 
prononciation par rapport à la norme et 
d’expliquer les cas où la permutation s’est 
révélée inefficace. 

Tableau 2a 0 l 2 

SS 72% 27% 1% 
PP 2% 24% 74% 
Sp 14% 23% 63% 
P: 39% 34% 27% 

Total 32% 27% 41% 
Tableau 2h 0 1 2 

SS 59% 26% 15% 
PP 11% 35% 54% 
Sp 14% 38% 48% 
Pl 28% 43% 29% 

Total 28% 35% 36% 
Tableau 2: Résultats du Test I sur les auditeurs 
français (2a) et étrangers (2b). Sp représente les 
phrases standardisées où le pénultieme a été per- 
mutée avec le pénultieme de la phrase a accent 
correspondante. 0. l et 2 correspondent aux 
phrases qui ont été perçues "sans accent". "avec 
un peu d’accent”, et "beaucoup d'accent”. res- 
pecttvement. 

Le rôle n’est cependant pas symétrique: 
il ne suffit de remplacer la pénultième 
d’une phrase patoisante et de la remplacer 
par une syllabe standardisée pour que la 
phrase soit perçue comme standardisée. 
En d’autres termes, il est plus difficile de 
débarrasser une phrase de son accent 
régional que de transformer une phrase 
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normale en une phrase marquée. Dans la 
majorité des cas (61%), la phrase est tou— 
jours perçue comme étant peu (34%) ou 
fortement marquée (27%) et la 
permutation n’est efficace que dans 39% 
des cas. L’efficacité du changement varie 
en fonction des phonèmes restants. 

TEST 2 
Le F0 des phrases de L1 et L2 a été mis 

constant et égal à la fréquence fonda- 
mentale moyenne de la phrase. 

Tableau 3a 0 1 2 

SS 58% 36% 6% 
PP 5% 25% 70% 

Total 31% 30% 38% 
Tableau 3b 0 l 2 

SS 43% 34% 25% 
PP 25% 35% 40% 

Total 34% 34% 32% 

Tableau 3: Résultats du Test 2 sur les auditeurs 
français (3a) et étrangers (2b). 

Les résultats ne sont pas faciles à 
interpréter car les phrases standardisées à 
F0 plat ont tendance à être perc ues comme 
marquées: seulement 58% d’entre elles 
sont perçues comme sans accent par les 
sujets français. Moins de phrases patoi- 
santes sont perçues comme ayant un fort 
accent (de 74% à 70%) et plus de ces 
phrases (de 2% à 5%) sont perçues comme 
sans accent, ce qui confirme la contribu- 
tion de la rupture mélodique comme 
indice. Les résultats des étrangers 
deviennent très aléatoires: 25 % des 
phrases standardisées sont perçues comme 
ayant un accent très marqué et 25 % des 
phrases patoisantes sont perçues comme 
sans accent. 

CONCLUSION 
Le premier test a confirmé à la fois le 

rôle important de la pénultième dans la 
perception d’une marque d’une région 
particulière, et l’incidence d’autres fac— 
teurs. Le second test a montré que l’ab- 
sence de rupture mélodique dans la 
clausule finale n’est pas une condition 
suffisante pour la perception d’une phrase 
standardisée. Ce dernier résultat nuance 
l’affirmation selon laquelle "l’intonation 
des français régionaux reste souvent la 
seule indication d’accent par rapport au 
français standardisé" ([6] Pg 7). Ces deux 
tests suggèrent l’efficacité d’une approche 
par transformations successives et 
contrôlée de voix naturelle. L’analyse 
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acoustique et perceptive d’un corpus, 
aussi grand soit-il, ne pourrait permettre 
d’apporter une réponse définitive au pro- 
blème de la combinaison des indices non 
spécifiques qui deviennent une marque. 
Chaque hypothèse tirée de l’analyse d’un 
corpus doit être testée par des expériences 
de manipulations des différents indices 
découverts par l’analyse. Avec l’avène— 
ment relativement récent de méthodes 
efficaces (méthode PSOLA par exemple, 
développée au CNET et utilisée ici, 
considérablement supérieure aux métho— 
des plus anciennes, faites à partir de LPC), 
de nouvelles méthodologies pour l’étude 
des marques régionales, incluant égale— 
ment des transformations spectrales, 
deviennent possibles et la technique 
devance notre savoir: saurons—nous en 
tirer pleinement profit? 
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ABSTRACT 

This paper describes an experiment 
which was designed to test the hypothesis 
that speakers a ter the forms of words in 
response to the degree of familianty of 
their interlocutor: specifically, that words 
addressed to a hearer whom the speaker 
knows well are shorter than the same 
words addressed to a hearer whom the 
âpeaker has not previously met. Six of 

e eight speakers examined exhibited the 
predicted effect in both read and 
spontaneous speech modes. 

1. INTRODUCTION 
Many factors affect the durations of 
spoken words. While some of these relate 
to the word’s position in the immediate 
context of the utterance in which it 
occurs (for example, its proximity to 
syntacric boundaries or pauses [1]), 
others have to do with its wider linguistic 
and paralinguistic context, and in 
particular wrth the extent to which 
speaker and hearer share knowledge and 
assumptions: for example, a word’s 
duration is inversely related to its 
predictability [2,3]; words are longer 
when they are initially introduced into a 
discourse than on subsequent mention 
[4,5,6]; words are longer when they 
occur in sponaneous discourse than when 
they are produced by the same speaker 
reading back a transcript of the same 
discourse [5]. The cxpenmcnt described 
in this paper was designed to investigate 
the effect of a further variable in this 
latter group: the degree of familiarity 
between two interlocutors engaged in a 
cooperative task. 

The starting point of this study was the 
hgpothesm that word durations would be 
s orter when the two interlocutors knew 

each other well than when the task 
involved two speakers who had never 

reviously met. It seems likely that 
amiliar sgeakers will respond to their 

hearers’ a ility to use knowledge about 
what they say and how they say it, and 
shorten words, in much the same way as 
they might ex loit the redundancy in 
utterances like stitch in time saves nine 
to shorten the final word [2]. 

It has indeed frequently been claimed 
that speakers alter their speech and 
language in res onse to their degree of 
familiarity wit the hearer [e.g. 7]. 
Indirect experimental support for the 
hypothesis comes from more than one 
source. One type evidence is found in the 
literature on the processing of 
Spontaneous speech (see, for example, [S, 
8, 9, In such studies, the 
Spontaneous speech samples have 
generally been elicited by having the 
subject(s) converse with the experimenter 
or some other person whom they have 
never previously met. However, the pairs 
of speakers who produced the 
sgontaneous speech in McAllister’s study 
[ ] were close friends (and thus highly 
familiar with each other's speech habits). 
In common with other researchers who 
have studied intelligibility in spontaneous 
speech, McAllister found that 
intelligibility was mediated by word 
duration; however, the level of 
intelligibility of content words in her 
Spontaneous speech samples was 
markedly lower than that in other studies 
of spontaneous speech. McAllrster 
suggested that the degree of famrlianty of 
the interlocutors in her materials may 
have affected the duration, and thereby 
the intelligibility, of the words she 
examined. 

Further indirect evidence _for the 
influence of addressee famrlrant on the 
forms of spoken words comes om the 
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experimental literature on motherese, the 
s ialised re ister addressed to children. 
Sït‘îocckey an Bond [11] found that 
phonological rules such as palatalisation 
operated more often in mothers’ speech 
to their children than in their speech to an 
adult visitor. In their experiment 
addressec age was confounded with 
addressec familiariây: the mothers who 
took pan in the stu Spoke to their own 
children and to anot er adult whom they 
presumably knew less well. This 
suggestion is in keeping with Shockey 
and Bond’s own proposal that the effect 
they observed was attributable to the 
morhers‘ wish to set a tone of intimacy in 
their dialo ues with their own children. 
Although t e dependent variable studied 
by Shockey and Bond was phonological 
rule application rather than word 
duration, it  is not implausible that the two 
variables might be subject to similar 
influences, and indeed a further study of 
motherese [12], in which addressec a e 
and familiarity were similar y 
confounded, revealed that words 
addressed to children were shorter (as 
well as less intelligible) than those 
addressed to adults.3 

2. METHOD 
The spontaneous Speech samples which 
were used in the current study were 
collected using the so—called map task 
[13], which involves pairs of speakers, 
each of whom has a map. One speaker, 
the Instruction Giver, has a route marked 
on his or her map, while the other, the 
Instruction Follower, has no route. The 
speakers are told that their goal is to 
reproduce the Instruction Giver’s route 
on the Instruction Follower’s map. 
Neither speaker can see the other’s map, 
and in the version of the task described m 
this paper, the speakers were prevented 
from seein each Other by the presence of 
a screen. he maps are not identical rn 
every respect 1 and speakers are told this 
exphcitly at the beginning of therr first 
session. t is, however, up to the speakers 
to discover exactly how the two maps 
differ; they are encouraged .to ask as 
many questions as necessary in order to 
achieve their goal. The task has been 
used extensively to study s eakers’ 
discourse strategies and is consi ered_by 
experimenters and subjects alike to eltcrt 
highly natural Spontaneous speech. 

The eight subjects who volunteered to 
take part in the experiment were grouped 
into two ‘quadruples’. Each quadruple 

contained two pairs of speakers. The 
members of a pair knew each other well 
but had never before met the members of 
the other pair in their quadruple. Each 
subject participated in four map 
conversations: once as Instruction Givet 
with the other member of their pair, once 
as Instruction Follower with the other 
member of their pair, once as Instruction 
Givet with a member of the Other pair in 
their quadruple, and once as Instruction 
Follower with the same member of the 
Other pair in their quadruple. Each 
speaker thus participated in two sessions 
in the Familiar condition (in which they 
knew their task annex well) and in two 
sessions in the nfamiliar condition (in 
which they were partnered with a subject 
whom they had never met prior to the 
experiment). 

Each of the sixteen spontaneous 
conversations which resulted from these 
Eairings was _orthographically transcrtbed 

K one exgenmenter and the_transcrrpuon 
c ecked y another. The et ht subjects 
were then asked to return to e recordin 
studio and ‘act out' their origin 
conversations by reading from the 
transcript. They were partnered in each 
conversation b the same person wrth 
whom they has originally taken part in 
the experimental session. These 
recordings gave rise to a set of read 
materials. 

From the transcripts, twenty different 
word es were selected for each 
speaker. he words which were selected 
were all content words, and each word 
had been uttered by the speaker in 

uestion when addressing both the 
amiliar and the unfamiliar addressee. As 

far as possible the items were chosen 
from the transcripts in which the subject 
was acting as Instruction Giver. 

The location of the first occurrence of 
each of these items was identified on 
each of the four tapes (Spontaneous / 
Familiar; S ntancous / Unfarmltar; 
Read ] Fami iar; Read [ Unfamrlrar); the 
materials were sampled at _16kHz and 
their durations measured usrng the I_LS 
signal processing _ packa e, usmg 
conventional acoustic lan arks to 
identify word onsets and offsets [l]. The 
results presented in the next secnon were 

_ thus based on the anal sis of 640 word 
tokens: 8 speakers X 2 word_tokens X 2 
addressees (familiar, unfamrlrar) X 2 
versions (read, spontaneous). 
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3. RESULTS 
Table 1 shows the mean duration of the 
words in the four conditions, for all eight 
speakers. 

A three-wa analysis of variance 
(Version X ddresscc X Speaker) was 
conducted. Not surprisingly, differences 
between speakers were highl significant 
(F[7,152] = 3.21, p = .0534), part] 
because of differences in the speec 
habits of particular speakers and pan] 
because no attempt was made to mate 
word types across s eakers, resulting in a 
different number 0 one, two and three 
syllable words in each sub-sample. 
Similarly, a Version effect was observed 
which was similar to that previously 
reported in the literature [5]: spontaneous 
to ens were longer overall than read 
tokens (F[1,152] = 28.08, p < .0001). 

Table l: durations of words (msec) 

Fam Fam Unfarn Unfam 
Spont Read Spont Read 

Spkr 
1 393 319 322 323 
2 451 362 414 355 
3 279 281 278 269 
4 383 330 364 354 
S 370 363 444 452 
6 467 411 480 426 
7 421 365 466 391 
8 338 343 390 360 

hdean 388 347 395 366 

Addressee was not significant as a main 
effect (F [1,152] = 2.89, p = .0912), but it 
interacted with the Speaker variable 
(F[7,152] = 2.80, p = .0091): further 
analysis by Scheffé test revealed that all 
but two Speakers (1 and 2) exhibited the 
predicted Addressee effect for both read 
and Spontaneous speech: that is, words 
were shorter when addressed to a familiar 
addressee than an unfamiliar addressee. 
In a subsequent anal sis of variance of 
the durations of wor tokens spoken by 
these six speakers, Addressee proved 
significant as a main effect (p = .0033), 
and did not interact with either of the 
other variables.2 

__________ 

4. CONCLUSION 
The experiment described here offers 
some support for the hypothesis that 
speakers s orten words when conversing 
with peOple whom they know well. The 
majority of the speakers here exhibited 
the predicted effect. Further work is now 
in progress to examine a number of 
related issues. First, more data needs to 
be examined to discover how 
generalisable these preliminary results 
are to a larger number of speakers. 
Second, a Wide variety of factors is 
known to affect word duration, but given 
the nature of the elicitation task it was 
impossible to control for all of these. 
Pause location, speech rate and syntactic 
Structure are among the variables we plan 
to examine; however, analyses we have 
already conducted show that the 
Addressee Familiarity effect remains 
even when word frequency and word 
length in syllables are taken into account. 
Finally, we wish to determine whether 
speakers alter other aspects of the forms 
of spoken words in response to addressee 
familiarity: research is in progress to 
examine the effect of the variable on 
speakers' application of connected 
s eech rules such as stop deletion (see 
[ 4])- 

The support of the Economic and Social Research 
Council UK (ESRC) is gratefully acknowledged. 
The work was part of the research program of the 
ESRC funded Human Communication Research 
Centre (HCRC). 

NOT ES 
(1) The design of the maps being used in 
a large-scale study of Scottish English is 
described in [14]. 

(2) It is interesting to note that the two 
speakers who failed to exhibit the 
Addressee effect were the first pair to 
take part in the experiment, and that their 
performance differed from that of the 
other speakers in other respects; in 
particular, their conversations were over 
twice as long as those of other 
participants in this and other studies 
using the maps task. It may be that their 
unusual attention to detail 1n the task led 
them to adopt unrepresentative linguistic 
behaviours. 

(3) See also Bard and Anderson (this 
volume). 
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COMPUTER DATA BASE AND ORPHOEPIC STUDIES 

N.V.Bogdanova 

Leningrad State University. USSR 

ABSTRACT 

The report deals with the 
description of orphoepic 
problems of Modern Russian 
Literary language and con— 
tains the results of experi- 
mental phonetic research for 
held on all lexical basis of 
Russian language.  The work 
is fulfilled with the pur— 
pose of forming the Phonetic 
Data base of Russian impro— 
ving number of applied 
systems: automatic recogni— 
tion and synthesis of 
speech,  correct pronuncia— 
tion training, and automatic 
transcription. 

One of the most prominent 
trends in the deve10pment of 
Soviet linguistics recently 
is the creation of Computer 
data base of Russian lan— 
guage as a complete data 
base on system and functio— 
ning of Modern Russian 
Literary language. Phonetic 
part of the Computer data 
base suggests attaining and 
classifying knowledge of 
sound side of language 
taking into consideration 
all existing pronunciation 
variants. Prior to creating 
such phonetic data base 
number of complicated theo— 
retical and practical prob— 
lems must be solved. On the 
other hand existing phonetic 
data base will greatly 
enlarge the possibilities of 

applied use of phonetic 
data. Thus. the question of 
relations between norm and 
non-norm (is non—norm always 
a mistake and must dictors 
always have ideal pronun— 
ciation?), problem of unique 
or multivariant orphoepio 
norm in different types of 
speech activity as well as 
the question of position of 
those phonetic systems which 
are realized in different 
types of speech (on diffe— 
rent lexical material) and 
have their own laws of 
construction and functioning 
( m a n y  systems or one system 
with many subsystems?). Ün 
the other hand. creation of 
Phonetic data base of Modern 
Russian Literary language 
allows to improve such app— 
lied systems as automatic 
recognition of speech. 
synthesis' and automatic 
transcription of Russian 
speech. phonetic-disciplines 
teaching — theoretic phone— 
tics, Russian pronunciation 
and practical transcription 
— studies of phonetic pecu- 
liarities of sponteneous 
speech and results of dif— 
ferent interferation pro- 
cesses. both between lan— 
guages (Russian speech of 
non—Russians) and inside one 
language. 

For all mentioned above 
aims it is very important to 
find out existing pronun— 
ciational variants for all 
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totality of Russian lexics. 
especially for peripherial 
part of lexical system 
(borrowings ,  abb rev i a t i ons ,  
complex words and so on). Up 
to now such studies were 
held on the limited mate— 
rial, the task of recieving 
recomendations for each word 
was not put on. Now there is 
possibility to store the 
whole dictionary in computer 
memory and to treat them 
automatically. 

Due to all these reasons 
a new seria of orphoepic 
studies in which students of 
the philological department 
take part has been started 
in the Leningrad state Uni— 
versity laboratory of expe- 
rimental phonetics named 
after L.V. Shcherba. All 
studies are experimental 
phonetic including methods 
of auditory, instrumental 
and psycholinguistic analy— 
sis. Material in all cases 
is maximally complete — 
different Russian dictiona- 
ries: of new and foreign 
words, abbreviations and 
special lexics, frequency 
and derivational. In all 
cases the auditory material 
recorded by dictors— philo— 
logists whose normality of 
speech was tested and 
affirmed by special test, 
was stydied. Words with 
orphoepically difficult 
parts were put into phrases 
in identical sintagmatic 
positions. Auditors were the 
students and researchers of 
philological department. 
Auditor analysis was made 
mostly by experienced pho— 
netists. Instrumental stu- 
dies were made with the help 
of micro—computer of 
DVK—type_ (segmentation of 
auditory material. duration 
measurement, auditory serias 
preparation). Results in all 
cases are concrete recemen— 
dations in pronunciation and 
transcription as well as 

relations between found 
orphoepic variants. Some of 
these results are given 
below. 

Among the words with 
complex consonant combina— 
tions those which contain 
combinations CTH, SHH. CTCK. 
HTCR, HHCK (KOCTHHBHÜ. 
Sessoaueawü, TypuCTCKwü. 
woneunaHTCKnñ. mornaHnCKnü) 
were studied. Complete lists 
of such words were selected 
from the "Russian Deriva- 
tional Dictionary" by 
D.Worth. _A.Kozak _and 
J.Johnson (New—York.197fi. 
further - RDD). those for 
which existing orphoepic 
recomendations (R.I.Avane- 
sov, L.A.Verbitskaya. modern 
orphoepic diotionaries) were 
not enough or didn't exist 
at all, were included in 
experimental material. 

Experiments showed that 
pronunciation of words with 
CTH depends on the route: in 
the words with routes 
-KOCT—, -XBACT-,  -CTfi-_and 
—TH— (woCTfisBuü /stl'/. 
xsaCTnuBmñ /stl'/. noCTflaTb 
/stl'/, nCTHeTs /stl'/)'a11 
consonant complex is pre- 
served in pronunciation; in 
other situations dieresa is 
observed — the lack of exp— 
losive consonant: cqaCTHuBnü 
/sl'/, coseCaBuü /sl'/ and 
so on. Basing on the route 
it is easy to formalize the 
pronunciation rules of such 
words. 

For words with BAH com— 
bination among two pronun— 
ciation variants — with 
dieresa /zn/ and literally 
./zdn/ the first is clearly 
prevailing (from 85% to 97% 
realizations for different 
words). 

Study of words with CTCK. 
HTCK and HACK combinations 
showed three pronunciation 
variants: with dieresa /ssk/ 
and /nsk/ assimilation in 
the place of origin /scsk/ 
and /ncsk/ and without die— 
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The 
of first variant 

is rather considerable in 
all cases: from 75% (in word 
noCTCpnTyM) to 98% of all 
realizations. In all other 
variants only full pronun— 
ciation of word noCTCKpMnTyM 
(23.3%l must be taken into 
consideration without 
arguement. 

Words 

resa /stsk/ and /ntsk/. 
prevailing 

with ARO. AHE and 
OñE also difficult for Rus— 
sian pronunciation turned 
out to be borrowed and badly 
mastered by Russian native 
speakers. For these words 
three pronunciation variants 
were found: with strong / J / .  
with /i/ and completely 
without /j/. The last 
variant turned out to be 
relevant for words with AHO: 
15% before the stressed /o/ 
— pHfiOH. MAHOnMKa: 45% in 
unstressed combination - 
MAHOHea. MHHOpaT.  Two other 
variants must be taken into 
consideration in pronuncia- 
tion teaching. transcription 
and other applied aspects. 

Among words with untypi— 
cal for Rusian language 
vowel combinations a group  
of words with EO in the 
route was studied. All the 
words are borrowed and are 
of terminologic character. 
The pronunciation difficulty 
of such words is defined by 
two factors: first only 7% 
of such words have stress on 
the second component of the 
combination. in 93% it is 
totally unstressed and 
stands in 1 to 6 prestressed 
position in the word; second 
only 2 6 , 4 %  of words are 
known to Rusian native 
speakers and are used by 
them in speech. Other 3 7 , 4 %  
are known but rarely used. 
and 3 ® , 8 %  are unknown and 
totally unused. During the 
studies it was found out 
that for some words 
(apOfioqecwuü. 
TEOpeTMwecwuñ and so on) 

along with two—component 
realization (auditors fixed 
/io/. more seldom /eo/) the 
realization of combinmation 
as one vowel must be taken 
into consideration. In the 
latter case in first prest- 
ressed position the second 
component of combination — 
/a/, more seldom /o/ is 
recognized as a rule: in the 
second and further prestre— 
sed positions — first com— 
ponent /e/. more seldom /i/. 
The realisation of stressed 
combination EO also turned 
out to be monovocal - in 
words MeTEOp, TEOpMH, 
apOnor, apOrpao. 

The validity of recieved 
results was in all cases was 
checked during the control 
experiment in recognition of 
studied combinations reali— 
zations and realisation of 
specially selected Russian 
words with identical phone— 
tic structure: cnëSHuü — 
sseSÆHun, xynuraHCKuü - 
apecraHTCKnñ, HapuuCCKuü — 
HauuCTCKufi. MfiËswa — MAHOp. 

The newest borrowings 
into Russian language among 
which 1Q cases with possible 
violation of Russian pro- 
nonciation norm were found 
are especially interesting 
for the studied problem. All 
in all 602 borrowings taken 
from different dictionaries 
of new words were studied. 
56.5% of these words are on 
the first stage of maste— 
ring: tested philologists 
never met these words and 
didn't know their meaning. 
Only 9.3% of words are 
actively used by native 
speakers  ( K o n a u x o a ,  Keüc, 
aapoôuwa and so on). 3 6 , 6  % 
of word from the list may 
have a hard consonant before 
orthographic E /6peñx. 
MKeea"Ha / .  and 22 % - unst- 
ressed /o/ /KOHCOM€". 
6aM6u"Ho/. 10 % — long con- 
sonants outside a morpheme 
connection /carexuu"T. 
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crennapa"rop/, in 11 % of 
words voiced consonants are 

possible et the word final 

/ 6nm3,  nas, n“unnx/. Last 

group of words was examined 

particulary carefully; we 

succeded to find out that 

the remaining voiced conso— 

nant is influenced by its' 

phonetic character:  the most 

frequent here are [dz] 

/Ma"repunX/. [z] /KmBe 3/ 

and [b] / n a B / .  By experi— 

ments it was proved that 

softening of hard consonants 

having no pair /xyaus“o/, 

remaining of /e/ in place of 

orthograthic E and 9 inclu— 

ding combinations with other 

vowels / 6HEHa"ne ,  xonanx0"3 ,  
cnnpn”qyen and so on/, ten- 

dency to letter by letter 

reading of complex consonant 

sequences /6aCTHesu“T, 

wHKTA"n and others/ and a 

number of other phenomena is 

possible. As in all previous 

cases every word from the 

list was given orthoepic 

recommendations. 

As a result of all men— 

tioned and similar experi— 

mental research it became 

possible to clear up lite- 

rary and dictionary orthoe- 

pic recommedatioms. These 

gained results will suffi— 

ciently add the Russian 

phonetic fund. 



SUR LA CLASSIFICATION UNIVERSELLE DES 
SONS DU LANGAGE ET L'APhI 

M.Gordina 

Université de Léningrad, Léningrad,URSS 

- ABÊTRACT 
The paper is concerned 
with the principles on 
which universal articulato- 
ry classification of speech 
sounds rests.Phonetic tran- 
scription based on this 
classification must consi- 
der the phonetic capabili— 
ties of man. Different ao— 
proaches to the classifica— 
tion of vowels and conso— 
nants are pointed out. 
Egressive pulmonic conso— 
nants are described with 
reference to their basic an 
ticulation,the deviations 
from the IPA char t  are men- 
tioned. 

La division de la chaîne 
parles en sons discrets re— 
lève des procédés phonolo- 
giques[8,9,10.Il s'en suit 
que dans les angues de dif 
férents types en trouve des 
sons dont le statut linsui- 
etique n'est pas le même et 
qui possèdent des caractéri- 
stiques phonétiques parti- 
culieres [3] . Cependant la 
classification universelle 
des sons du langage est 
possible grâce à l'unité 
des mécanismes de productiv 
on et de perception de la 
parole. Pour établir une 
telle classification on 
doit tenir compte des poser 
bilités articulatoires de 
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l'homme, ce qui permet de 
prévoir des cases non seu- 
lement pour les sons déjà 
connus, mais aussi pour 
ceux qu'on pourrait trouver 
dans les langues non étu- 
diées[l,lO]. Ce principe 
fut appliqué il y a cent 
ans à l'établissement du ta 
bleau des voyelles par H. 
$weet[7] et développé par a 
Jones £2]. Le tableau des 
voyelles cardinales de D. 
Jones, en forme de trapëze, 
qui est preposé aujourd'huL 
presque sans modifications, 
par l'Association Phonéti— 
quesInternationale [6] en re- 
flete plus ou moins approxr 
mativement les caractéris- 
tiques articulatoires. La 
forme du tableau et les 
points de repère (choisis 
d'une manière convention— 
nelle et qui ne coïncident 
avec aucune voyelle réelle 
Œfl,bien qu'étant en corré- 
lation avec certains pho- 
nèmes de plusieurs langues) 
permettent de trouver la 
place pour n'importe quel 
sons vocalique et, par con- 
séquent, tenir compte des 
Oppositions phonoloqimies 
éventuelles. C'est pourquoi 
en perfectionnant ce'tab— 
leau, on se borne à préciè 
ser la localisation d'un 
son et à choisir un symbole 
répondant mieux aux besoins 
pratiwies. 

Quant aux consonnes (il 

nes'agit dans la suite que 
des consonnes pulmonaires), 
la situation est différente. 
Contrairement aux vpyelles, 
qui sont placées le long 
des axes représentant des 
caractéristiques continues, 
le classement des conson— 
nes se fait sur la base 
des caractéristiques dis— 
crètes, dont les grade- 
tions doivent être établies 
à l'avance. Conformément à 
la tradition, on a 3 grade— 
tions pour le mode d'ob— 
struction (ou 4,si on consi- 
dère les affriquées comme 
un type à part); le nombre 
des points d'articulation 
varie dans différents sys- 
tèmes de classification 
(ZinderElOl en compte 13 et 
l'APhIIG] 11 à présent), on 
distingue aussi 3 types de 
consonnes selon le degré de 
sonorité. Ces trois caracté- 
ristiques servent à décrire 
l'articulation consonan— 
tique de base (qu'il faut 
distinguer des articulati- 
ons secondaires, effectuées 
par les organes qui ne par- 
ticipent pas à l'articula— 
tion de base, p.ex. labiali— 
sation des consonnes non 
labiales), elles fonction- 
nent en même temps comme 
traits distinctifs de pho— 
nëmes, Donc, les limites. 
entre différents types de 
consonnes sont établies sur 
la base des Oppositions : 
phonologiques, comme le 
propose P.Ladefoged[51. 

Cependant ce princ pe 
n'est pas réalisé d'une ma- 
nière conséquente et en 
plus est discutable du _ 
point de vue théorique, Les. 
oppositions phonologiques 
ne sont guère universelles. 
On pourrait trouver dans _ 
une langue non étudiée une 
opposition non prévue par 
la classification (p.ex. 
deux types de médiolingua- 

les qui diffèrent grâce & 
l'organe passif, cf les 
postlinguales).D‘autre part 
il y a des types consonan- 
tiques qui ne forment pas 

d'opposition, p.ex. [m] et 
m],£qfl et [f], et dont 
'ar iculation de base est 

différente. Le tableau de 
consonnes présente donc un 
compromis entre une classi— 
fication selon les Opposi- 

tions phonologiques et 
celle basée sur les carac- 
téristiques articulatoires. 

81 on veut suivre le 
principe d'universalité et 
prévoir la possibilité de 
classer toutes sortes de 
sons dont l'articulation de 
base est différente, on 
peut compléter et modifier 
1e tableau de consonnes de 
l'APhI. Ce tableau modifié 
est présenté à la page sui— 
vante. On en a exclu les 
consonnes implosives: leur 
articulation de base est la 
même que celle des autres 
occlusives. Les consonnes 
éjectives peuvent être trai- 
tées ou bien comme ayant 
deux points d'articulation 
(au même titre que Kb] par 
exemple, puisque [? est 
classé parmi les occlusiveâ 
ou bien comme glottalieées, 
c'est-à-dire caractérisées 
par une articulation secon— 
daire. Pour mieux illustrer 
les principes de classement 
on a introduit dans le ta- 
bleau les affriquées (pour 
des raisons techniques quer 
ques symboles sont omis); 
on a indiqué la possibilité 
de réaliser toutes les fri- 
catives comme sonnantes. 

Les consonnes sont clas- 
sées selon l'organe articu- 
latoire actif; dans cer- 
tains cas l'organe passif 
doit aussi être pris en con- 
sidération (p.ex. pour les 
labiales et les postlingua- 
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les). Suivant L.Ëëerba et 
L.Zinder[10] on a indiqué 
l'existence d'articulations 
uvulaires faucales: le sen 
se forme au moment ou la 
luette se détache brusque- 
ment de la paroi pharynga- 
le; russe gag fifond', ang- 
lais sudden etc. On ne con- 
naispas d'opposition pho— 
nologique de ces consona 
nes, mais théoriquement ce- 
la n'est pas impossible. Au 
lieu d'un seul groupe de 
pharyngales de l'APhI, le 
tableau en contient deux: 
supérieures, formées au ni- 
veau de la racine de la 
langue, et inférieures, ar- 
ticulées avec la participa- 
tion de l'épiglotte; ces 
deux types de consonnes 
existent comme phonemes in— 
dépendants dans certaines 
langues du Caucase 4 

Le tableau présente une 
classification plus détail— 
lée de fricatives médianes, 
qui sont divisées en trois 
groupes selon la forme de 
constriction: consonnes a 
fente ronde (p.ex. [s],fw]à 
consonnes à fente plate (9. 
ex. [6 , [3]), consonnes à 
fente a longée vers le pa— 
lais mou, à cause d'une 
plus grande élévation de la 
langue - les chuintantes. 
Les trois articulations ne 
sont différenciées que dans 
certains groupes de prélin— 
guales. 

Les vibrantes sont divi— 
sées en médianes et laté- 
rales. Les médianes sont 
articulées avec la pointe 
de la langue ou la luette. 
Les latérales sont formées 
grace aux vibrations des 
bords de la langue avec la 
pointe pressée contre les 
alvéoles. L'opposition pho- 
nologique entre ces deux 
types de consonnes est peu 
probable; mais leur.pré- 

sence dans le tableau est 
justifiée par le principe 
d'universalité qui oblige 
à tenir compte de toutes 
les articulations possibles 
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GEMINATION PHONETIQUE EN FRONTIERE DE MOTS 

A. Marchal & A.S. Del Negro 

URA 261 CNRS, Parole et Langage, 29 Av. R. Schuman 
13621 Aix en Provence 

ABSTRACT 
This paper is concerned with the produc- 
tion of identical consonnants et word- 
boundaries. 'Ihe question which arises is 
wether to know if these consonantal groups 
result in one or two articulatory gœae 
investigated in an EPG and acoustic study 
3600 cases of stops (1200 single conso- 
nants and 2400 pseudo—geminates; lOspea- 
kets, 10 repetitions of 36 natural senten- 
ces). Our data clearly indicate that these 
groups are produced as a single long con- 
sonnant aud'thatthere is no evidence of 
rearticulation during the closure phase. 
LINTRODUCTION 
La gémination est décrite par Catford [l] 
connue l'enchaînement de deux articula- 
tions identiques. Les géminées peuvent se trouver à l‘intérieur du mot et avoir dans cette position une valeur phonologique dans plusieurs langues. On peut aussi rencontrer des consonnes identiques à la frontière de deux mots. 
En Français, les géminées apparues au XIème siècle se sont simplifiées en con— 
sonnes simples [2] . Bien que la graphie de consonnes doubles ait subsisté ou ait été 
empruntée (mots savants, reconstructions 
étymologiques), les géminées n‘assurent plus de fonction distinctive à l’intérieur 
d‘un mot. 
D‘un point de vue phonétique, un pro- blème intéressant est posé par le cas de la rencontre de deux consonnes identiques à la frontière de mots. Sont—elles réalisées 
comme deux consonnes distinctes ou comme le prolongement d ’un même geste 
articulatorre? Le cas échéant, comment les distinguer d’une consonne longue? Pour résumer, les questions que l’on peut se poser sont les suivantes: 

«au niveau acoustique, les groupes de consonnes identiques en frontières de mots se comportent-ils comme une con- 

sonne simple mais longue, ou bien connue 
deux consonnes distinctes? 
Durant la tenue de la consonne double, 
observe—t—on une phase de relâchement 
(ou de rupture de l‘occlusion) accompa— 
gnée ou non d‘un bruit d‘explosion? Y a- 
t—il assimilation partielle ou totale du 
voisement? 

—au niveau articulatoire, l'articula- 
tion d'une «géminée» correspond—elle, 
en termes d‘appuis linguo—pelataux, à l‘ar- 
ticulation d‘une seule consonne ou de 
deux? Dans le cas d‘une tenue prolongée, 
peut—on observer un fléchissement de la 
ten-sion physiologique, ou un phénomène 
de réarticulation manifesté par une varia- 
tion significative du nombre de contacts 
linguo—palataux? 

-la quantité consonnantique corres— 
pond—elle à un plus grand effort articula- 
toire manifesté par une plus grande sur— 
face de contact par rapport à une con— 
sonne simple? 

—les phénomènes observés différent— 
ils lorque les deux consonnes sont de 
modes différents? Y a-t—il une différence 
entre une géminée où les deux consonnes 
sont de même mode par nature ou par as— 
similation? 
Nous présentons ici les résultats d‘une 
étude acoustique complétée par une étude 
articulatoire réalisée à l‘aide de la palate- 
graphje dynamique [3], [4]. Cette mé- 
thode permet en effet de distinguer préci- 
sément tout changement, même infime, 
dans l‘articulation, avîsc une synchronisa— 
tion parfaite du signa acoustiaue. 
2.PROCEDURE EXPE NTALE 
Le corpus est constitué de 36 phrases 
naturelles brèves de type: 

Sl-S2—SB-(C)V1-#—X—V2—(C) 
où: V1 = [a] 

V2'lll. lai; [ul 
X' ltl; Idl; lkl; lg]; [tt/; [kk/; [gg/;ltdl; 

ldtl; [ks/; lgk/ _ corpus est lu par 10 locuteurs, 5 f01s 
avec un débit de cle normal et 5 fois 
avec un débit rapide (ordre aléatoire des 
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phrases). Pour trois des locuteurs, l’ac— 
quisition numérique simultanée des don- 
nées acoustiques et électropalatograplu— 
ques est réalisée à l‘aide de la statron 
PHYSIOLOGIA ACCOR [5]. 
3.MESURES 
La segmentation de V1 et des tenues et 
explosions des consonnes est realrsee a 
l‘aide de l'éditeur de signal SIGNAJX [6] 
implanté sur MASSCOMP 5500. 
L‘appui linguo-palatal exprimé _en nom- 
bre de contacts par zone arnculatorre (total, 
antérieur, postérieur) est mesuré pour les 
trames suivantes: 
-lère trame d‘occlusion complète (C1, 
C2 ou X); 
—trame de maximum de contacts (CIM, 
C2M ou XM); . 
-trame précédant tout relachement (R1, 
R2 ou RX). 
4.RESULTATS 
4.1 La réarticulation 
Les principales observations tirée de l’exa- 
men des tracés palatographiques et de 
l'analyse détaillée du signal acoustique 
font a paraître: . _ 
4.1.1 our les géminées vorsees 

—Une tenue stable 
-L’existence d‘un seul mouvement 

articulatoire _ 
-La persitance du versement pen- 

dant toute la consonne ' . 
-L‘absence de toute trace de ream- 

culation. 
4.1.2 Pour les géminées sourdes ou as- 

6 0  
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8 
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Tro mes 
Fig. l: Nombre de contacts sur le palais avant et sur le palais arrière pour la séquence lakgaJ 
rentre l‘occlusion de [k] (sec) et le relachement de [ll (lre). 

sourdies 
Dans le cas des consonnes sourdes ou 
assourdies, il faut distinguer ce qui se 
produit pour les palatales des phénomè- 
nes observés pour les alvéo—dentales. 
— Les palatales: 
L’examen des géminées palatales nous a 
posé le probléme de la délimitation de 
l‘implosron. Pour [kk/, nos tracés acous- 
tiques font apparaître aprés l‘occlusron 
articulatoire des traces de bruit en moyen—- 
nes fréquences. Ce bruit ne peut être in— 
terprété que connue l‘indication d’un 
contact occlusif insuffisament ferme. 
L‘évolution générale des appuis de la 
langue au palais ne permet pas d’inter— 
préter autrement les relâchements occa- 
sionnels d’un ou deux contacts au centre. 
Il n‘est pas possible de mettre en évidence 
le fléchissement de l‘effort articulatoire 
au milieu de la tenue auquel succéder-ait 
une nouvelle progression des appuis Im— 
guo-palatins indiquant une deuxième ar— 
ticulation. ]] semble donc bien que pour 
les palatales, la nature de l‘articulateur 
principal (i.e. le dos de la langue) sort 
responsable des traces de bruit._ 
La remarque précédente s‘applique sans 
réserve aux consonnes dévoisées. 
- Les alvéo—dentales: 
Pour les consonnes alvéo-dentales [tt] et 
les groupes [dt/, on constate une bonne 
corrélation entre les évèn ements artrcula— 
toires et les évènements acoustiques. 
Le shéma général d‘organisation dæ gestes 

+ 

Pclcls oven! 
+ 
Polcls crrlère 
_ _ —  
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articulatoires fait apparaître l‘existence 
d'un seul mouvement lingual consistant 
dans une progression régulière des appuis 
linguo—palatins pendant la tenue conso- 
nantique. (cf.Fig.1) 
Toutefois, dans le détail, les phénomènes 
apparaissent un peu plus complexes. 
Nous avons pu observer à plusieurs repri— 
ses une trés légère désocclusion accom- 
pa gnée de bruit. ll s‘agit d‘un phénomène 
trés bref dont on peut se demander s'il 
joue un rôle dans la perception d'une 
consonne simple ou double. Des expé- 
riences de Repp [7] que nous comptons 
reprendre indiquent que non. 
Il nous semble que l’on doive interpréter 
la trace trés brève de bruit comme l‘indi- 
cation d‘un déplacement de la masse lin— 
guale sous l‘effet d‘une grande force 
d‘articulation. Il nous semble, en effet, 
que s‘il y avait eu réarticulation, ce phé- 
nomène aurait dû aussi être observé sur 
les courbes des appuis linguo—palatins, et 
se manifester par exemple par un fléchis- 
sement de la tension musculaire au pas- 
sage de la première à la deuxième partie 
de la géminée: ce qui n'a pas été le cas. 
4.2.Les assimilations de voisement 
Les traits de source ont souvent été consi- 
dérés comme des traits redondants des 
traits de force d’articulation. Une con- 
sonne sourde serait forte tandis qu’une 
consonne sonore serait faible. 
Il n‘est pas possible de distinguer sur ce 

niques. En effet, la mesure de l‘étendue 
de l‘appui linguo-palatal s’il constitue un 
des moyens d‘évaluer en général la force 
articulatoire, est difficile à interpréter pour 
cette classe de consonnes en raison des 
débordements possibles des contacts dela 
langue en dehors des limites de la plaque 
palatine. Par contre, pour les alvéo-denta— 
les, cette mesure se prête mieux à des 
comparaisons. Il apparaît que les groupes 
de sourdes ou assimilées sourdes sont 
caractérisées par un contact plus étendu 
de la langue au palais que les groupes de 
sonores correspondantes. 
Par anticipation de l'articulation conson- 
nantique, on constate généralement un 
phénomène d‘assimilation régressive du 
voisement, ce qui conduit à un voisement 
ou un assourdissement total de la gémi- 
née. Les groupes de consonnes ainsi assi— 
milées (sourdes ou sonores) possèdent 
une durée d’occlusion semblable à celle 
des roupes de consonnesdgmême mode. 
4.3îa force d’articulation 
Le nombre d‘électrodes touchées permet 
d‘estimer la force avec laquelle une con- 
sonne est articulée. On ne constate pas de 
différence significative entre le nombre 
de contacts pour les consonnes simples et 
les consonnes géminées. 
Seule la durée de la tenue permet de. les V 
distinguer. 
4.4.L’explosion 
On ne constate pas de différence signifi- 

simples et des géminées. L’explosion des 
consonnes géminées est de durée égale ou 
plus courte que celle des consonnes 51m- 
ples. (cf.Fig.2) , . 
4.5.Influence du debit 
L‘influence du débit constatée par Woe- 
jik [8] qui voudrait que le débit rapide en: 
traître une hypo-articulation n‘a pas _ete 
constaté ni au niveau des consonnes sun- 
ples, ni au niveau des consonnes gémi- 
nées. On remarque simplement une duree 
de tenue occlusive plus courte en débit 
rapide. Cependant, les consonnes simples 
sont moins affectées que les gémrnées, 
indépendament du mode et du heu 
d'articulation.(cf.Fig.3) _ ' 
]] n‘y a pas d‘influence du débit sur la 
durée de l‘ex losion.(cf.fig.2) 
5. CONCL SION . 
Les consonnes homorganiques ”gérmnées" 
se comportent comme une consonne seule, 
dont elles ne diffèrent que par la diffe- 
rence de durée de leur tenue occlusive. 
On ne constate pas de trace de réarticula— 
tion. La force d‘articulation ne présente 
pas de différence significative entre les 
consonnes simples et les pseudo-gémi— 
nées. Le débit rapide a un effet plus im- 
portant sur les consonnes ”géminées" que 
sur les simples. _ 
En ce qui concerne l’explosmn, pas de 
différence de durée significative entre les 
trois groupes eonsonantiques étudiés. Le 
débit n'a pas d‘influence sur la duree de 
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CONSONANT CLUSTERS AND THEIR CONNECTION WITH THE 
MORPHOLOGICAL STRUCTURE OF THE KAZAKH WORD 

S.Meirbekova 

Institute of Foreign Languages, 
Alma—Ats, USSR 

ABSTRACT 
Consonant clusters are in— 
vestigated according to the 
data presented in the dic — 
tionary depending on the 
availability or absense of 
morphological boundaries 
be tween  them.From the point 
of view of morphemic analy— 
sis there may be three syn— 
tagmatic types:  intramorphe 
mic, intermorphemic and 
mixed.Peculiarities of conf 
sonant clusters in the text 
in relation to the morpheme 
are defined as well.Analy — 
sis of the data of the dic— 
tionary and the text reve — 
aled features of similarity 
and difference. 

1.MORPHOLOGICAL ANALYSIS 
OF THE CONSONANT CLUSTERS 

;ACCORDING TO THE DATA OF 
THE DICTIONARY 

—The importance of such a 
linguistic unit as a mor — 
pheme in the syntagmatic ' 
analysis of the sound sys— 
tem of a language is obvi— 
ous.Analysis of consonant 
clusters in a word, depenr 
ding on the morphemic boun 
daries is very important , 
as such an investigation 
is connected with the lexi- 
co—grammatical aspect of a 
language. ' 
—A Kazakh  language is one 
of agglutinative languages 
and the morphological struc 
ture of words is limpid. 
—Consonant clusters occur 

in medial and final posi — 
tions of words.Two and 
three member clusters occur 
in medial position, and in 
final position only two 
member clusters are used. 
—Medial two member conso — 
nant clusters are found in 
four mor hological posi — 
tions: 1§in the root, 2)on 
the boundary of the root 
and the suff ix ,  3)in the 
suffix, 4)on the boundary 
of suffixes. 
—It is supposed that there 
is a certain attachment of 
consonant clusters to their 

positions in the morpheme 
or on the morphemic bounda— 
ries.27 consonant clusters 
are intramorphemic, 15—in- 
termorphemic, 115—mixed.Inr 
tramorphemic consonant clus 
ters occur only in the root 
and are of low frequency. 
Their frequency is 86.Fre — 
quency of intermorphemic 
clusters is 295.Consonant 
clusters on the boundary of 
the root and the suffix are 
more frequent than en the 
boundary of suffiXQSsasc— 
nant clusters of the mixed 
type are the most charac — 
teristic in lexical units 
of the Kazakh language, be— 
cause their frequency is 
12222. 
—Medial three member conso— 
nant clusters are presented 
in three morphological po— 
sitions: 1)on the boundary 
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of three suffixes, 2)on the 
boundary of the root and 
two suffixes,5)on the boun— 
dary of two consonants of 
the root and the suffix. 
Therefore medial three mem— 
ber consonant clusters are 
intermorphemic.They are mo— 
re characteristic on the 
boundary of two consonants 
of the root and the suffix 
and on the boundary of 
three suffixes than on the 
boundary of the root and 
two suff ixes ,  since their 
frequency is 104,94, 54 res 
pectively. 
—Final two member consonant 
clusters may be intramor — 
phemic and mixed.They occur 
in two morphological posi — 
tions: 1)in the root, 2)on 
the boundary of suffixes. 
They arecharacteristic in 
the root of the word, where 
their frequency is 127 and 
they are not characteristic 
on the boundary of suffixes 
where their frequency is 2. 

2 .MORPHOLOGICAL ANALYSIS 
OF THE CONSONANT CLUS— 
TERS ACCORDING TO THE 
DATA OF THE TEXT 

—According to the data of 
the text medial two member 
consonant clusters occur in 
9 morphological ositions: 
1)in the root, 2 on the 
boundary of the root and. 
the suffix, 3)on the bounr 
dary of suffixes, 4)in the 
suffix, 5)on the boundary 
of the suffix and the en — 
.ding, 6)on the boundary of 
the root and the ending, 
7)on the boundary of en- — 
dings, 8)in the ending, 
9)on the boundary of the 
ending and the suffix.Such 
a great number of morpholo— 
gical positions is explain— 
ed by the fact, that words 
in textsare given in diffe— 
rent grammatical forms, 
while words in dictionaries 
are given in their initial 

forms. 
-25 consonant clusters are 
intramorphemic, 37-inter — 
morphemic, and 76-mixed. 
Their frequency is 135. 860 
and 4658 respectively.In — 
tramorphemic clusters occur 
only in the root of words. 
The most frequent intermor— 
phemic consonant clusters 
are observed on the boun - 
dary of the root and the 
suffix,  and on the boundary 
of the root and the ending. 
Average frequency of conso— 
nant clusters is observed 
on the boundary of suffixea 
on the boundary of the suf— 
fix and the ending, and on 
the boundary of endings. 
Consonant clusters of the 
mixed type are the most 
frequent on the boundary of 
the root and the suffix, in 
the r o o t ,  on the boundary 
of suffixes and on the. 
boundary of the root and 
the ending.Average frequen— 
cy of consonant clusters is 
observed on the boundary of 
the suffix_and the ending, 
on the boundary of endings, 
and in the ending of the - 
word.Frequency of conso — 
nant clusters is les in the 
suffix and on the boundary 
of the ending and the suf— 
fix. 
—Medial three member coso— 
nant clusters are presented 

in 5 morphological positions 
1)on the boundary of three 

suffixes, 2)on the bounda— 
ry of the root and two sufê 
fixes, 5)on the boundary 
of two consonants of the 
root and the ending, 4)on 
the boundary of two conso— 
nants of the root and the 
suffix, 5)in the root of 
the word.Consonant clusters 
on the boundary of two con— 
sonants of the root and the 

. suffix are of high frequen—' 
cy.Less frequent are conso— 
nants clusters on the boun— 
dary of tuo consonants of 
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the root and the ending. 
In the rest three morpholo— 
gical positions f requency 
is 10w.Intermorphemic three 
member consonant clusters 
are the most frequent in 
the text, mixed consonant 
clusters are less frequent. 
Intramorphemic clusters 
occur very rarely.Their fre 
quency is 91%, 8%, 1% res- 
pectively. 
—Final two member consonant 
clusters occur in two mor- 
phological ositions: 1)in 
the root, 2 on the boundary 
of suffixes.They are fre — 
quent in the root of the 
word and they have low fre- 
quency on the boundary of 
suffixes.Their f requency is 
81 and 2 respectively.These 
consonant clusters may be 
intramorphemic and mixed. 
Their percen tage  is 81% and 
19% 

5.CONCLUSIONS 
—As a result of the compa— 
rison of morphological ana— 
lysis of consonant clusters 
according  to the data of 
the dictionary with the de— 
ta of the text there may be 
the following conclusions: 
1.The quantity of the mor— 
phological positions of me— 
dial two and three member 
consonant clusters accor — 
ding to the text exceeds  
the quantity of morphologi— 
cal positions according to 
the dictionary. 
2.Final two member conso — 
nant clusters are presented 
in two identical morpholo— 
gical positions both accor— 
ding to the dictionary and 
according to the text. 
5.According to the date of 
the text and the dictionary 
medial two member consonant 
clusters may be intramorphe 
mic, intermorphemic and 
mixed. 
4.Medial three member con- 
sonant clusters accord ing  

444 

to the text may be of 3 
syntagmatic types, while 
according to the dictiona— 
ry they are only intermor— 
phemic. 
5.According to the dictio— 
nary and the text final two 
member consonant clusters 
may be intramorphemic and 
mixed. 
6.Both according to the 
dictionary and the text the 
most characteristic are me— 
dial two member consonant 
clusters of the mixed type, 
less characteristic are in— 
termorphemic and the least 
characteristic are intra— 
morphemic clusters. 
7.Both according to the dic 
tionary and the text medial 
two member consonant clus— 
ters are preferable on the 
boundary of the morphemes, 
than in the morphemes. 
B.According to the dictiona 
ry intermorphemic medial 
two member consonant clus— 
ters are more preferable on 
the boundary of s u f f i x e s ,  
than on the boundary of the 
root and the suff ix ,  while 
according to the text they 
are more preferable on the 
boundary of the root and 
the suffix than on the boun 
dary of suffixes. 
9.Medial two member conso- 
nant clusters in the root 
of the word are more cha- 
racteristic than in the 
suffix both according to 
the dictionary and the 
text. 
10.Mixed medial two member 
consonant clusters accor- 
ding to the dictionary are 
more probable on the boun— 
dary of s u f f i x e s ,  than on 
the boundary of the root 
and the s u f f i x ,  but on the 
boundary of the root and 
the suffix they are more 
probable than in the root 
of the word, and in the 
root of the word the conso- 
nant clusters are more pro— 

bable than in the suffix. 
According to the text these 

clusters are more probable 

on the boundary of the root 

and the suffix,  than in the 
root of the word, in the 

root they are preferable 

than on the boundary of suf 
fixes, and on the boundary 
of suffixes the clusters 

are used more widely than 
in the suffix of the word. 

11.Medial three member con— 

sonant clusters are produc— 

tive on the boundary of two 

consonants of the root and 
the suffix both according 
to the dictionary and the 

text and non-productive on 

the boundary of the root 
and two suffixes.According 

to the dictionary the boun— 

dary of three suffixes is 

characterised by high fre— 
while according quency , . 

to the text that poSition 

is characterised by low 
frequency. 
12.Final two member conso— 

nant clusters are frequent 

in the root and they are of 

low frequency on the boun— 

dary of suffixes both accor 

ding to the dictionary and 

the text. 
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UNDERSTANDING "HM", "MHM", I'MMH'I 

Stefan Werner 

University of Joensuu, Finland 

ABSTRACT 
Various kinds of lim-like utterances 
occur frequently in everyday dis- 
course. This paper presents an exam- 
mation of forms and functions in a 
subset of German hms: hm uttered 
as reply or reaction to a question. 
Subjects’ ratings of stimuli on a mea- 
ning scale from ’negative’ to ‘aifirma- 
tive’ yielded a clear functional classi- 
fication. ubsequent phonetic analy- 
SIS revealed strong correlations with syllable structure and fundamental 
frequency variation. 

l. INTRODUCTION 
Sounds transcribable as "hm", “mhm”, "uhuh' and so on - henceforth generi- cally called hm - can be - among 
other possibilities - a sign of listen— 
ing, understanding, agreement or 
disagreement, hesitation, a request to repeat a phrase, an announcement of 

fin.; 

‘? 

. . . . . . . . . . .  

‘ 3 3 4 s . 7 . . flo 1 1  « a  

another speech act, an answer to a 
question. 
But in spite of the obvious impor- 
tance of hm, it has not yet received 
too much attention among phoneti- 
c1ans or even linguists (one notice- 
able exception for German is Eh- lich’s discourse—analytically motivated 
phonetic classification in [1]). 
My study introduces a first set of 
acoustic features in German hm that 
apparently not only modify or differ- 
entiate meaning, but suffice to pro- 
duce it, at least in the semantically 
hmited context used for the experi- 
ment. 

2. TEST DESIGN 
23 test subjects, all of them native 
speakers of German were asked to 
rate the meanings of different reali- 
sations of hm, presented in random 
order as the answers to simple 

_ _ _ — P - . - . . »  _ _ _ _ _ _  

‘ 3  ** 1 5  « a  1 7  « a  19  a o  : «  
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yes/no questions, ou a scale from 1, 
‘clearly negative‘, to 4, ‘clearly affir- 
mative‘ (with the possibility to omit 
the answer in case of ambiguity). 21 
hm stimuli out of 70 recordings had 
been selected by a jury of two native 
speakers as a sufficiently large and 
representative collection. Three 
different questions were each used 
twice with every stimulus. 

3. TEST RESULTS 
Since each subject rated all 21 hm 
types six times, the ideal ordinate 
scale for these settings comprises not 
just four, but 21'6= 126 ranks. Figure 
1 shows the sorted mean ranks of all 
hm types and their standard devia- 
tions (the use of these ratio scale 
statistics for this diagram being justi- 
fied by the fact, that mode and medi— 
an in all cases are extremely clOse to 
the arithmetic mean and stray values 
are rare.) 
The division into four groups seems 
obvious, but let us first of all streng- 
then the case for a clear distinction 
between hm as a negative and hm as 
an affirmative answer: figure 2 pres- 
ents the reSpective shares of ratings 
falling below and above the theoreti- 
cal division line between ranks 63 
and 64. ' 

res (st …un 12-21) hb (stimuli 1-11) 

Fig. 2 

The separation is, in fact, evident. 
The same point can be made by 
means of a cluster analysis: a Ward 
dendrogram exhibits an extreme_ 
increase in heterogeneity between 
the clusters of hm types 1 to 11 and 
12 to 21. In addition, there were no 
missing observations, i.e. ambiguous 

cases, at all. 
On a les significant level, also the 
subdivions suggested by figure 1 can 
be verified with different methods; 
cluster analysis supports the exis— 
tence of four groups as well as figure 
3 does. 

lb Father no man yes 
(stimuli 1-5) (stimuli 6-11) 

U,.  

Rather yes than no Yes 
(stimuli 12-14] (stimli 15-21) 

Fig. 3 

4. PHONETIC ANALYSIS 
In order to find acoustic predictors 
for the negative versus affirmative 
meaning of a hm utterance (or even 
for its membership in one of the 
subclasses), each stimulus’ duration, 
intensity, F0 and spectre were exam- 
ined. The main results are: 
- the clue to the functional dichoto- 

my is provided by two clearly dis- 
tinct types of fundamental frequen- 
cy contours 

- the subdivision is related to the 
existence of one versus two intensi- 
ty peaks (monosyllabic vs. bisyl- 
labic hm) 

- among bisyllabic hms, there is a 
second criterion for differentiation: 
the second syllable of a negative 
hm starts with a glottal stop, an 
affirmative one has in the same 
place a /h/. 

Figure 4 shows two prototypical F0 
contours. This opposition of curvy 
and flat can be found not only in 
German, but presumably in a large 
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Type I (negative) 

Type I I  (pos i t i ve )  

Fig. 4 

variety of languages (e.g., s. [3] for 
Finnish). The same holds for the 
opposition of glottal stop and /h/ 
(e.g., s. [2] for English). 
Figure 5 gives a general outline of 
the correlations between phonetic 
characteristics and linguistic function. 
It seems that in bisyllabic hm the 
stop vs. /h/ criterion takes prece- 
dence over the F0 criterion, but 
research on this issue is still under 
way. 

-—1llllllllllllllllllllfliil 

least in certain contexts, convey mea. 
ning the same way ’normal’ words 
do: by utilizing phonetic features 
alone. 
A link between experimentally estab- 
lished meaning classes and phonetic 
characteristics was presented. 
Future research should take into 
account a wider range of hm types 
and contexts from various languages. 
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5. CONCLUSION University Press 
hm utterances in German can, at 

F U  type I F D  type l l  

L 
, g l o t t a l  stop | ' I h /  I 

No # ""'“ Yes 
. b l s y l l  m o n o s y l l .  | b i s y l l .  [ 

Fig. 5 
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Age effect on acquisition of non-native phoneme5° 
perception of English Id and fl/ for . 

native speakers of Japanese 
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. ABSTRACT 
This-Siudy investigates the age effect on 
acqutsrtion of American English (AE) lr/ 
and Il! perception by native speakers of 
Japanese who have once been exposed to 
the AE Speaking environment. A perceptual 
experiment designed to test the ability to 
identify naturally spoken [r, l,w/, and de- 
termme perceptual cues when identifying 
those phonemes using synthesized stimuli 
was performed for native AE subjects, and 
native Japanese subjecrs with and without 
the experiences of living in the US. The 
results show that some of the Japanese 
subjects who had resided in the U.S. acquired 
/r/ and Ill perception, and that acquiring 
capability of acquiring decreases from 7 to 
13 years of age. 

1. INTRODUCTION 
Many studies have revealed that 

phoneme perception is modified by the lin- 
guistic environment. The perception of 
American English (AE) A'! and Ill sounds 
for Japanese speakers is one of the strongest 
pieces of evidence that this is so. In the 
phonological system of Japanese, the AE 
Irland Ill contrast is not distinctive, and 
neither AE lt! and/ll resemble any Japanese 
phonemes. Thus, most Japanese speakers 
have considerable difficulty in acquiring lr/ 
and/ll contrast even though they start leam— 
ing English in junior high school at about 
age 12. 

_ Previous cross—linguistic studies 
usrng a synthetic Ir-ll stimulus series re- 
vealed that native speakers of Japanese had 
difficulttes in perceptually differentiating 

the se two phonemes, and that they perceive 
the synthetic lr-l/ series continuously, even 
though native AE speakers perceive them 
categorically (c.g. [S, 6, 7, 9]). Further- 
more, the perceptual cue for distinguishing 
[r] from Il! is different between AE speakers 
and Japanese speakers: AE speakers use F3 
frequency as a predominant cue, and Japa- 
nese speakers use both F2 and F3 frequen— 
cres [12]. The effect of being exposed to an 
English speaking environmenthas also been 
studied [ 1]. This study revealed the effect of 
age on the lrJ/ acquisition. However, fur- 
ther control of the starting age and period of 
exposure are needed to understand the na- 
ture of acquisition process. Furthermore 
the age of the subjects during participation; 
m the-experiment should also be controlled 
(e.g. tt varied from 3 to 45 years of age in 
[11), because the performance of children 
and adults may be expected to differ consid- 
erably. 

This paper investigates the age cf- 
fect on acquisition of AE fr! and/l] phonemes 
for native adults of Japanese by controlling 
the starting age and period of exposure to the 
AE speaking environment more precisely 
than. previous studies. To determine the 
precise perceptual mode of the subjects, the 
identification tests not only of naturally 
spoken stimuli, which were designed to see 
overall identification ability, but also of 
synthesized stimuli, which were designed to 
investigate the perceptual cue, were per— 
formed. Furthermore, in this paper, the lw/ 
phoneme is considered in addition to M and 
[1], because Japanese listeners often identify 
some of the /r/ and II! sounds as [w] [13]. 

4 5 0  
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2. STIMULI 
4 

Synthesized [rait—lait! se- 

ries generated by Klatt‘s cascade 

formantsynthesizer,andnaturally :; 3 N 

spoken stimuli were used. Figure & 

l provides a synthetic spectro— "' 

graphic representation of the ini— ë 2 

tiai CV portion, [rai-lai], for the g l l 

synthesized stimuli. The acoustic % r 

parameters for idealized "right" a: 1"" 
and “light" were derived from the Ir / 

naturally spoken lraitl and flight! 

uttered by a native male speaker of 0 

AE. When generating the stimuli, 0 

three acoustic parameters, F2 and 

F3 onset frequencies and F1 n'an- Fig…“ 

sition, were varied. To construct 

the stimuli on F2-F3 plane, a vari- 

ety of F2 and F3 onset frequency combina- 

tions were used. The F2 and F3 onset 

frequencies were varied independe ntly from 

800 Hz to 1400 Hz in 200 Hz steps, and 1200 

Hz to 3000 Hz in 200 Hz steps, respectively. 

There were 37 combinations in total, ex— 

cluding some contradictory combinations 

in which the F2 frequency was equal to or 

higher than the F3 frequency. F1 transition 

duration was varied from 70 ms to 16 ms in 

6ms steps as the F3 onset frequency was 

varied from 1200 Hz to 3000 Hz. In all 

synthesized Stimuli. the acoustic parameters 

for the vowel pan/ai! were common, and the 

duration of the [rai-lai! part was fixed at 360 

ms. The stimuli were synthesized and re- 

produced through 1 6—bit di gital-analog con- 

version at a sampling frequency of 20 kHz 

and low-pass filtering with a cutoff fre- 

quency of 10 kHz. Several experiment 

sessions (Le. with different stimulus ran- 

domizations) were recorded on a digital 

audio tape using a DAT recorder, SONY 

DTC-1000ES. Each session consisted of 

eleven blocks of ten trials and one block of 

one trial to make 111 trials in total. The 11 1 

trials resulted from three randomly ordered 

repetitions of each of 37 stimuli. The inter- 

trial interval was 2 seconds, and the inter- 

block interval was 8 seconds. The block 

start signal was a beep sound recorded 2 

——F5 
—F4 

F3 
F2 

lr/4.—-> Ill 1 

100 200 300 400 
TIME (ms) 

e 1 Schematic representation of frequency 

trajectories of Fl to F5 for the synthesiœd stimuli. 

seconds prior to the be ginning of each block. 

Naturally spoken stimuli contained 

sixteen combinations of English words. 

Each combination consisted of three words 

which were different from each other only 

in the initial consonant, i.e., [rl, [l./, or lw/ 

(e.g. “red", “led“, and “wed“). The {ony- 

eight words were Spoken by two native AE 

speakers (one female and one male) to pro— 

duce a total of ninety-six stimuli. They 

were recorded and convened from analog 

to digital at a 20—kHz sampling frequency 

with 16—bit accuracy. These stimuli were 

reproduced and were recorded on digital 

audio tape. ln each session, each of 96 

stimuli occurred once in random order to 

make 96 trials in total, and these 96 trials 

were arranged in nine blocks of ten trials 

and one block of six trials. Other conditions 

were identical to the identification tests of 

the synthesized stimuli. 

3. SUBJECT S _ 

One hundred and twenty native 

speakers of Japanese who have never lived 

abroad (Group J), l09 native speakers of 

Japanese w h o  have resided in the 

U.S.(Group JE), and 9 native speakers of 

AE (Group A) served as subjects. Crite rion 

for participation in the experiment as Group 

JE subjects was to fulfill all the following 

conditions: (1) native speaker of Japanese, 
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(2) had once lived on the U.S. mainland for 
more than 1 year, (3) had never lived in a 
foreign country other than the U.S., (4) 
speaks AE all the time at school, pre-school 
or kindergarten, or in business, (5) goes to 
school or conducts business under condi— 
tion (4) at least 5 days a week, (6) received 
no special training for speaking AE in Japan. 
The Stan of their residence in the U.S. can 
roughly be thought to coincidence with the 
start of their exposure to the AE speaking 
environment because English education in 
Japanese high schools is biased toward 
grammar, reading, and writing, and is mainly 
conducted by Japanese teachers. The age of 
the subjects in Group J is 19 on average, and 
ranged from 15 to 23, that in Group JE is 20 
on average, and ranged from 13 to 40, and 
that in Group A is 25 on average, and ran ged 
from 20 to 41. All the subjects reported no 
history of hearing or speaking disorder. 

4. PROCEDURE 
Each listener patficipated 

in two sessions of identification 1 " '  
tests for synthesized stimuli, and 
one session of identification test 
for naturally spoken stimuli. In 
these tests, listeners were in- 
structed to identify the word 
initial consonant, and to make a 
forced choice among the given 
categories regardless of the fre— 
quency of occurrence for each 
category through an entire ses- 
sion by checking a correspond- 
ing response category on an au- 
swer sheet. In the identification 
test for naturally spoken stimuli, 
listeners were also told that there 
might exist unfamiliar or mean— 
ingless words, but they should 
only identify the initial conso- 
nant. 
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were obtained as perceptual ability scores of 
synthesized stimuli and that of naturally 
spoken stimuli, respectively. As AE listen- 
ers identify the stimuli whose F3 onset fre— 
quencies were higher than 2000Hz as [ll and 
those which were lower as /r/ (Yamada & 
Tohkura, 1990), the Cs represents the aver- 
aged response rates of ll/ for the stimuli 
whose F3 onset frequencies were equal to or 
higher than 2000117. and /r/ for the other 
stimuli (0 S Cs S 1 ). The C n is the averaged 
correct response rates across all the naturally 
spoken stimuli (0 S Cn S l ). 

The averaged Cs across Group A 
subjects was .91, and ranged from .75 to 
1.00, that across Group J subjeCts was .48, 
and ranged from .21 to .76, and that across 
Group JE subjects was ‚74, and ran ged from 
.32 to .99. The averaged Cn across Groups 
A was 1.00, that across Group J was .67, and 
ran ged from .44 to .95 , and that across Group 
JE was .87, and ranged from .55 to 1.00. In 
the histograms of both Cs and C n values, two 

M 
v — fi I r — v T — T t — fi r — fi  fi r v  

°‘o': Living Periods in the U.S. ] 
-o-1 year (N-33) i 
ne-z - ayears (14.23) 4 
-0-4 - 5 years (N-20) 

"0-6 - 7 years (N-22) ] 

l 
i 

10-14 1519 20-24 24-28 
Starting Age 

Figure 2 Capability of acquiring lr,l/ phonemes for 
Japanese speakers who have once been exposed to the 
AE speaking environment. The proportion of the sub- 

5. RESULTS 
After the identification 

rates for each stimulus were cal- 
culated, the values Cs and Cu 

jects’ number who have acquired /r‚l/ peroeption for '  
four groups of living periods (1 year, 2 - 3 years, 4 - 5 
years, and 6 - 7 years) are represented as a function of 
starting age. As moving averages for each 5-year period 
are represented, the abscissa shows the average period. 
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peaks were observed in Group JE, even 
though only one peak was observed in Group 

A and J. 
The Group JE subjects were divided 

into two groups according to their Cs and Cn 
values as follows: acquired group ( subjects 
whose Cs and Cn values are; 0.75 S Cs, and 

0.90 $ Cn ), and non—acquired group (the 
other subjects). In order to observe the 

correlation between the acquisition perfor- 
mance and the age of exposure to the AE 

speaking environment, the probabilities of 

acquired group subjects among subjects who 

have started living in the U.S. at the same age 

were calculated. JE subjects were classified 

into groups according to their living periods, 

and the following four groups was repre- 

sented in Figure 2: subjects lived in the U.S. 

for 1 year, 2 - 3 years, 4 - 5 years, and 6 - 7 
years. As the living conditions (starting age 

and period of residence) are not fully con- 

trolled, and the number of subjects for each 

data point was not insufficient, we plotted 

the moving averages under the following 

conditions: the average age upon taking up 

residence was 5 years, and the shift period 

was 1 year. Age noticeably age affected 

acquisition performance. The acquisition 

probability decreased rapidly from 7 to 13 

years of age. This result is especially obvr- 
ous in the 2 — 3 years old, in which living 

conditions are better controlled than in the 

other groups. Eleven subjects have resided 

in the U.S. more than 8 years, only one of 
them, who have resided in U.S. for 8 years 

from 25 years old, failed to acquire /r,l/ 

perception. 

6. DISCUSSION . . 

Showing that result that the acquisi— 

tion probability decreased with age was con- 

sistent with many previous studies of pho- 
neme acquisition (e.g. [ l ,  2, 3, 4, 10]). The 

age when the capability of acquisition de- 

creases in the present study was also similar 

to results of previous studies on second 

language production (e.g. [& 11]). The 
relationship between acquisition of percep— 

tion and that of production is of great inter— 

est. The productions of /r,l/ phonemes for 
all the subjects in the present experiment 

were recorded after the perception test. We 
also plan to analyze the production charac- 
teristics of the present subjects and to study 

the relationship between acquisition of per- 

ception and that of production. In addition, 

further efforts to obtain data from Japanese 

subjects with greater variations in living 

conditions are required. 
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THE REDUPLICATIVE BABB LES . LEARNING INFANTS: EVIDENC °F FRENCH AND ENGL'SH' E FOR LANGUAGE-SPECIFIC HHYTHMIC INFLUENCES 

Andrea G. Levlttl and Qi Wangi 
Hasklns Laboratories New Haven CT T , , Wellesle College, Wellesley, MA, iUniversity of'Connecticut, äSA 

ABSTRACT 
The reduplicative babbling of five French- and five English-learning infants produced between the ages of five and thirteen months was examined for evidence of language-specific rhythmic patterns. The babbling of the French infants showed a significantly greater percentage of final—syllable lengthening than that of the American infants. The French babbling showed more regularly timed nonfinal syllables than _that of the Americans, although only in the later stage of the infants’ reduplicative babbles. The French infants also produced significantly more reduplicative babbles that were four or more syllables in length. 

]. INTRODUCTION 
_Jakobson’s [6] famous proposa] of discontinuity between babbling and early speech has not found much support in current research on child language acquisition. Instead, many have found evidence of continuity between babbling and early speech (e.g., [7]). The child’s babbling thus seems to “drift" [4] in the direction of the _phonetic characteristics of the ambient language. 

The question of how early the child’s productions reflect the segmental prop- erties of the native language _has been much debated, with some finding evi- dence for such effects during the first year of life (e.g., [2]) while others do not (e.g., [9]). Very little attention has been devoted to the early stages of prosodic deveIOpment, although some have suggested (e.g., [5,101) that infants may begin to imitate the prosodic 

4 5 4  

patterns of their language earlier than _they imitate the segments. In a recent investigation [15], we found evidence for language-specific effects in the F0 contours of the reduplicative babbles of French- and English-learning infants. In the present investigation we extended our study to the rhythmic properties of those redupl icat ive  babbles, in  particular phrase-final lengthening, the timing of individual syllables within each utterance, and the number of syl- lables per utterance. 
Both French and English exhibit final syllable lengthening (breath—group final lengthening in French), but because French nonfinal syllables are not typically lengthened due to word stress, final—syllable lengthening is a more âalient feature of French, which is trailer timed,” according to Wenk and _Wioland [14]. There has been some indication that French and American infants may develop final-syllable lengthening fairly early on .  In examining the babbling of a group of French-learning infants, Konopczynski [7] found that final syllables were longer on  average than nonfinal syllables, from the age of eight months on, although this difference did not become Significant until the children were _16 months old. Oller and Smith [12], inexamining the babbling of six or English-learning infants ranging in age from 8 to 12 months, found evidence for such lengthening in the babbling of some but not all of their American infants. To see whether the onset of such lengthening might differ between the two groups, our study looks at French and English babbling both longitudinally and cross—linguistically. 

In terms of nonfinal syllable timing, 
French has been classified as syllable- 
timed (e.g., [13], but cf. [l4]), with a 
rhy thmic  s t r u c t u r e  k n o w n  a s  
isosyllabicity. which is characterized by 
nonfinal syllables generally equal in 
length. Because variable word stress in 
English tends to lengthen nonfinal 
stressed syllables, English does not 
exhibit isosyllabicity. If French nonfinal 
syllable timing has an effect on the 
infants’ productions, then we would 
expect the French infants to exhibit 
more regularly-timed nonfinal syllables. 

Finally, in keeping with the possibility 
for stress—delimited breath groups in 
French to contain as many as four to six 
syllables, whereas intervals between 
stressed syllables in English rarely 
contain more than four syllables, we 
expected that our French infants might 
produce longer reduplicative utterances 
than our American infants. lndeed, 
Boysson-Bardies [3] reported a similar 
effect of utterance length for somewhat 
older children. . 

2. PROCEDURE 
2.1 Subjects 

The babbling of five English-learning 
infants (three male and two female) and 
five French-learning infants (four male 
and one female) was recorded weekly 
by their parents at home. The French- 
leaming infants were recorded in Paris 
and the English-learning infants were 
recorded in the northeastern United 
States. The average age of the infants at 
the first recording used was 7;3 and the 
last was 11;1 months (ranging from 5 to 

. 13 months). 

2.2 Method 
The infants were recorded on cassette 

tape recorders using high quality 
microphones. Home recording sessions 
lasted between 10 and 20 minutes. 
Parents were instructed to choose a time 
when their child was alert and unlikely 
to cry. They could elicit babbling by 
talking and gesturing, but they were told 
to be sure to stop speaking as soon as 
the infant began vocalizing. The 
microphone was to be held about 20 cm 
from the baby. The parents identified 
each individual taping by recording the 
date at the beginning of each session. A 
comment sheet was also filled out for- 

each tape and included the date, time, 
and situation (e.g., “in bath”) of each 
recording. 

Each tape was transcribed, and all 
infant vocalizations (except for squeals, 
growls, emotive sounds, and vegetative 
noises) were digitized at 10 kHz via the 
Haskins Laboratories PCM system [16]. 
The vocalizations were divided into 
utterances, or breath groups, which 
were defined as a sequence of syllables 
that  were separated from other 
utterances by at least 750 ms of silence 
and which contained no silent periods 
longer than 450 ms in length. From the 
phonetically transcribed and digitized 
utterances, we selected all  the  
reduplicative babbles according to our 
transcriptions. Using these criteria, we 
obtained 208 reduplicative utterances, 
approximately half (102) from the 
English—learning children and half (106) 
from the French-learning infants. 
Reduplicative babbles consist of two or 
more repetitions of the same syllable, 
which in  the case of our ten infants, 
were all open CV syllables. Because 
phonetic segments are of inherently 
different lengths (e.g,. fricatives are 
typically longer than stops), we 
analyzed only reduplicative babbles, 
where all the consonants and vowels in 
a single utterance are the  same, in order 
to eliminate syllable duration variations 
due to inherent differences in segment 
length. 

The duration of each syllable was 
measured using a wave form editing 
and display program. A conservative 
criterion for measuring syllable length 
was adepted, such that duration 
measurements only included the visibly 
voiced portion of each syllable. This 
criterion was adopted because the home 
recording e n v i r o n m e n t s  were 
occasionally noisy, and the noise could 
serve to obscure, in some cases but not 
in others, the breathy release of certain 
syllables. Although nonfinal syllables 
could, be considered to extend to the 
onset of the following syllable, such an 
alternative measure was not available 
for final syllables, making comparisons 
between nonfinal and final syllable 
lengths problematic. Thus, in order to 
avoid such difficulties. breathy releases 
and intersyllabic silences were not 
included in the syllable measurements. 
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3. RESULTS 
We measu red  f i na l  sy l l ab le  

lengthening by comparin g the length of 
the final syllable of each reduplicative 
utterance to that of the penultimate 
syllable. For each infant, we calculated 
the percentage of utterances showing 
final syllable lengthening. The French 
infants showed final syllable lengthen- 
ing in 63% of the utterances on average, 
whereas the American infants showed 
final syllable lengthening in 42% of 
their utterances. This difference was 
significant [t(8)=2.37, p=.0227, one— 
tailed]. 

In order to see whether this pattern 
was evident throughout the period dur- 
ing which reduplicative babbling was 
detected for each child, we divided each 
infant’s utterances into two groups. The 
first group, the “early” stage of redu- 
plicative utterances, was produced 
during the first half of the time period 
and the second group of “late” redu- 
plicative utterances was produced in the 
second half of the time period. We 
again calculated the mean percentage of 
final syllable Iengthening for each in- 
fant during the early and during the late 
period. The results of an ANOVA with 
repeated measures indicated again an 
overall group effect of language back- 
ground [F(1,8)=7.48, p=.0256], but no 
effect of early vs. late utterances and no 
interaction of language background and 
early vs. late utterances. 

We measured isosyllabicity, ie. the 
relatively regular timing of nonfinal 
syllables within each utterance, by 
calculating the standard deviation of the 
nonfinal syllables for each utterance and 
de te rmin ing  the  mean s tandard 
deviation for each infant. Although the 
French infants did show lower standard 
deviations on average (54.5), indicatin g 
more regularly timed utterances, than 
the English (65.4), the difference was 
not significant. 

In  order to see whether there was a 
significant shift in this tendency over 
the period during which reduplicative 
babbling was detected for each child, 
we again divided the utterances by time 
period into two groups, the early and 
the late. The mean standard deviation 
was again calculated for each infant 
during the early and the late time peri- 
ods. The results of an ANOVA with 
repeated measures showed no main ef— 

fect of group (language background) 
and no main effect of early vs. late ut— 
terances. However, there was a signifi- 
cant interaction of language background 
a n d  ea r ly  vs .  l a t e  u t t e r ances  
[F(1,8)=8.402, p=.0199]. As  can be 
seen from Figure 1, the standard devia- 
tions of the utterances produced by the 
French infants decreased in the later 
stage whereas those of the American in— 
fants increased, indicating that whereas 
the French infants were developing 
more regularly timed utterances, the 
American infants were developing more 
irregularly timed productions. 
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Figure 1 
The mean standard deviations for 
nonfinal syllables produced by the 
French and American infants during the 
early and late stages of reduplicative 
babbfing. 

The percentage of “long" (four or 
more syllables) rcduplicativc babbles 
was calculated for each of the French 
and American infants. The French 
infants produced more long utterances 
(44%) than the American infants (17%). 
This  d i f fe rence  was  s ignif icant  
[t(8)=2.901, p< .01, one—tailed). 

In order to see if the pattern varied 
over  the  babbl ing  period, w e  
recalculated the percentage of long 
utterances in the early and the late 
period of babbling for each infant. An 
ANOVA with repeated measures (early 
vs. late percent of long utterances) was 
conducted on the results. Again, there 
was a significant main effect  of 
language background [F(1,8)=6.379, 
p=.0355], but there was no significant 
main effect of early vs. late percent of 
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long utterances nor any significant 

interaction of language background and 

early vs. late percent of short utterances. 

4. DISCUSSION 
We found acoustic evidence for lan— 

guage-specific prelinguistic rhythmic 

effects in the reduplicative babbling of 

French and English infants. In particu- 

lar, French infants produced a higher 

percentage of final-syllable lengthenmg 

and of utterances four or more syllables 

in length. In addition, French infants 

roduced more re gularly timed nonñnal 

syllables, although only in the later 

stage of their reduplicative babbles. 
However, whereas our study of _the _FO 

properties of our infants’ reduplicative 

babbles [15] revealed both acoustic and 

perceptual effects, the rhythmic 

differences that we have discerned here 

do not appear to be sufficiently robust 

to be detectable by adult listeners. 

Nonetheless, just as Macken and Barton 

[11], through acoustic analysrs, dis— 

covered that children learmng the vorc- 

ing distinction in English. went through 

a stage during which they produced the 

contrast in a manner that _was not per- 
ceptible to adults, w_e believe that our 

effects represent a Similar stage tn the 

acquisition of prosody. Indeed, as Allen 

[1] has shown, French children eahtbtt 

many of the prosodic characteristics. of 

their language in a more robust fashion 

two ears of age. 
byThus,your results, along with those of 

Boysson-Bardies and her colleagues 

[2,3] suggest that the babbltn g of infants 

younger than one year of age may 

reveal language-spemfic vocalic and 

prosodic influences when analyzed 

acoustically. T 
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THE UNINTELLIGIBILITY OF SPEECH TO CHILDREN: EFFECTS OF REFERENT AVAILABILITY 

E. G. Bard and A.  H. Anderson 
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ABSTRACT 
Speech addressed to children is supposed to be helpfully redundant in several ways. but redundant words in speech to adults tend to lose intelligibility [7-8]. Word tokens 
extracted from the Spontaneous speech of the parents of 22— to 36-month-old children and presented in isolation to adult listeners show loss of intelligibility when the words are redundant in two senses: they occur in repetitions of an uttcrance (Experiment l )  or they refer to an entity which is  physically present at the time of speaking (Experiment 2). These findings help to explain why word tokens randomly selected from speech to young children are less intelligible than those from speech to adults [2]. Because these tokens are difficult to recognize. they appear to induce child listeners to rely on the word's extra-linguistic context during the recognition process [1], much as adults are induced to rely on discourse context [3. 6]. 

1. INTRODUCTION 
Children perform a remarkable bootstrapping operation when they simultaneously learn syntax and vocabulary by listening to running speech. Word tokens in Spontaneous speech are often so different from their citation forms that they have about a 50% chance of being recognized in isolation by adult listeners who share the speaker's vocabulary [10]. Given that the child's interpretation of linguistic context may be too incomplete to aid word recognition in all cases. categorizing non-canonical tokens as belonging to a particular word type or learning more about the structure of a language from strings of such tokens must be especially difficult. 

The perceptual task might be simplified if parents habitually spoke more clearly to children than to adults. but ou the contrary. words randomly selected from parents’ speech to children (hereafter "A-C speech") 

aged 22 to 36 months proved significantly less intelligible out of context than words from the same parents' speech to an adult (hereafter "A-A speech")[2]. Alternatively, 
the well attested redundancy of speech to small children [9] may make their task easier. Words are more predictable from their sentence contexts in A-C speech than in A—A speechl2]. Utteranœs to children are more often partly or completely repeated [9, 11]. A—C speech is  also more supported by physical context, since it refers almost exclusively to objects and situations which are available to the child‘s senses at the time [9]. Perhaps some combination of the surrounding sentence, earlier occurrences of the same utterance and the physical presence of referent objects can be exploited by the child. 

In A—A speech. however, more redundant word tokens. both those more predictable from sentence context [7-8] and those referring repeatedly to the same entity [4—6]. are shorter and less intelligible when isolated than their less redundant counterparts. If the effect applies for all kinds of redundancy, then words narning salient visible objects may also be less clear. In A-C speech, increased predictability from sentence context has been found to correlate with lowered word intelligibility [2]. This paper asks whether intelligibility also falls when A- C words refer to just mentioned entities or denote physically present objects. 

2. EXPERIMENT I: REPETITION 
Experiment ] tests the hypothesis that words in the second of two nearly identical A-C uttcranccs produced in close succession will be less intelligible than words in the first. 
2.1. Method 
Corpus. The materials were drawn from 12 45-minute studio-recorded sessions, in which a parent spokc to his or her child and to an experimenter. Both parents of one boy and 
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Table 1. Distribution of Common Nouns from Speech of Twelve Parents 
by Addressee and Location of Referent (N = 4013; x2 = 1371, df = 3. p < .0001) 

assess…" LOCATION 
- rom. ADDRESSEE PRES'T FOR _ anses—r PRESENT SPEAKER UNCLASS. 

CHILD 1587 80 495 406 m 
(%) (62) (3) (19) (16) 
ADULT 70 7 583 rss tus 
(%) (5) (-5) (40) (54) 

irl in each of three age groups (22-24 
gangnfhs. 28-30 months. 34-36 months) 
participated. After discussing with the parent 
the family's history and details of thechrld s 
contacts and play habits. the expenmenter 
encouraged the parent to help the child play 
with a standard set of toys so that the Child 8 
speech in play might be recorded. The 
parent later engaged the child in conversation 
about one of his or her own toys which 
resembled one in the studio. Parent and chrld 
were recorded on separate channels of a 
Revox ATI stereo tape recorder. the parent 
via a laveliere microphone. Other details 
will be found in [2]. 

Tapes were fully transcribcd in the standard 
orthography and all nouns spoken by_ the 
parents. except proper names. were classrfied 
according to the addressee and the location 
of the entity referred to. Present nouns 
named objects or persons in the studio which 
were being discussed or acted on by speaker 
and listener. Present-for—Speoker nouns 
referred to objects to which the speaker was 
thereby directing the listencr's attention. 
Absent nouns referred to entrues or events 
not present in the studio. Unclasstfioble 
nouns referred to abstractions and to physrcal 
or geographical entities in which the studio 
was contained. Table 1 summanzes the 
different distributions of A-C and A-A nouns 
among these categories. 

Materials and Design. From _the speech of 
each parent to his or her child, 4 parrs of 
word tokens were chosen. Each parr 
included two successive cp-referential tokens 
of a single noun which occurred rn self- 
repetition. that is, in a pair of utterances tn 
the same conversational turn. the second of 
which either exactly repeated or _closely 
paraphrased the first without altenng the 
noun phrase containing the selected word. 
Two pairs from each parent were 
Child-Present words, two Child-Absent. 

The selected items were excerpted from their 
taped contexts electronically and drstnbuted 

among four groups to give balanced 
representation of speaker, token. and 
location. No group contained more than one 
member of a word pair. Each was presented 
in random order interspersed with materials 
from Experiment 2. lntensrty levels were 
held constant as far as possible. Each word 
was preceded by a spoken number and 
repeated three times at approxunately Ssec 
intervals. 

Subjects and Procedure. Twenty—four native— 
speakers of English (6 per group) from the 
Edinburgh University community heard 
stimuli presented monaurally on a Revels 
ATI. They were told that each stimulus was 
a word taken from conversatronal speech 
which they were to identify, by guessrng rt" 
necessary. 
2.2. Results 
Figure 1 summarizes the results. _The 
number of letter perfect or _ fully 
homophonous identifications of the stimulus 
showed the expected effect of Token: first 
tokens were more intelligible than second 
tokens (57.5% v 43.5%): F, = 11.84. a}! == 1. 
22. p < .005; F2 : 3.92. = l .  44. p < .05; 
Min F’ = 2.94. d': 1. 64. .05 < p < .10. 
Thus, A-C speech shares with A-{X speecha 
tendency to lose in clarity what rt gains rn 
repetitiveness [4-6]. 

3. EXPERIMENT 2: LOCATION 
Table 1 illustrates a typical asymmetry 
between A-A speech. which refers largely to 
absent entitics. and A-C speech, which deals 
with visible things. Even when first 
mentioned. however, Present words are 
already 'Given' by extralinguistic context. 
The other location categories may include 
mentions which introduce New items. If 
linguistic and extra-linguistic contexts work 
similarly. then Present nouns should 
resemble co—referential or Gwen second 
mentions in having relatively low 
intelligibility [4. 6], whereas other categories 

459  



will include more intelligible words. The 
overall intelligibility difference between A-C 
and A—A speech might be partly due to the 
typical referent location for each, and should 
be lost if this factor is controlled. 
3.]. Method 
The corpus allowed balanced sampling from 
each parent only in Child—Present. Child- 
Unclassifiable, Child-Absent, Adult— 
Unclassifiable, and Adult-Absent categories. 
From each of these, 4 tokens per parent were 
randomly selected. The 240 word tokens 
were prepared by the method described 
earlier and presented with the 96 tokens of 
Expenment ! to the same 24 Subjects. 
3.2. Results 
Figure 2 shows the means for the 5 cells. 
Among _the A-C words, the predicted effect 
of location was found: nouns with Absent 
referents were significantly more intelligible 
(65% correct recognitions) than those with 
Unclassifiable (43%) or Present referents 
(249%), while the latter did not differ 
srgnrficantly: one—way ANOVAS for 
Referent Location gave F, = 29.14. df : 2, 
40, p < .005; F2 = 3.29, df= 2. 132, p < .05; 
Min F ’ n. s., Scheffé tests at p < .05. 

For words to both Addressees, Unclassifiable 
nouns were less clear (49% correct) than 
Absent (62.5%). though the difference was 
srgnrfieant only for words spoken to children: 
Mm F = 4.98, (if: l,  193, p < .05; Scheffé tests by Subjects at p < .05. Since neither the 
Addressee effect nor the interaction was srgnrficant, there was no intelligibility 
difference due to Addressee alone. 

so ‘I 
. . First Token 

7o*1 Cl Second Token 

60 " _ . 

‘ g??? .… 
j :$“ ""‘“ 30 i “. ;Êî'g‘i 

20 * ..? » 
l î‘î 10 » É.“ . ~. gaz-: 531 

Absent Present 
Location of Referent 

Figure ]. lntelligibility of Words ln 
Repeated Utterances to Children (N = 96) 

4. GENERAL DISCUSSION 
Sources of redundanc in 5 ech t 
children have a price. yWhenpaen unerçarîcnèaius repeated. its words become less intelligible. When the objects spoken of are present to the senses, the referring nouns are also less 
rntelligible. The effect cannot be attributed to 
occasronal lapses in generally clear speech, for no A—C cell provides significantly clearer word tokens than the A-A cells (e.g.r Child- 
Absent at 65% vs. Adult-Absent at 60%). 
When redundancy rises, as in second tokens 
of repeated words (43.5%) or in Child— 
Present words (49%). intelligibility falls to 
below A-A levels. Even the Child- 
Unclassifrable words patterned like the unintelligible group (43%) while the Adult- 
Unclassifiable patterned like the clearer 
Absent cells (55%). Whatever the internal 
breakdown of the Unclassiñable cells may be, they do nothing to maintain high 
rntellrgibility for speech to children. 
Of the A-C_figures. the lower ones must be 
taken as typical. Although the present corpus 
rs not _a random sample of conversation 
types, rt_ resembles those in other studies 
[11]; Child-Present words, which should be 
relatively unintelligible, predominate, while 
the . clearer Child—Absent words were 
relatively rare, even 'when parents were 
rnstructed parents to produce them. 
Although self-repetition is not so common in 
A-C_ speech as Present reference, it is 
certainly more typical here than in adult conversation [11]. Consequently. the 
differences in intelligibility of large random 
samples of A—A and A—C speech [2] may 
have something to do with the tendency of 
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speech to children to provide the expensive 
forms of redundancy which have been 
explored here. Certainly the difference is 
lost when referent location is held constant. 

By succumbing to processes which reduce 
clarity when contextual support is high, 
parents seem to be placing their young 
children at a disadvantage. To see how 
children might actually profit from these 
difficulties. it is worth considering the uses to 
which adults put reduced repeated word 
tokens. Fowler and Housum [6] have shown 
that second tokens are better prompts to the 
recall of words associated in discourse with 
first tokens than are the first tokens 
themselves. They propose that the reduced 
second tokens signal reference to earlier 
material and so evoke the associated word. 
Alternatively. the process of recognizing the 
less intelligible second tokens may rel y more 
heavily on lingistic context, thereby 
reactivating a representation of that context 
[3]. To behave like adults, children would 
have to map less intelligible tokens onto 
known items while failing to do this for more 
intelligible words. 

Exactly this result was found when three- 
year—olds were asked to fetch the toys a 
puppct requested via tape recordings of the 
words excerpted from the present corpus [ l ] .  
The children were always familiar with the 
nouns used and the toys available. but in one 
condition they could see the toys as the 
puppct 'spoke', while in the other the toys 
were concealed in a box. Like the adult 
listeners in Experiment 2. the children found 
originally Absent words easier to recognize 
(59%) than originally Present words (45%) 
overall. in this case regardless of original 
addressee. Moreover, originally Present 
words were more readily identified when the 
toys were visible than when they were 
hidden (63% correct, N = 17, v 36%. N = 33: 
[3 = .279. r = 1.99, df= 48. p = .05), whereas 
originally Absent words were less accurately 
identified when the toys were visible than 
when they were hidden (51%, N = 30, v 76%, 
N = 14; B = -.362, t = —2.45, df= 44, p = 
.019). Since children knew that all toys 
would be hidden or all would be visible in a 
given session, word pronunciation did not 
signal referent ‘location’. lnstead children 
appeared to profit from visible context to 
decode unintelligible Present words, while 
that context proved a distraction when they 
attempted to decode the more intelligible 
Absent words. If these children performed in 
a typical way, then the unintelligibility of A- 
C speech encourages them to use supporting 
context in the process of recognizing what 
has been said to them. It is fortunate that this 
context is so often pertinent. 
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ON THE PHONEIIC SYSTEM EVOLUTION IN SOME ARCHAIC RUSSIAN DIALECTS 

S .Knyazev and S .Pojaritskaya 
Institute o f  Russian Langue 9 Moscow State University; g 

Moscow, USSR . 

ABSTRACT 
The paper deals with the 
problem o f  the evolution o f  
some archaic Russian dia— _ l e c t s .  The develo ment of  
their phonetic s 3 em tends 

_ t o  the eliminat on o f  the 
sound o p  ositions which are phonolog cally unsup orted 
and no connected c o se l y  
with the pro ert ies o f  their basis o f  art culation. 

i . INTRODUCTION 
Russian dialects display si— i f icant  di f ferences  in heir "basis o f  articula— tion" ( B A ) .  They are manife— sted in articulatory and 
acoustical qualities o f  ar— ticuler sounds (:Le the ype 
o f  vowels labialization.- 
their localization in more 
front or more back part o f  the oral cavity, and the tuo—'- 

uth opening; the location 
and the type o f  consonantal _ 
articulation,etc.).This ro— 
er t ies  determine the ab 11— 
y o f  segnents t o  participa—- 

t e  in certain honolo ical 
oppositions. D i f  erent re- c ons o f  the evolution o f  phonological systems and 
heir stability in face o f  

the active inte ative pro— 
cesses connecte with the deep sociological trans— formations during the last 
decades are also determi— 
ned by the di f ferences -in the BA's .  
W e  have chosen for  our inve- 
st igation a group o f  Archan— gelsk dialec s from the Ver— 
clmyaia Tcima re ion since 
they were examine more then sixty years ago by P.S.Kuz.- 
netsov [ 4 } .  W e  wormed. there 
i n  1987 and 1990. A brie f  
survey o f  these dialects '  
ohonetic sys tem i s  presented 

9.50“. 
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Êñ VOWEIS . 
e vowel s s tem o f  t 

dialect i s  bagged on threate-IE level triangle of  5 phonemes <u,s,a.o,y> which i s  found in a stressed syllable befo— re a "hard" consonant and a tendency ma be observed for  this triang e t o  be 'used in the same consonantal con— text  o f  unstressed syllables 
(n'as - n’wtâ, p’ezc — p’ezcâ, 
p’am — p’aôbî, n’oc — u'ocÿ, 
.t’yn - .t’ycôj). However, the system i s  reduced in some other contexts. Thus. in the ' position between " s o f t "  con— sonants the system o f  phone-— mes (E.LAvanesov's "weak honemes") i f  not distorted { any lexical or morpholo— g cal arallels me be de- rived rom two—leve tri —— l e  o f  3 phonemes /H.9 ,y / .  n which / s /  le  a result o f  all the none-high vowels neutra— lisation (n’on—n'ett’, p’ezc— 

p’ex’u, n ’cu—n 'é'u’u). The same set 1% mung. in unstre— 
ssed syllables (n’es’vî, p'e— 
Ic'ti, np’eô’û). The signifi— 
cance o f  s t ress  factor  in 
such a system ( th is  kind o f  
vocalic structure which i s  
t‘ ical for  the Northern Ru— 
s s  an Dialects  (NRD) i s  cal- 
led "okanyie") i s  weakened 
as com ared W i t h  the South- 
ern " a  anyie". while the f a -  
ctor o f  consonantal context 
( L e .  the influence o f  the 
" s o f t "  consonant on the vo- 
wel o f  the preceeding sy l -  
l ab l e )  becomes the decisive 
one. 
W h i l e  the preservation o f  
the uniform sound shape o f  a 
morpheme i s  the most s tr ik— 
ing manifestation of  "oka- 
n‘ 19"(6’04. B'OJ—fî, Gait-8’04) 
t e influence o f  the fol low- 

ing consonant twnicn raises 
the tonal features o f  a vo— 
wel and provokes the 0 / 9 ,  
0/9  alternations within & 

morpheme: n’on/n’ew’, n’ozcy/ 
n’es'û and n’âmoJ/n’em’, 
n'amôzc/n’em’û.) has the 0 po— 
s i te  direction. This con ra- 
diction bei inherent t o  
the NRD phone ic system cau— 
sed the distortion o f  the 
earlier relations within the 
system; namely the appearan— 
ce o f  0 and a in the posit i— 
on between “ s o f t ”  consonants 
as a result o f  lexicalizati— 
on and morphologization: 
d’ep'ôsc—o'ep’ôs'e, dame./n'u- 
ôu’a'm'u. A weak phonological 
contrast o f  some vowels on 
the basis o f  timbre arame— 
tsrs makes possible he o—e 
and a-e variability in & 
stressed position between 
”soft” consonants (ô’ ed ’ ôm/ 
ô’eô’éû’e — ô’eô’ou’e, 
cmojäa / cmcjéa’ u— cmojc’u’u, 
xsao' / c’em' é j  -c’em’_jô ). 
I t  1g especiaflï t ical flor- 
unstressed syl ab es  where 
_only the high vowels are op— 

osed as the labialized and 
he non—labialized ones. The 

range o f  timbral variabi— 
l i t y  i s  however restricted 
b the sound 1: e s  which are 
the result o the regular 
phonetic changes be fore  a 

" s o f t ”  consonant (u’ocy— 
H’ecÿ, m’auÿ—m’euÿ) and the 
system contains some inter- 
mediate s l i  tl?! c’labialized 
sounds of  t e 9 ]  type as 
well as non—labialized ones 
o f , t h e  [se] type. I n  a osi— 
tion before  the syl  able 
containing [a] the vowel 
hamony i s  possible (n’uc’u,  
’us’û, ex’uô'û) and the 
realizations o f  <0) and <a) 
may vary within rather wide 
limits ([e—n] «and [a—e—n] 
respectively). 
The narrow mouth o ening and 
passive labial ar iculation 
result in a weakening o f  vo- 
wel distinctions and in cen— 
tralisation o f  vowels and 
cause the vowel variability. 
P.S.Kuznetsov [ 5 ]  had point— 
ed out in his analysis as & 
matter o f  fact  the same ma— 
nifestations o f  the variabi— 
l i t y  in the vowel system. so 
we cannot reveal any essen- 

tial change in this point o f  
the phonological system 
under consideration. 
All this show that the vowel 
variability should not be 
considered as a result o f  
the primary system destruc— 
tion under the unfluence o f  
some other sys tem ( the  Rus— 
sian Literary one, f o r  exa— 
mple; this variability is  
determined. f i rs t  and fore- 
most. by the BA properties 
and by the particular type 
of  word prosodical organiza— 
tion in the HRD, where the 
word inte i t y  i s  based on & 
consisten coordination o f  
the sound chain units ( o f  & 
vowel and a following conso— 
nant or o f  vowels from adja- 
cent s _ l l a b 1 e s )  rather then 
on wor stress.  

3 .  CONSONANTS 
3 .1 .  Place and marmer oi 
articulation 
The realization o f  the labi- 
al phonemes varies within 
rather wide l imits.  Labic— 
dental phonemes may be rea- 
lized in [ s ] .  [5 ] .  [M] (be-— 
fore nasa l e ) .  sometimes [w] 
(chiefly be fore  labialized 
vowels) and [LP]. [1t]: ua sci- 
vtzc'e, (pow, doc, ôpcu". fics- 
A’e, mpoficî, cp d"ép’ztoqb’, eo— 
ôôæ. cpojô and cwojô(=cs \ , ,  
wom, mcimno, npmmyu"m, m' 

tgge voâccuäimîeuîar phoneme i s  
plosive <r>: som, yu’oeô, 
oaopom (but: oôyy ,  607' j ) .  
The a jec t ive  ending 
Masc.Gen. -—oro may . b e  
realized as [cro] or [00]: 
dpyeôec, H. "uzcaxéeo , 60c ’ môo , 
uuôo, u"oô. 
The palatal phoneme ( J )  may 
be not ronounced in the 
word init al position before  
<a): n’eâm, s jô .  âs"ô”um, 
sc”m", âca’u and sometimes 
in the intervocalic posit i— 
on: noâxwa. Epenthetic [ 91 
may be inserted before in - 
tial (n): jux, Juuôa. Any 
consonant (but especially 
[ T ] )  may assimilate the 
following [ J ] :  J.".t"y (=Jlb10), 
c"m"uxomôop’és"u"a, pynä, 
mâm"m”om, sa mp’ém"m"om. 
Sibilants <ul>. (a)  are not 



palatalized before front 
vowels and in the word final 

position: nomad, uô"ôw, 
qbwsp’c"m"é (:s mepc'm). %s 
only exception le e 
position after palatal 
consonants, where the 
palatal sibilant is found: 

pds "We , m ’ és "We , 66.x "w"e. 
he lonä sibilants are 
almost & ways non- alata— 
lized and may be real sed as 
[mm]. [mm]. [aux]. [aux]: 
suauô, tummy , nojexxdx’ u., 
yjexôxcîjy. It is worth 
noticing that the 
consonantal clusters [m'r] , 
[nul] may be represented by 
[mm], [mm] as well: 

xômîa'u, nouMÔ—mo, 06"éx0m. 
The only affricate phoneme 
in the dialect is realized 
by a number of sounds such 
as [u]. [u ’ ] .  …"]. [o ] .  
[c’]. {0 " } .  [a], [‘1']. W]. 
The lateral phoneme (J1) is 
almost always ronounced as 
the "dark" [J1 The excep— 

tions are very few: ywôw, 
mowm’û, poam’cîw, ôôweo, Hg- 
wow, cnaw, zcowôm’um. 
The phonemes (T'), (10, {H}, 
<p> may be presented by dor—- 
sal dentals or by alveolar 
apicals. In the latter case 
a vowel after such a con— 
sonant becomes a front one: 
m6.4"zco, mÿm. ind-M. H"ém§. 
oÿôÿ. ôpÿmy. Bpäu". wie- 
3 .2 .  Palatalisation 
The so cold "soft" and 
“hard" consonants ma be 
opposed in two dif erent 
ways. The first one is 
identical with the Russian 
Literary Language (RLL): the 
consonants are contrasted on 
the basis of palatalisation. 
In this case almost every 
consonant may be non—palata— 
lized or palatalized. i.e.: 
WoW/mam, ma’om/zcom, s’om'/ 

madm, etc. The other t 9 
of the opposition is t e 
lace correlation (which is 
he characteristic for the 
eldest and the non—educated 
speakers). In this case the 
labial consonants are phono— 
logically always “hard" but 
they reoieve a sli ht ala— 
talization before ron vo— 
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wels: u"e6'âcma, @) d"ép’zcoç, 
m'âcmo, d‘âp'es, san'uumîm, 
pose./n, non'âj. In this case 
the"soft" linguals are pala— 
tal: H."9.Æ"3"CÎ, m"écmo, 
oô "éxôxy . p "éu"zco, etc. 
while the velars may be 
included (.c Wren") or not 
included in 0 the place op- 
position. In the latter case 
they receive & sli 1t ala— 
talization before Iron vo- 
wels and after palatal con- 

sonants: sa m"e.)c"ôe's, 6 
pyoâx‘s, sa duré, d"étpzc‘u, 
6 u“âu"s°a.r, admiral. It is 
worth mentioni that such a 
s stem is usua ly found in 
tie pronunciation of the 
speakerswhose [T.,II,H]’E) are 
apical '(since the apical 
articulation hinders the 
îcîcess of palatalisation 

3.3.  Voiced—Voiceless 
Distinction 
There are some indications 
that the "voiceless" and 
"voiced" consonants were 
earlier opposed on the basis 
of the [+/- tense} feature 
[1] . [2] . [3] .  
The voiceless plosives are 

aspirated: mhym", renom", 
nhâp'eu". 
The sonorants are devoiced 
after voiceless plosives and 

fricatives: nh’iym, Rhys}. 
nh4om’t, nhpc'zeo, c¢ojé, Ha 
nhtg,"é, na O'Ûmæy, mhcpap". 
In a position after a vowel 
or a sonorant before a vowel 
the voiced consonants may be 
pronounced instead of the 
voiceless and vice versa: 

mhéflzgo, uu"rg"ep"écno, Mags 
mon‘âp'fi (:'renepb), pân"zg"e. 
The plosives in the word 
final position may have no 

release: on'âm", ypôgg, nues. 
The fricatives become long 
in the position before ano- 

ther consonant: m'âômo, méfi- 
no. 
Voiced plosives may be 

realized as spirants: ujém 
(:nnë'r) or may be 

eliminated: néo. 
Sometimes & rogressive 
assimilation t es place: 

{finnwue , HOU,"H. Ny , W "mere ’ 

'w = en), a"a"e(=r11e). 

gig-Ge (emental stu
dies of 

the vo ced/voiceless dis
tin- 

ction [21.[3] in such dia— 

lects show that this t e of 

correlation is ent rely 

parallel with the tense/lax
 

contrast in some German di— 

alects and differs signifi
— 

cantly from the corres on— 

ding opposition in the F nno 
-—U ic dialecte that are ne— 

1 ours of the Russian dia- 

lecte in question (of. [11). 

3.4. Kuznetsov's description 
When our data presented abo

- 

ve la compared with the des— 
cription of the same dialect 
made in 1930 it is easy to 

see the points which changes 
most obviously: the voice:- 

less labials {@ and @ ) 
are established; the alter— 

nation [JII / [y]  dise pears; 

the sibilants [m], [m lose 

the palatalization; a tend
e— 

ncy may be observed to use 

more than one affricate ph
o— 

neme; the palatalized labi— 

als substituts the non— ala
— 

lized ones in the word ina}. 

position; the voiceless co
n— 

sonants substitute the voi— 

ced ones in the osition be— 

fore another vo celess con— 

sonant or before a ause. 

The {+/— tense} an the 

place correlations turn into 

the (+/— voice} and (+/— pa- 

latalization} oppositions. 

Nevertheless, some phonetic 

manifestations of the form
er 

correlations remains: pala— 

tal articulation of the 

"soft" consonants, the pro- 
essive direction of the 

assimilative processes. the 

aspirated plosives, etc. 

4 . CONCLUSIONS 
The phonetic system of the 

dialect evolves in a way of 
covergence with the RLL sys— 

tem, but the vowel structure 
romaines more stable then 

the consonantal one because 

of its less importance in a 

system. The most stable 

points of the consonantal 

structure are those which 

are determined by the BA 

roperties and may be incl
u— 

1(jled into the other fonolo 
i— 

cal system. The NRD sys em 

loses the most evident sound 
contraste with the RLL bu 
preserves such latent pecu—_ 
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liarities as the apicai and 

palatal articulations, aspi— 
ration and progressive assi— 
milation. - 
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MODELLING ARTICULATORY INTER-TIMING VARIATION IN A SPEECH RECOGNITION SYSTEM 
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ABSTRACT 
A technique is described that auto- matieally predicts certain cases of pro- nuncratron alternatives. The method utilises the fact that differing realisation of an_ utterance often depends on varia— tion in_ the synchrony between two or more srmultaneous articulatory gestures. The technique has been implemented in & recognition system based on synthetic generation of reference templates. Vary- ing delay values have been systemati— cally generated by the speech production system. In a pilot experiment, the recogniser behaviour was examined for varying time position of the devoicing of utterance-final vowels. 

1. INTRODUCTION 
As rs well known, the production of _speech is a highly complex process that involves the control of several articula- tory gestures for realizing the intended sound sequence. Different physiological psychological and environmental factors contribute _in creating variability in the pronuncratron of an utterance. It is essential for a recogniser to model this variability rn an appropriate way. In this report, we will discuss variability in the time synchronisation between different articulators. We will give an example of this effect, discuss consequences for speech recognition systems and suggest a new method for dealing with this type of variability. 

A transition from one phoneme to a gallowrng one often involves simultane— us movements of more than one arti - lator. Details of the acoustic realizatiäln depends among other things on timing differences between these articulators. 

4 6 6  

An example of a phoneme boundary where two separate gestures are active is shown in figure 1. The figure shows spectrograms of the Swedish word 'tre', (English: three) spoken by two male speakers. The phonetic transcription is [trez]. The end of the phrase—final vowel changes _ gradually towards a neutral vowel, srmilarly for both speakers. The pornt of devoicing is different, though. Speaker 1 keeps a steady voicing throughout the neutralisation gesture, whilst speaker 2 aspirates the last part of the vowel. An attempt to align the aspi- rated vowel portion of speaker 2 to the last part of the vowel for speaker 1 would result in a large spectral error. The earlier point of devoicing for speaker 2 causes a great spectral distor- tion, which will cause problems for most recognition systems. 
. An early opening of the vocal folds in this example shortens the voiced part of the vowel _and prolongs the duration of the preaspirative segment. Also, the spectral properties of the aspiration will be changed. The tongue will have moved a shorter distance towards its target at the start of aspiration and the spectral shape immediately after the aspiration onset will be quite different compared to the same point in a boundary with a late opening. 

_Other examples of overlapping _artrculatory movements are velar open— ing during vowels before nasals and change of place-of-articulation between adjacent consonants. In the latter case, it often happens that the release from the first consonant preëedes the closure of the second one, which will cause a short vocalrc segment to occur. If the release occurs after the closure, there will be no such segment. 

. . . . . . . . .  

4.1 4.2 4.3 

Figure I .  Spectrograms of the word (tre: ] for two male speakers, speaker I (left) and 
speaker 2 (right). 

2. RECOGNITION APPROACH 
The acoustic—phonetic decision part of 

most existing systems are based on spec- 
tral matching without taking into 
consideration the underlying production 
parameters. Common techniques like 
dynamic time—warping and Hidden 
Markov Modelling [5] are able to 
compensate for a non—linear tempo 
variation between two utterances but 
they do not handle timing asynchrony 
between the production parameters. 
Stretching and compression of the time 
scale of the speech signal implies a uni- 
form time transformation of the underly— 
ing articulatory parameters. In these 
systems, the effect will be reflected by 
large spectral variation at the phoneme 
boundaries. 

A common way to represent pronun- 
ciation alternatives is to use context— 
sensitive Optional rules, formulated by a 
human phonetic expert, [3] and [4]. The 
rules operate on the input phoneme 
string and produce several phonetic out- 
put strings. However, they mostly use a 
qualitative description of the effect of 
varying delay between the articulators. 
As discussed above, we also need a 
quantitative description. This requires a 
description of the phonetic elements in 
terms of production parameters. 

The optional rules can be modified so 
that they generate a set of pronunciation 
alternatives at every phoneme boundary. 
Within the set, the delay between some 
of the parameters are varied in a system- 
atic fashion. In this way, a quantitative, 
as well as a qualitative, description of 
the articulator asynchrony effect is ob- 
tained. 

The parameter tracking problem can 
be avoided by using a synthesis 
technique for producing reference 
templates, as mentioned in [1]. In this 
way, knowledge about the behaviour of 
different parameters can be utilized, 
without the need of tracking them from 
the speech signal. Instead, their 
predicted values can be used for generat- 
ing corresponding frequency spectra, 
and the recognition matching would be 
performed in the spectral domain. 

3. SYSTEM DESCRIPTION 
3.1 Recognition System 

The recognition system used for this 
experiment has been described in [1] and 
[2]. It uses dynamic programming for 
finding the path through a finite-state 
network of subphonemic spectra that 
minimises the spectral distance to a spo— 
ken utterance. During the matching of an 
utterance, an adaptation procedure dy- 
namically normalizes for differences in 
the voice source excitation function. The 
subphoneme spectra have not been 
created by training, as in the majority of 
current recognition systems, but by a 
speech production algorithm described 
below. 

3.2 Reference Data Generation 
Figure 2 shows a block diagram of 

the reference template generation com- 
ponent. It is very similar to a speech 
synthesis system. Its main difference 
from such a system is that the output 
consists of spectral sections instead of a 
speech signal and that the input phonetic 
description is a network of Optional 
pronunciation alternatives as opposed to 
a string in the speech synthesis case. The 
net can describe a single word or the lan— 
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guage of a complete recognition task. 
Currently, the synthesis component is 
formant—based. In the phoneme library, 
the phonemes are specified by their type 
of excitation and by formant frequency 
and bandwidth values. Certain conso- 
nants, like nasals and fricatives also have 
spectral zeros specified. 

Phoneme net 
L 

Phoneme 
library 

“"‘—Parameter net 

Spectral net 

Figure 2. Black diagram of the speech 
production syszem used for reference 
template generation 

The reduction and coarticulation 
components modify and expand the in- 
put phonetic network. Thc reduction pan 
adjusts the targets of vowels depending 
on their assigned stress and their context. 
Since there may be more than one left or 
right neighbouring phoneme, it is 
necessary to create copies of the vowel 
node for all the possible contexts before 
applying context—sensitive formant 
adjustment rules. 

The coarticulation component handles 
the transient portions at the boundaries 
between two phonemes. Several sub- 
phonemic states are inserted between the 
Steady—state parts. The production 
parameters in these states are interpo- 
lated from the surrounding Steady—state 
values. The number of subphonemic 
states in a boundary is determined by the 
spectral distance between the two 
phonemes. 

The final step is to compute prototype 
spectra from the production parameters 
at each state. This is done by logarithmic 
addition of an excitation spectrum and 
transfer functions of individual formants. 

4 6 8  
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3.3 Modelling Articulator Asynchrony 
For case of illustration, we will in the 

following example consider the change 
of only two parameters; the others are 
assumed to be constant. This can be 
displayed in a two—dimensional array. 
Figure 3 shows a phoneme boundary, 
where a voicing transition occurs during 
the tongue movement when going from 
a vowel into an unvoiced consonant. The 
tongue movement, described by 
interpolated formant values, and the 
voicing transition are represented in the 
horizontal and the vertical axes, respec— 
tively. They are quantised into a low 
number of steps. The upper and lower 
horizontal lines represent the tongue 
movement during voicing and aspiration, 
respectively. Different delays of voicing 
offset relative to the start of the tongue 
movement are represented by vertical 
lines at varying horizontal positions. The 
duration of the voicing transition is 
considered to be short compared to the 
tongue movement, and therefore there is 
no need for diagonal connections in the 
lattice. 

Tongue movement 

œ n > 

Vowel l Voicing 
{. € ‘ + offset 

. ° 
Transrent states Unv. 0. 

Figure 3. A sub-phoneme lattice repre— 
senting varying parameter inter—timing 
in the transition between a vowel and an 
unvoiced consonant. - 

4. PILOT EXPERIMENT 
Instead of running a complete 

recognition experiment, we studied the 
chosen method's ability to align the 
speech signal to a phonetic transcription 
of the utterance. The two utterances 
shown in figure 1 were used for testing 
the method. 

To represent the possibility of de- 
voicing of the final vowel, we imple- 
mented a subphoneme lattice similar to 
figure 3, where the consonant in this 
case is the phrase—end symbol. This 
symbol is marked in the phoneme library 

as unvoiced and having neutral formant 

targleââ. speech signal was analysed by a 

computer implemented lô-channel Bark— 

scale filter bank covering a frequency 
range from 0.2 to 6 kHz. The frame _m- 

terval was 10 ms and the integration 

time was 25.6 ms. 

5. RESULT 
The paths through the network for the 

two utterances are shown rn figure 4. 

The predicted, interpolated value of the 

second formant is displayed for every 
subphoneme. The path for speaker 1 

shows a voicing offset at a later stage of 
formant transition than that of speaker 2. 
This conforms well with the spectrogram 
displays in figure 1. 

2.1 1.9 1 7 1 . 5  1.3 F2 

Sp. 2 

Fi are 4. Results of alignment of the last 

poi: of the phrase-final le:] The paths 
for speakers I and 2 are displayed. State 

values of the second formant are shown. 

The accumulated spectral error over 
the phoneme boundary was also 

measured. It was compared With the 

errors using a fixed—delay subphoneme 

string, having early or late vorce offset. 
The results in table 1 show that the 

proposed method works well for both 

speakers, whereas each of the preset 

delay values gave low error for one 

speaker only. 

Table 1. Accumulated spectral error over 

the final transition interval of the two 

vowels in figure 1. Three allowed p051- 

tions of voicing offset_r_elatrve to the 

start of the formant transrlions. 

Devoicing Speakerl Speaker2 

Early 165 110 

Late 133 160 

Variable 133 111 

6. CONCLUSIONS _ 
The experiment in this report Just 

serves as an illustration of the ability of 
the presented technique to compensate 
for articulator asynchrony. Further ex- 
periments in a complete recognition task 
will show the benefit of the proposed 
method. The technique is expected to 
increase the robustness of a recogniser, 
since it is able to predict tnfrequent 
manners of speaking _that might not 
occur in a training material. _ 

Much work remains to describe other 
phoneme boundaries. Our knowledge 
about their realisation is _still incomplete 
in many ways. Further improvement rs 
dependent on the development of better 
speech production models. Especrally, 

use of an articulatory model would give 
a straightforward description of several 

boundaries, e.g. adjacent consonants. We 

believe that implementing such a model 
in the described recognition system 

would be an important step towards 
further performance increase. 
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ABSTRACT 
State duration has been shown as a 

useful information for recognition. This 
work tries two ways of including this 
information in a postprocessing stage, 
and the effect of incorporating word 
duration is investigated in each ane. In 
order to diminish the error rate, those 
utterance: that are not clearly recog— 
nized can be rejected. Both inclusion 
ways are tested in a threshold-based 
rejector. Finally, this rejector is tested 
with a list of confusing words with those 
of the vocabulary. 

l. INTRODUCTION 
In the last years, the HMM tech- 

nique has reached a very high perfor— 
mance for isolated and connected word 
recognition and for continuous speech 
recognition [1]. Applications such as 
voice dialing of telephone numbers and 
automatic credit card entry require a 
high level of safety. In order to 
improve the recognition systems accu- 
racy, the three basic stages of such sys- 
tems (signal analysis, recognition and 
postprocessing) must be improved. This 
work is  concerned with the study of the 
postprocessing stage on a Speaker— 
independent isolated word recognition 
system. ' 

State duration densities can be 
explicitly incorporated in the HMM 
algorithms, but the computational cost is 
quite high. An alternative is  to include 
the duration information in the 

This work has been supported b y  
ClCYT (project TIC 88-0774). 

postprocessing stage, as an additional 
score to that provided by the HMMs. 
This solution has been shown to be as 
efficient as the explicit inclusion [l]. In 
this work, we study two ways of includ- 
ing the state duration in the postprocess- 
ing, along with word duration.” 

For applications that require special 
safety, a rejection technique can be 
added in the postprocessing. B y  means 
of this technique, those utterances that 
may yield a misrecognition are rejected. 
The problem is to decide a priori which 
utterance may yield a misrecognition. 
W e  propose a rejection method that 
consists on defining a score threshold 
for each HMM of the vocabulary, and 
find the best way of including the dura- 
tion information in this threshold—based 
rejector. 

2. THE HMM-BASED 
RECOGNITION SYSTEM 

The data were sampled at 8.091 
KHz, and preemphasized with a preem- 
phasis factor |.t=0.95. Hamming win- 
dows were applied to blocks of 256 
samples, with an overlapping of 64 sam— 
ples. Liftered Cesptrum is  computed for 
each frame (with 10 cepstral coefficients 
and length 12 for the liftering window) 
and Delta Cepstmm is  approximated by 
linear regression on a :t3 frames 
environment. Frame energy is normal— 
ized to the peak of energy in the word 
and expressed in the dB scale. Delta 
Energy is  computed from the normal- 
ized dB-scaled values of Energy. 
Finally, an average of all of these 
parameters is performed every other 
consecutive frames to compose the 
feature vectors. The final result is as 
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we had 256-samples frames overlapped 
128 samples. 

The utterances were coded with a 
64-centroid codeboolt in all the experi- 
ences, using the MWDM distance meas- 
ure [2]. We used one model per word, 
and, when linear segmentation is used 
for HMM initialization, ? states per 
model. 

The vocabulary consists of the ten 
Spanish digits and the Spanish words 
[CUERPO, HOMBRO, CODO, 
MUNECA, MANO, DEDOS], thought 
for controlling each motor of a Robot. 

The database consists of 40 speak- 
ers and 3 utterances per speaker and per 
word (1920 words), and it was recorded 
under the normal conditions of work 
rooms, so certain level of noise, such as 
the computer noise, is  included. The 
conditions of recording (echo and norse 
conditions) were variable along the 
time, from the first Speaker up_ to the 
last Speaker. Two subsets of this data- 
base Were . considered for our expen- 
ments: a) the first 20 Speakers (031)  for 
training, and b) the last 20 speakers 
(DB2) for testing. With this chorce, the 
error rate is not near 0%, because of the 
variable conditions of the recording, but 
we can better observe the variations of 
error rates and rejections in our expen- 
ments, and simulate a real situationof 
environment change of the recognition 
system. 

3. INCLUDING DURATION 
INFORMATION 

It is usual to use some additional 
information, as energy and duration, in 
a postprocessing stage. Since we already 
use energy information in the feature 
vectors. we develop our postprocessmg 
only with duration. 

State duration and word duration 
can be included in the postprocessmg as 
two new scores, PM and P…, respec- 
tively, where, 

N 
P..; = 210309.- (d.- )) (1) 

i=1 

P…: = 108W (T)) (2) 
where [J,-(di) is the duration distribution 

of state i , N is  the number of states, T 
is  the utterance duration, p,, ( T )  is  a 
gaussian distribution of word duration. 
We consider three ways of calculating 
the state duration distribution: a) histo— 
grams (SDI) ,  b )  hiritograrps with nor— 
malized duration di-T/T (T is the mean 
word duration) (SD2), and c )  gaussian 
distributions with normalized duration 
(SD3). All of them are tested in the 
experimental results section. Word 
duration is easily modeled by  a gaussian 
density, considering that the word dura- 
tion process is  a gaussian process (what 
is basically true). P“ and P…, are 
incorporated to the word log-score using 
experimental weights. 

4. THRESHOLD-BASED 
REJECT ION 

In the postprocessing stage, one 
possibility to diminish the error rate is 
to reject those utterances that are not 
clearly recognized. 

Our rejection method consists on 
definin a score threshold for each 
HMM of the vocabulary, so when the 
score x of a test utterance 0 is  under 
the threshold o f  the recognized HMNl,  
the utterance is  rejected. This is possr- 
ble thanks to a temporal normalization 
of the HMM score p (0  Il) by the word 
duration T ,  that extracts the temporal 
dependence o f  the H M M  score, and, 
thus, we can compare scores from 
different utterances (with different dura— 
tions). The threshold is î—aox, where 
f and 6, are the log—score mean _and 
the log—score standard devrauon, 
obtained from the training data of a 
given word. The use of 0, in the score 
yields a different threshold for each 
model 2.. Moving this threshold (by the 
factor (1) it is possible to get several 
rejection percentages (RDB 2) on the 
testing database (RDB 2:=RDB 2(a)). In 
the experimental results section, several 
experiments are performed to find the 
best rejection. 

5. EXPERIMENTAL RESULTS 
As reference, we use a system that 

provides an error rate of 5.52%, usmg 
the HMM score p (0  l3.) only. W e  
develop 4 experiments with 4 new types 

471 



of score that include duration informa- 
tion. The inclusion of this information 
is performed in two steps: first, only 
state duration is included (experiments 1 
and 2), and second, state and word durations are included (experiments 3 
and 4).These experiments are: 
1) Experiment I:  the log—score used for 
the utterance 0 in model l is as fol- 
lows: 

10g(P(0 …)…“ Psd I :  T 

In this case, the mean log-score per 
symbol includes the state duration log— 
score. State duration is included by the 
experimental weight a“). The optimal 
error rates for the different p,-(d,-) distri- 
butions are: SDI) 4.58% (a,d=0.7), 
SDZ) 4.68% (a,,i=0.7), and SD3) 5.20 
% (et, =1.7). 
2_) Experiment 2: the duration informa- 
tion is simply added to the mean sym— 
bol score 

x=—Æ"—l° (TO …) m...?“ (4) 
The optimal error rates for the different 
p,-(d,-) distributions are: SDI) 4.79% 
(Œsd=0.03), SD2) 4.79% (asd=0.03), and SD3) 5.20 % (a,d=0.03). 
3) Experiment 3: the same as experi- ment 1, but including word duration information, 

x— log(p (0 IDH-(Isa Psd'l'awdpwd 
_ T 

Word duration information is included as state duration in exp. 1, using an experimental weight a“. An experi— 
ment (using SDl, asd=0.7) was 
developed, obtaining that the error rate is an increasing function of a“. 
4) Experiment 4: the same as experi- ment 2, but including word duration, 

1:10 ;.0 Il» +asdpsd+awdpwd (6) 
The Optimal error rate is 4.58% for awd=0.05 (using SDI, afl=0.03). 

(3) 

(5) 

_ These results show that i t  is better 
to rnclude the state duration as in 

experiment 1 than as in experiment 2. The word duration is slightly useful in experiment 4 but not in experiment 3, but, in general, it does not imply any significant improvement. There are no important differences between SDI and SD2, but SD3 yields the worst results in all the cases. This can be easily under— stood since state duration is not a gaus— sran process. 
The rejection results of experi- ments 1 and 2 are depicted in Fig. ], along with a rejection curve using a non—normalized log-score (all of them with SDI, aw=0.7,0.03), 

x=log(p (0 DL))…“ PM (7) 
We can observe that the best rejection is obtained when the duration information is included in the mean symbol log— score (eq. (3)), and that the threshold- based rejection works better for low rejections (where the curve slope is higher). Also, the necessity of the tem- poral non'nalization for the threshold— based rejection is observed. 

5 
i 
1 

,..4- \ —  __ ES 
I‘.‘ 
ê.— 
:: 

i... 
10 10 a; à au 

RDBzC’Æ) 
‘Figure I.- Error rate vs. RDBZ for the 
108 'SCores of experiments I (+) and 2 
("‘), and a non-normalized log-score (.). 

We perform a last trial on the rejector using score (3), SDl and “34:0-7- It consists on testing the abil- 
ity of the system on rejecting words that do not belong to the vocabulary. For that, we apply a database (DB3) con— taining 3 confusing words with eve word of the vocabulary (3x16=48 words total). These words are divided in 3 types, according to the number and type of phonemes in which the word differs: 
Type—1) It differs on one or two 

consonants. 
Type—2) It differs on a vowel. 
Type-3) It differs on a vowel plus 
something else (vowels andJor con- 
sonants). 

Types 1 and 3 correspond to the closest 
and farthest words to those og th; voca- 
bul , res tively. Figure 5 ows a 
ploiuzf thepâîrrd error rate on DB2 and 
the mean rejection rate on DB3 (RDB 3) 
as function of RDB 2(0t). We can 
observe that RDB 3 has a good behavror 
for the same values of RDBZ (the small 
ones) as the error rate. We can use this 
graphic to fix a work pornt of rejection. 
Table 1 shows, for each type of words 
on DB3, the percentages of the rejected 
(R), recognized as correct (C) and 
recognized as uncorrect (U) words 
(or=3.9, RDB 2=5.93). As we could 
expect, the lowest percentage R 
corresponds to type l words, and the 
highest one to type 3. Also note that the 
percentages C and U drrmmsh from type 
1 to 3. A important point of this results 
is that words that do not clearly_bclong 
to the vocabulary are rejected qurt nght. 
la figure 3 is depicted a plot of RDB 2, 
RDB 3 and RDB 33 (rejection on the 
type 3 subset of DB3) as function of 
parameter ct. RDB 2(a) has a exponen- 
tial behavior, while RDB 3(a) _has _a 
linear one. RDB 33(a) keeps hrgh rn 
any case. 

}: u R C U 
Type-1 [| 38.4 46.1 15.3 
Type-2 |] 55.5 33.3 11.1 
Type-3 |] 84.6 7.6 7.6 

Table I.- Percentages of R, C and U 
words for each type of words of DB3. 

6. SUMMARY 
Several HMM log-scores, including 

temporal normalization and duration 
information, for utterance evaluation 
were tested. Among all of them, the 
best result was obtained using only state 
duration, including it in the mean log— 
score per symbol (eq. (3)). No 
significant differences were found 
between using normalized state duration 
or not. 

A threshold-based rejector (using 
the proposed log-scores) was used to 
diminish the error rate in a simple way. 
It was shown that the temporal normali- 
zation of score is basic to perform this 
rejection. This rejector can be efficiently 
used to also reject utterances that do not 
belong to the vocabulary. Logically, the 
performance of the rejection of a 
confusing word is better as more 
different is that word to any of the 
vocabulary. 

REFERENCES 
[1] L.R. Rabiner, ”A Tutorial on Hidden 

Markov Models and Selected Appli- 
cations in Speech Recognition". 
Proceedings of the IEEE, vol. 77, 
no. 2, Feb. 1989. 

[2] A.M. Peinado, P. Ramesh, D.B. Roe, 
"On the use of energy information 
for Speech recognition using HMM". 
Proceedings of EUSIPCO-90, vol. 2, 
pp. 1243-1246, Sept. 1990. 

ERROR R
A

T
E

 
(

1
.

)
 

: 
I

i
 

on
 

ma
 

° nous; au 
Figure 2.- Error rate (+) and R033 
() vs. RDB 2. 

REECÏION. P M .  TERI: 

Figure 3.- R082 (+), RDB3 () and 
RDB 33 (*) vs. a. 

4 7 3  



MODELIZATION OF ALLOPHONES 
IN A SPEECH RECOGNITION SYSTEM 

K. Bartkova & D. Jouvet 

Centre National d’Etudes des Télécommunications 
LAA/TSS/RCP - Route de Trégastel - 22 300 Lannion - France 

ABSTRACT 
This paper describes a new approach for modelling allophones in a speech rec— o nmon system based on Hidden Markov 

odels (HMM). This approach allows a detailed modelization of the different acoustical realizations of the sounds with a limited amount of parameters by inte- gratrng left and right context dependent transrtrons as well as acoustical targets. Phonetrcal knowledge is used in the defi- nition of the structure of the models, and a standard HMM training rocedure determmes the optimal value 0 the para- meters. The efficiency of the approach is demonstrated both in a multispeaker mode, on a 500 word vocabulary, and in a speaker independent mode on several other data— bases recorded over telephone lines. 

1 INTRODUCTION 
The hidden Markov modelling approach is now a wrdely used technique in automatic speech recognition. Although it allows the optimal parameters of a model for a given trarnrng corpus (known words or sen- tences) to be automatically determined, the structure of the models still remains to be defined manually, and the choice of the best" basic units is difficult. 
B_asrc word units are very suitable for small srze vocabularies. But, when the vocabu- lary srze rncreases, basic sub-word units lead to more compact models. Although phoneme units would be a good theoretical chorce, they do not work well in ractisc, as they do not account for the coartrculation effect due to the context influence. To cope wrth tlus problem we had previously 
developed the pseudo—diphone units [2] whrch consrst of the central part of pho- nemes, of the transitions between pho- 

't 
I 

ncmc_s, and also of some strongly 
coartrculated sound sequences treated as srngle units. _As an alternative, context dependent units, modelling the acoustical realraanon of the corresponding sound in a specrfic left and right context [4], can be used. However, such an approach leads to a large number of models that must be reduced rn size, in order to achieved a reliable estimation of the parameters. This can be donc a priori, using phonetical knowledge [1], or a posteriori, using some clustermg algorithms [3]. 
In the new approach described in this paper, the Markov models are defined in such a way that they can share as many parameters as possible for modelling the different _acoustical realization of any sound. :I'hrs sharing, based on some a priori phoneticak knowledge, allows detailed phonetic distinctions to be introduced in the models, with a limited amount of free parameters that are later determined by an automatic procedure (standard HMM training). 

2 MODELLING ALLOPHONES 
The new modelization of allophones con— sists rn modellrn g together, in a single basic unrt, all_the possible acoustical realizations of a given sound. Each sound is thus represented by a sin le model, having 
several entry states an several exit states, and allowrng the in of the probability densrty functions Ms). An example of such a model is represented in figure 1. Each entry or exit state is associated to a specrfic context, that is, to a class of left or right phonemes having the same acoustical rnfluence on the sound. In this approach, 
every path from one entry to one exit corIeSponds to an allophone. 
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[p + bl 
[f  + v] 
[t + d] 
[| + :] 
II: + :] 

[ch + gel 
[ll 
[r] 

Flguro 1 - Structure of the acoustical models used for the vowels, 
and contexts associated to the entry and exit states. 

A typical model for the vowels would 
consist in a shared central portion repre- 
sentin the acoustical "target", and transi- 
tions rom each entry to the "target", and 
from the "target" to each exit. However, if 
necessary, several acoustical targets may 
be defined and the number of left and right 
contexts can be increased as much as 
necessary. Because of the integrated 
modelization of all the acoustical realiz— 
ations of any sound, and of the sharing the 
gaussian pdf’ s whenever it is possible, a 
detailed modelization is obtained with a 
small number of parameters. Thus, they 
can be reliably determined using a standard 
HMM training procedure. 
2.1 Context Influence 
Given that some phonetic environments 
induce the same coarticulation effects on 
the adjacent sounds, the entry and exit 
contexts were defined, for each class of 
sounds, by grouping together phonemes 
inducing the same acoustical influence. 
For instance, consonants sharing the same 
articulation feature tend to affect the fol— 
lowing sound in a similar way. As far as 
vowels are concerned, the similarity 
between tongue positions will closely 
affect the vowel transition towards the 
neighbouring sounds. 

‘ ' A s  
the tongue position in a semi-vowel pro- 
duction rs very similar to that of a vowel 
production, the vocalic contents involve 

vowels as well as semi-vowels. According 
to point and manner of articulation, 10 
relevant vocalic contexts were defined : lil, 
ljl, high-front-rounded. hi h-mz'd- 

‘ rounded, low, mid-flout, mici-bac , high- 
back, front-nasal and back-nasal. 

C ,. f i I ._ 

W E L L  Because of 
the formant transitions they induce on the 
vowels, as well as on the semi—vowels, the 
consonants were grouped, according to the 
place of articulation, in 9 homogeneous 
contexts: labial, labia-denim, dental, 
alveolar, palato-alveolar, palatal, velar. 
M and Ill. However, the nasal consonants 
Int/, Inf, !n and Ing! were treated as sep- 
arate contexts as they may induce a nasa— 
lization of the following vowel. 

' The transition between two 
adjacent consonants is less obvious than 
between two adjacent vowels. On the other 
hand, consonants assimilate acoustic fea- 
tures (nasality, voicelessness...) easier than 
vowels. Thus, the merging of consonantic 
contexts for consonant allophoncs was 
slightly different from that used for vowel 
allophones. 7 relevant contexts were 
defined according to acoustic features : 
voiceless plosives, voiced plosives, voice— 
lessfricatives, voiced fricatr‘ves, nasals, M 
and Nl. 
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2.2 Possible "Targets" 
The inner part of the models represent the 
acoustical targets. Thus, in order to take 
into account the possible assimilation of some of the acoustic context features, 
several targets, representing "standard" 
pronunciations as well as modified ones, were modelized. The structure of the 
targets was carried out in order to allow the 
modelization of even a rather short dur- 
ation of the overall sound. 

° The following acoustical realizations were possible for the vocalic 
tar ets:  voiced, partially devoiced, par- 
tia ly nasalized or partially aspirated (not represented on figure 1). The loss of the voiced feature at the beginning or at the end 
of the sound could occur only in a left or 
right pause context. In the same way, the nasalized target was accessible only from 
a left nasal context. 

' In the consonantal 
target modelization, a difference was made between a "normal" non assimilated target, a devoiced and a partially devoiced target (valid only for voiced consonants) and a nasalized target. The partially devoiced target was accessible only in a right pause context and the nasalized target (partially or completely) was valid only after a left nasal context. 

- ' ' The structure of the models used for semi— vowels and liquids were very similar to that used for vowels. Nevertheless some specificities separate these two sound classes. One of the main differences con- sists in the length of target modelizations. As liquids and semi—vowels are sounds realized most of the time with short or even very short duration, and thus are strongly 
coarticulated with the adjacent sounds, fewer states were attributed to the mode— lization of their sound targets. Thus 4 
"short" targets were used to modelize : a "normal" acoustic realization without any 
assimilation effect, a devoiced target, a partially devoiced target, and a partially nasalized target. _ 

2.3 Phonological Rules 
Besides the coarticulation effects between adjacent sounds treated by the allophone . models, the system can handle phono— logical rules in order to modify the "stan- dard" phonetic descriptions of the vocabulary words. These rules were used not to predict a specific prononciation (as in phonology) , but rather to tolerate several 

pronunciations that might occur in a speaker inde ndent mode. Thus, each application 0 a rule increased the number of possible pronunciations of the words. 
These explicit phonological rules were the following: 1) each word ending with a 
consonant and followed by a pause can be pronounced with a neutral schwa like vocalic sound after the consonant; 2) & voiced fricative preceded by a ause can begin with a very short schwa l' e vocalic sound; 3) a succession of sounds con- taining a sonorant and the liquid It] can be realized with an epenthetic neutral schwa like vowel between them (especially in a slow speaking rate) ; 4) a voiced stop can loose its voiced feature when followed by a voiceless consonant; 5) a voiced stop, followed by a nasal consonant and sharing with it the same point of articulation, can assimilate its nasal feature. 

3 EXPERIMENTS 
In order to validate this new approach we tested it on several databases recorded over telephone lines. A 500 word vocabulary was used to study the influence of the structure of the models (number of con- 
texts, usefulness of the targets, etc). This 
vocabulary was recorded 3 times by 10 speakers, 2 repetitions were used for computing the optimal parameters of the HMM, and the third one was used for testing the recognition performances (in a multispeaker mode). The modelization described above has then been ap lied (for speaker independent recognition to sev- 
eral other vocabularies, recorded mainly over long distance telephone lines, by several hundreds of speakers from differ- 
ent parts of France, thus having different 
accents. 
3.1 Influence of the structure 
In the tests reported in table 1, the acoustical analysrs computed every 16 ms a set of 8 coefficients: 6 Mel frequency 
cepstrum coefficients, the logarithm of the total energy, and its temporal variation. The database used is the 500 word 
vocabulary (the 500 most frequent French 
words) recorded by 10 speakers. We report 
only the error rate on the test set. 
The first allophone model used a single 
simple structure for every sound, involving 
a single target and 13 entry and 13 exit 
states. Usinalg1 a single set of 13 contexts, the same for the sounds, we achieved & 
19.1 % error rate. Introducing the contexts 
defined in the previous section, and several 
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target models for the sounds, the word error 
rate decreased to 17.0 %. A further 
improvement, leading to 16.3 % error rate 
was obtained by shortenrng the target 
model for the liquid and semi-vowel. In the 
preceding tests, there was no loopallowed 
on the entry and exit states. By addrn g these 
loops, represented on figure 1, longer 
transition between two adjacent sounds 
have got a better modelization, and further 
improvement of the recognition score was 
obtained with a 14.4 % word error rate. 
Table 1 - Error rate on the test set of the 500 
word vocabulary for different structures of the 
allophone models. 

Structure of the models Errors 

13 contexts & 1 target 19.1 % 

More contexts & targets 17.0 % 

Liquids & semi-vowels shorter 16.3 % 

Loops on entry & exit states 14.4 % 

3.2 Efficiency of the Approach 
In this section, the allophone modelization 
is compared to the pseudo-drphone 
modelization and to the word models. The 
standard acoustical coefficients computed 
every 16 ms, were used _together wrth therr 
first and second derivatives. _ 
Using the last modelization, descrrbed 
above, and taking into account the tem— 
poral derivatives of the acoustrcal coeffi— 
cients we finally obtained a 8.44 % _error 
rate on the 500 word vocabulary, whrch rs 
significantly better than the 11 % obtained 
with the pseudo—diphones unrts on the same 
database. 

- Error rate obtained on several 
äâäalgaszes (for the test set) with different 
modelizations : Allophone models (All) ; 
Pseudo-Di hone units (P50) ;and whole word 
models ( ord). 

Error rate All PsD Word 

Digits 0.86 % 1.33 % 0.69 % 

Tregor 1.00 % 1.42 % 0.86 % 

Numbers 4.47 % 5.68 % 

500-Words 8.44 % 11.04 % —- 

The other databases used for the com- 
parisons are:  Digits (the 10 drgrts, 
recorded by 775 speakers), Tregor (36 
French words recorded by 513 speakers), 
and Numbers (French numbers between 00 

and 99 recorded by 740 speakers). Each of 
them was split in two parts : one _half for 
training, and the other half for testing. Por 
these three databases, the speakers were 
different in the test and the training set, 
therefore the reported results (error rate _on 
the test set) corresponds to a speaker—rn- 
dependent mode. 
As can be seen on the above table, the 
results achieved by the allophone mode- 
lization are significantly better than those 
obtained with the pseudo-drphones unrts. 
Also, even on small vocabulanes, the 
allophone models, which use less gaussran 
pdf 5 than the word models, lead to per— 
formances which are comparable to those 
obtained with word models. 

4 CONCLUSION 
The present study described an efficrent 
way of modelling the allophones by 
representing in an integrated manner all the 
different possible acoustrcal realizations of 
the sounds. Phonetical knowledge was 
used for the definition of the structure of 
the models, whereas a standard HMM 
training procedure determined the optimal 
values of the model parameters. The 
ap lication of the same modelrzatron to 
di ferent databases led to good perform- 
ances, demonstrating thus the efficrency of 
this new approach. 
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ABSTRACT 
T h i s  paper  i s  c o n c e r n e d  w i t h  
s p e a k e r — i n d e p e n d e n t  phoneme 
r e c o g n i t i o n  i n  i s o l a t e d  
w o r d s .  We t r y  t o  e v a l u a t e  
t h e  i n f l u e n c e  o f  c o a r t i c u l a -  
t i o n  and t o  c r e a t e  a n  e c o n o —  
m i c  and e f f e c t i v e  phoneme  
r e c o g n i t i o n  m e t h o d  w h i c h  
e s t i m a t e s  t h e  c o r r e l a t i o n s  
among f e a t u r e s .  An a d e q u a t e  
e v a l u a t i o n  o f  t r a n s i t i o n s  
b e t w e e n  phonemes  and a p p l i —  
c a t i o n  o f  a d i c h o t o m i z a t i o n -  
b a s e d  ( D )  c l a s s i f i e r  p e r m i t s  
t o  d e c r e a s e  t h e  r e c o g n i t i o n  
e r r o r  f o r  s e v e r a l  t i m e s  a s  
compared w i t h  w i d e l y  u s e d  
E u c l i d e a n  ( E )  c l a s s i f i e r .  

1. INTRODUCTION 
S p e a k e r — i n d e p e n d e n t  r e c o g n i —  
t i o n  i s  s o  f a r  r e l a t e d  t o  
g r e a t  p r o b l e m s .  C o m p a r i s o n  
o f  e f f e c t i v e n e s s  o f  m e t h o d s  
w i d e l y  used  [ 2 ]  d o e s  n o t  
show e s s e n t i a l  d i f f e r e n c e  
among t h e m .  M o r e o v e r ,  t h e  E 
c l a s s i f i e r  p r o v e s  t o  be  
e q u a l  t o  o t h e r  m e t h o d s .  U s u -  
a l l y  a p h o n e m e  i s  r e p r e s e n -  
t e d  by f e a t u r e s  i n  i t s  s t a -  
t i o n a r y  p a r t .  Good r e s u l t s  a r e  p r e s e n t e d  i n  [ 1 ]  w i t h  
i n c l u s i o n  o f  d y n a m i c  f e a t u —  
r e s  when d i s c r i m i n a t i n g  b e t —  
w e e n  n a s a l s .  H o w e v e r ,  t h e s e  
r e s u l t s  a r e  o b t a i n e d  on  
r e f e r e n c e  s e t  o n l y .  H e r e  an 
a p p r o a c h  o f  a u t o m a t i c  e s t i -  
m a t i o n  o f  c o a r t i c u l a t i o n  
and t h e  c l a s s i f i e r  u s i n g  
an a p r i o r i  i n f o r m a t i o n  
e f f e c t i v e l y  a r e  p r o p o s e d .  

2 . PHONEME RECOGNITION 
2.1. Use of coarticulation 
S p e e c h  s i g n a l  i s  r e p r e s e n t e d  
by c o n s i s t e n t l y  f o l l o w i n g  
s p e c t r a l  _ v e c t o r s  S ( h ) =  
= { S n ( h ) } ,  w h e r e  n = 1 , . . . , N  i s  
t h e  number o f  s p e c t r a l  com— 
p o n e n t ,  and & i s  t h e  number 
o f  s p e c t r a l  v e c t o r .  
The  i n s t a b i l i t y  o f  e v e r y  
s p e c t r a l  s a m p l e  i s :  

an(h) = 2 s sn(h+s) (1) 
=—2 

The  i n s t a b i l i t y  o f  s p e c t r a l  
v e c t o r  h i s :  

N 

em: %;}: | En“… (2) 
n = 1  

S p e c t r a l  v e c t o r  S(m)  where 
m = a r g m i n  e ( h )  c o r r e s p o n d s  t o  

t h e  s t a b l e  p a r t  o f  a phoneme 
and v e c t o r  o f  i n s t a b i l i t i e s  
E ( h )  w h e r e  h=argmax e ( h )  

h 
c o r r e s p o n d s  t o  t h e  t r a n s i t —  
i o n a r y  p a r t .  The  l o g i c a l  ru— 
l e s  a r e  a p p l i e d  t o  e x c l u d e  
f a l s e  e x t r e m a .  I n  o u r  ex— 
p e r i m e n t ,  t h e  v e c t o r  o f  i n i —  
t i a l  f e a t u r e s  X o f  a phoneme 
i s  f o r m e d  i n  t h e  t h r e e  w a y s :  
—from s p e c t r u m  X = { $ ( m ) } ( S P ) ;  
— f r o m  s p e c t r a l  v e c t o r  and 
v e c t o r  o f  i n s t a b i l i t i e s  
x = { S ( m ) . E ( h ) } ( S P I ) ;  
— f r o m  s p e c t r u m  and c o n s i s -  
t e n t l y  f o l l o w i n g  v e c t o r s  o f  
i n s t a b i l i t i e s 3 X = { S ( m ) , E ( h — 2 )  
, E ( h — l ) , . . . , E ( h + 2 ) }  ( S P C F I ) .  
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L e t  I ,  IEN t o  be t h e  number 
o f  i n i t i a l  f e a t u r e s .  
2.2. Dichotomization between  

phonemes 
A l i n e a r  f u n c t i o n  t o  d i s c r i —  
m i n a t e  b e t w e e n  phonemes 5 
and t i s  u s e d :  

J 
s t  s t  — s  s t  g<s)Î21wi lxi -xil+o_ (a) 

s t  
w h e r e  X 6 X  r e p r e s e n t s  a v e -  
c t o r  o f  s e l e c t e d  f e a t u r e s  o f  
unknown t e s t  p a t t e r n  w h e n  
d i s t i n g u i s h i n g  b e t w e e n s  s 
and ! .  R e s p e c t i v e l y  x r e -  
p r e s e n t s  a v e c t o r  o f  s e l e c -  
t e d  r e f e r e n c e  f e a t u r e s  o f  
phoneme 5 ,  V i s  a v e c t o r  o f  
w e i g h t s ,  J i s  t h e  number  o f  
s e l e c t e d  f e a t u r e s ,  Q i s  a 
t h r e s h o l d .  
F o r  d i c h o t o m i z a t i o n  o f  e v e r y  
p a i r  o f  phonemes  t h e  own 
t h r e s h o l d  and s e t s  o f  f e a t u j  
r e s  and w e i g h t s  a r e  c a l c u l a —  
t e d .  D u r i n g  t h e  t r a i n i n g  w e  

- t  . —s 
c a l q a t e  a v e r a g e s  x i , x i  , ‘  

i = 1 , . . . , f ,  and c o r r e l a t i o n  

m a t r i x e s  C 5 , C t .  T h e  G a u s s i a n  
d i s t r i b u t i o n  o f  f e a t u r e s  i s  
supposed .  F e a t u r e s  a r e  o r d e —  
r e d  a c c o r d i n g  t o  t h e  d e c r e a —  
s e  o f  i n t e r p h o n e m e  d i s t a n c e s  

- s _ — t l  
s t  l x i  x i  

d .  =——————— - ( 4 )  
I. 

s :. 
0 . + a  

‘ 2  
w h e r e  0 i s  t h e  v a r i a n c e .  
W e i g h t s  Wi a r e  c a l c u l a t e d  

by u s i n g  an i t e r a t i v e  p r o c e —  
d u r e  t o  m i n i m i z e  t h e  p r o b a —  
b i l i t y  o f  m i s c l a s s i f i c a t i o n  

t . p; ( J i s  t h e  number o f  
w e i g h t s  a l r e a d y  d e f i n e d  ) .  
The  p r o c e d u r e  e s t i m a t e s  c o r -  
r e l a t i o n s  among f e a t u r e s .  
Number o f  s e l e c t e d  f e a t u r e s  
J i s  computed b y :  

— £ t  
J=argmin  p .  ( 5 )  

1$ jS I  J 
. . . : .  

w h e r e  p; i s  e x p e c t e d  pro— 
- t 

b a b i l i t y  o f  e r r o r .  p: d e -  

p e n d s  on t r a i n i n g  s e t  s i z e ,  
. t , . on  J and on  p: and i s  d e f i —  

ned  f r o m  t h e  t a b l e s  i n  [ 3 ] .  
2.3. Dichotomization-based 

classifier 
O u t p u t  o f  a n  e l e m e n t a r y  d i— 
c h o t o m i e  O ( S )  i s  d e n o t e d  b y :  

_ 1 ,  w h e n  g ( $ ) 2 0  
O(s)” {0, when g(s)<0. (6) 
R e S p e c t i v e l y ,  o u t p u t  0 ( t )  i s  
0(¢)=1-0(5)- ( 7 )  
H e r e  t w o  a p p r o a c h e s  a r e  u s e d  
t o  g e t  t h e  f i n a l  r e s u l t :  
— c o n s i s t e n t  e l i m i n a t i o n ( D l ) :  
c l a s s  t i s  e x c l u d e d  f r o m  t h e  
l i s t  o f  c l a s s e s  c o n s i d e r e d  
i f  Û ( t ) = 0 ,  and c l a s s  S i s  
c o m p a r e d  t o  t h e  n e x t  c l a s s  
f r o m  t h e  l i s t .  The  r e s u l t  i s  
t h e  c l a s s  r e m a i n e d  a f t e r  5 - 1  
c o m p a r i s o n s  w h e r e  S i s  t h e  
n u m b e r  o f  c l a s s e s .  
— v o t i n g ( D 2 ) :  t h e  r e s u l t  i s  
c l a s s  v d e f i n e d  b y :  _ 
v = a r g m a x  O ( S )  ( 8 )  
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3. EXPERIMENTS A N D  RESULTS 
3.1. Experimental. conditions 
- f i l t e r  bank N = 2 4  o r  N = 8  
( a v e r a g i n g  3 n e i g h b o u r i n g )  
n o n l i n e a r l y  s p a c e d  c h a n n e l s ;  
— i n t e r v a l  o f  s p e c t r a l  f r a m e s  
1 0  m s ;  
— s a m p l e  q u a n t i z a t i o n  8 b i t s .  
3.2. Recognition of statio- 

nary vowels 
The  c o m p a r i s o n  o f  D ,  E and  
M a h a l a n o b i s  ( M )  c l a s s i f i e r s  
was  p e r f o r m e d  t o  e s t i m a t e  
t h e i r  e f f e c t i v e n e s s .  T h e  
s p e e c h  m a t e r i a l  c o n s i s t e d  o f  
phonemes f r o m  w o r d s  / a / , / o / ,  
/ u / , / i /  s p o k e n  by 1 2  m a l e s .  
(4800 p a t t e r n s ) .  The  e r r o r  
r a t e  o f  r e f e r e n c e  s e t  r e c o g -  
n i t i o n  ( C — e x a m i n e )  and " l e a -  
v e - o n e — o u t "  r e c o g n i t i o n  (L— 
e x a m i n e )  i s  shown i n  T a b l e  
1 .  R e s u l t s  s h o w  t h a t  D c l a s -  
s i f i e r  r e d u c e s  e r r o r  r a t e  
f o r  m o r e  t h a n  4 t i m e s  i n  co— 
m p a r i s o n  t o  E one and n e e d s  
l e s s  t r a i n i n g  t h a n  M o n e :  
f o r  l l  s p e a k e r s  D c l a s s i f i e r  
l e d  t o  s i m i l a r  e r r o r  r a t e  
f o r  b o t h  C and L e x a m i n e s .  
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I n  t h i s  e x p e r i m e n t .  D a n d  E 
c l a s s i f i e r s  r e q u i r e d  t h e  s i -  
m i l a r  r e c o g n i t i o n  t i m e .  
3.3. R e c o g n i t i o n  o f  coat-t i-  

cu l a t ed  f in / , /n / , /v / , / l /  
T h i s  e x p e r i m e n t  w a s  p e r f o r —  
m e d  t o  i n v e s t i g a t e  t h e  e f -  
f e c t  o f  i n c l u s i o n  o f  d y n a m i c  
f e a t u r e s .  T h e  d i p h o n e s  c o n -  
s o n a n t — v o w e l  w e r e  s e l e c t e d  
l ' r o m  w o r d s ,  w h e r e  v o w e l  w a s  
{ / a / , / u / . / i f } .  1 1  m a l e  s p e a -  
k e r s  t o o k  p a r t  i n  t h i s  e x p e —  
r i m e n t .  i t e f e r e n c e  aJul t e s t  
s e l s  c o n s i s t e d  b o t h  o f  2 2  
p a t t e r n s  o f  e v e r y  c o a r t i c u —  
l a t e d  c o n s o n a n t  ( 2 6 4 0  p a t —  
t e r n s  i n  a l l ) .  T h e  e r r o r  
r a t e  o f  t h e  t e s t  s e t  r e c o g -  
Ï l l t  lOIl  i s  s in iWii  i l ]  ' r a l i l e  2 .  
R e s u l t s  p r e s e n t e d  s u g g e s t  
t h a t  c o r r e c t  s e l e c t i o n  o f  
f e a t u r e s  a n d  u s e  o f  0 c l a s —  
s i f i e r  p r o v i d e s  f o r  r e c o g n i —  
t i o n  e r r o r  r a t e  l e s s  t h a n  % 
f o r  a l l  t h r e e  c a s e s :  
- e f f i c i e n l  d i s c r i m i n a t i o n  o f  
t h e s e  4 c o n s o n a n t s  i n  con— 
t e x l  w i t h  / a /  i s  a c h i e v e d  by  
u s i n g  s t a t i o n a r y  p a r t  o f  
c o n s o n a n t  o n l y ;  
—ii |  c o r i t e x t .  w i t ] :  / u / '  i t  i s  
n e c e s s a r y  t o  a d d  d y n a m i c  
f e a t u r e s  i n  t r a n s i t i o n  b e t —  
w e e n  c o n s o n a n t  a n d  v o w e l ;  
— e v c n  i n  t h e  m o s t  c o m p l i c a —  
l e d  s i t u a t i o n  M u m  d i s c r i —  

m i n a t i n g  a m o n g  s o f t  con—- 
s o n a n t s ,  t h e  u s e  o f  s e v e r a l  
v e c t o r s  i n  t r a n s i t i o n  l e a d s  
t ( )  Vtrrg'  l o w  t ‘ r r c i r  t u i l e .  

3.4. A d d i t i o n a l  superiority 
of  D classifier-  

T h e  i n f l u e n c e  o f  t r a n s m i s —  
s i o n  c h a n n e l  on  r e c o g n i t i o n  
e r r o r  r a t e  w a s  e x a m i n e d .  O n e  
m a l e  s p e a k e r  p r o n o u n c e d  1 0 0  
p a t t e r n s  o f  e v e r y  n a s a l  / m / ,  
/ ' | | | ' / , / n / , / n ' / '  i n  c o m b i n a t i —  
o n s  n a s a l — v o w e l  d u r i n g  t r a i —  
n i n g .  T h e  h a r d  n a s a l s  w e r e  
p r o n o u n c e d  i n  / a /  c o n t e x t ,  
t h e  s o f t  l i a r - a i l s  , ' m ' / ,  / n ' /  - 
i n  / i /  c o n t e x t .  1 0 0  p a t t e r n s  
o f  e v e r y  n a s a l  w e r e  u s e d  f o r  
t e s t  s e t  by  u s i n g  t h e  s a m e  
m i c r O p h o n e  , a n d  by  u s i n g  
m i c r o p h o n e  o f  a n o t h e r  t y p e .  

4 8 0  

F e a t u r e  s y s t e m  S P  w a s  u s e d .  
T h e  r e c o g n i t i o n  e r r o r  o f  
t e s t  s e t s  i s  s h o w n  i n  T a b l e  
3 .  R e s u l t s  s h o w  t h a t  D c l a s —  
s i f i e r  i s  l e s s  s e n s i t i v e  
w h e n  c h a n g i n g  t h e  p r o p e r t i e s  
o f  t h e  t r a n s m i s s i o n  c h a n n e l  
i n  c o m p a r i s o n  t o  E o n e .  

3.5“. A u t o m a t i c  label ing o f  
i s o l a t e d  words 

T h e  a i m  o f  t h e  e x p e r i m e n t  i s  
t h e  c o m p a r i s o n  o f  a u t o m a t i —  
c a l l y  o b t a i n e d  t r a n s c r i p t —  
i o n s  o f  w o r d s  t o  m a n u a l l y  
f o r m e d  r e f e r e n c e s .  2 0  p h o n e —  
m e s  ( 5 0  p h o n e l i c a l  s u b c l a s -  
s e s )  w e r e  u s e d .  T h e  a l p h a b e t  
c o n s i s t e d  o f  L i t h u a n i a n  p h o -  
n e m e s  e x c e p t  / r / .  S t o p s  / p / ,  
/ l / . / k /  a n d  / b / . / d / . / a /  w e r e  
u n i t e d  t o  " u n v o i c e d  s t o p "  
a n d  " v o i c e d  s t o p "  r e s p e c t i —  
v e l y .  T h e  l a b e l i n g  p r o c e s s  
i n c l u d e s  t w o  s t e p s .  F i r s t ,  
t h e  f e a t u r e  s y s t e m  S P  i s  ap— 
p l i e d .  S e c o n d ,  i f  c o n n e c t i o n  
s o n a n t — v o w e l ,  n a s a l - v o w e l  o r  
m i x e d — v o w e l  i s  f i x e d ,  s y s —  
t e m  S P I  i s  u s e d  f o r  m o r e  
a c c u r a t e  d e f i n i t i o n  o f  a 
c o n s o n a n t  a c c o r d i n g  t o  t h e  
v o w e l  r e c o g n i z e d .  1 ]  m a l e s  
t o o k  p a r t  i n  f o r m i n g  r e f e —  
r e n c c  s e t ,  e a c h  s u b c l a s s  
c o n s i s t e d  o f  2 0 0 — 1 5 0 0  p a t —  
t e r n s .  T e s t  s e t  w a s  f o r m e d  
f r o m  5 0  w o r d s  S p o k e n  t w i c e  
h )  1 0  m a l e s .  A v e r a g e  w e r d  
l e n g t h  w a s  7 . 0  phonemes .  T h e  
c o r r e c t  t r a n s c r i p t i o n  o f  a 
w o r d  w a s  f i x e d  i f  i t  a d e q u a —  
t e l y  c o i n c i d e d  w i t h  t h e  
t r a n s c r i p t i o n  o f  i t s  r e f e r e -  
n c e . T h c  t e s t  l e d  t o  3 2 %  c o r —  
r e c t  t r a n s c r i p t i o n s  o f  w o r d s  
f o r  D c l a s s i f i e r  a n d  t o  6 . 2 %  
f o r  E o n e  c o r r e s p o n d i n g l y .  

4. CONCLUSIONS 
We h a v e  p r e s e n t e d  t w o  m e t h —  
o d s  t o  i m p r o v e  phoneme r e c o —  
g n i t i o n .  I n c l u s i o n  o f  d y n a -  
m i c  f e a t u r e s  i n t o  r e p r e s e n —  
t a t i o n  o f  p h o n e m e s  p r o v i d e s  
f o r  s i g n i f i c a n t  d e s c r e a s e  o f  
r e c o g n i t i o n  e r r o r  r a t e .  
D i c h o t o m i z a t i o n — b a s e d  c l a s —  
s i f i e r  o f f e r s  t h e  f o l l o w i n g  

— i m m a t e r i a l  
t r a n s m i s s i o n  c h a n n e l  b e c a u s e  
o f  e f f e c t i v e  a p p l i c a t i o n  o f  
c o r r e l a t i o n s  a m o n g  f e a t u r e s ;  
— l e s s  t r a i n i n g  s e t  n e c e s —  
s a r y  t o  f o r m  r e p r e s e n t a t i v e  
r e f e r e n c e s  i n  c o m p a r i s o n  t o  
M a h a l a n o b i  s o n e ;  
— l e s s  r e c o g n i t i o n  t i m e  re— 
q u i r e d  i n  c o m p a r i s o n  t o  Ma— 
h a l a n o b i s  o n e ;  
- l e s s e r  e r r o r  r a t e  f e r  se— 
v e r a l  t i m e s  i n  c o m p a r i s o n  
t o  E u c l i d e a n  o n e .  

NS 

a d v a n t a g e s :  
— i n c l u s i o n  o f  e s s e n t i a l  f e a —  
t u r e s  o n l y  f o r  d i c h o t o m i z a —  
t i o n  b e t w e e n  p h o n e m e s ;  
- s e l e e t i o n  o f  f e a t u r e  s e t  
g u a r a n t y i n g  m i n i m u m  p r o b a b i —  
b i l i t y  o f  d i c h o t o m i z a t i o n  
e r r o r ;  

i n f l u e n c e  o f  
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T a b l e  1 
P e r c e n t a g e  e r r o r  r a t e s  f o r  v o w e l s  / a / , / o / , / u / , / i /  

C l a s s i f i e r  N u m b e r  o f  f e a t u r e s  E x a m i n e  N S = 1  N S = 4  N S = 1 1 ( 1 2 )  

E 123 

M 1:3 

Dl J£4 (!=s) 

C 5 . 3  8 . 2  1 2 . 2  
L 1 5 . 6  1 1 . 5  1 3 . 2  

C 0 . 6  0 . 7  1 . 8  
L 1 4 . 3  1 0 . 6  6 . 6  

C """ 1 . 0  2 . 6  

L "' 3 . 9  2 . 8 - .  

i s  t h e  n u m b e r  o f  s p e a k e r s  u s e d  f o r  r e f e r e n c e  f o r m t n g  

T a b l e  2 
P e r c e n t a g e  e r r o r  r a t e s  f o r  c o a r t i c u l a t e d  / m / , / n / , / v / , / l /  

C l a s s i f i e r  M e t h o d  o f  phoneme 
r e p r e s e n t a t i o n  

E S P  
E S P I  
DZ S P  
D 2  S P I  
D 2  S P C F I  

N u m b e r  o f  V o w e l  o f  d h o n e  
f e a t u r e s  / a /  / u /  / t /  

1 : 2 4  1 1 . 0  1 6 . 1  1 8 . 8  
I = 4 8  5 . 0  9 . 5  1 2 . 7  

J512 ( 1 : 2 4 )  2 . 9  8 . 3  1 0 . 0  
J S I Z  ( 1 : 4 8 )  1 . 3  3 . 8  6 . 7  
J 5 1 2 ( I = 1 4 4 )  - - 1 . 7  

T a b l e  3 
T e s t i n g  o f  m i c r o p h o n e  c h a n g e  ( p e r c e n t a g e  e r r o r  r a t e s )  

C l a s s i f i e r  T h e  f o r m e r  m i c r o p h o n e  A n o t h e r  t y p e  m i c r o p h o n e  

E 4 . 0  
01 1 . 5  

1 3 . 9  
2 . 6  
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'University of Leeds 
Leeds LS2 9JT, U.K. 

ABSTRACT 

This paper reports on work being donc on the 
SYLK project, funded by the UK IEATP 
programme (project no. 1067): this is aimed a t  
developing a syllable-based speech recognition 
system combining statistical and knowledge- 
based approaches to sub—word unit 
recognition, suitable as a front end for large- 
vocabulary, speaker-independent applications. 
Hidden Markov Models are used to construct 
initial hypotheses for the knowledge-based 
component; encouraging results in recognisin g 
different sub-word units are presented. 

]. INTRODUCTION 
The sub-word unit on which SYLK is 
based is the syllable: the acronym stands 
for ‘Statistical S y] labic Knowledge’. An 
overview of the whole project is given in 
[5]. The arguments in favour of syllable— 
based recognition are well—known ([1]): the 
principal reason for choosing the syllable 

- (and this is true to a lesser extent of the 
demisyllable and triphone units) is that 
much of the allophonic variation found in 
phonemes can be explained in terms of the 
syllabic position in which they occur. An 
example is the difference between voiced 
fr! and its voiceless allophone [1] found 
after /p t k! in words such as ’pray’, ’tray’, 
’cray’: a phoneme-based recogniser trained 
to recognise Ir! would need to be trained 
to recognise voiced and voiceless 
allophones separately, whereas a system 

+University of Sheffield 
Sheffield S l O  ZTN, U.K. 

trained to recognise syllable onsets of the 
form voiceless s top ,  r would not 
need to be given variants: a voiceless Ir! is 
simply a normal property of syllables 
beginning in this way. 

The motivation for the combined 
statistical and knowledge-based approach 
is that recognition by statistical model 
alone seems to work very well for the 
majority of straightforward instances of 
the units being recognised, though it is 
critically dependent on the initial training 
data; knowledge—based systems, on the 
other hand, have the ability to make use 
of multiple sources of knowledge to refme 
hypotheses at  more and more detailed 
levels, but risk becoming fatally detailed if 
the initial hypotheses with which they start 
are incorrect. The ideal strategy therefore 
seems to us to be one which embodies a 
statistical component for making initial 
hypotheses, and a knowledge component 
for hypothesis refinement, In this 
approach, it is more important for the 
initial hypothesis not to be wrong than for 
it to be exactly right in full detail. 

This paper is chiefly concerned with the 
initial, statistically-based part of the 
system, this being the one which has been 
most fully developed a t  the present time. 
In the full SYLK system, the lattice of 
SYLKsymbols provided from the first 
pass is used to instantiate (independently) 
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hypotheses about the structure of each 
syllable in the utterance, centred on its 
peak. Allowed syllable structures, and 
their interrelationships, are made explicit 
by an object-oriented Syl/able Model; 
further processing is based around the 
application of ’refmement tests’ to the 
syllable structure hypotheses ([2]). 

2.. CHOICE OF UNIT FOR INITIAL 
HYPOTHESIS CONSTRUCTION 
For large-vocabulary spœch recognition, 
the most convenient form of output from 
the front-end is a phoneme lattice 
allowing subsequent lexical access from 
dictionary entries coded in terms of 
phonemes (though other lexical access 
techniques can be used). For the reasons 
explained above, however, we prefer not 
to work with phonemes as our recognition 
unit within the front-end: instead we 
envisage that the final stage in our front- 
end processing will be to recover a 
phonemic transcription from the syllable- 
based, allophonic explanation which 
SYLK will produce. Although our 
explanation unit is the syllable, there is no 
reason why we should not build initial 
hypotheses on the basis of phoneme-sized 
units if they can be reliably recognised. 
We may, for example, segment and label 
the Speech signal in terms of acoustic 
phonetic units, where all major aIIOphones 
of the phonemes are identified in a 
context-free manner. Alternatively, we 
may choose to identify phonetic segments 
that are members of a much smaller set: 
such broad phonetic categories (often 
based on manner of articulation, 
comprising categories like plosive, 
fricative, vowel, nasal) are likely to give 
more robust recognition (see [8],[10]). 
Another possibility is to attempt to 
recognise units above the level of the 
phonetic or phonemic segment. It is 
generally agreed that the number of 
syllables used in English exceeds 10,000, 

and to develop statistical models of all of 
these would not be computationally 
practical; consequently a unit smaller than 
the syllable may be best. Triphone 
modelling is used, for example, 
ARMADA ([11]); another unit which has 
its supporters is the demisyllable ([4],[12]). 

For our purposes, bearing in mind that we 
are working towards decoding Speech into 
fully—specified syllables at a later stage in 
the process, we prefer to make use of 
smaller units than demisyllablcs, but units 
which are explicitly tied to syllabic 
structure (which diphones and triphones 
are not). It  is usual to view the syllable as 
composed of an optional ONSET, an 
obligatory PEAK (nonnally the vowel) 
and  an  optional CODA, each of which 
can be treated as independently 
recognisable objects ([1]). We believe there 
to be approximately 60 possible Onsets in 
English and about 120 Codas, while the 
number of Peaks is in the region of 20. 
Strangely, there appears to be no 
phonological term for referring in a 
generic way to Onsets, Peaks and Codas, 
and we are reduced to calling them 
Syllable Constituents. Although these 
units are potentially useful, we have 
chosen to work with units of the same size 
as Syllable Constituents but less fully 
specified. For example, we believe it to be 
unrealistic to expect a straightforward 
statistical rccogniscr to achieve Speaker- 
independent, context—free discrimination of 
!sprl, Istrl, lskrl, lspll, lsklf, but we do 
think it feasible to aim to recognise the 
… lsprl, Istrl, lskrl, etc. If  we bring 
together on acoustic grounds all highly- 
confusable Onsets and, separately, Codas 
into broader units, we reduce the set of 
Onsets to 30 and of Codas to 60. Again, 
no name exists for such units, but we have 
come to refer to them as SYLKunits ([9]). 

3. EXPERIMENTS IN STATISTICAL 
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RECOGNITION OF SUB—WORD 
UNITS 
We have been careful throughout this 
work to make use of widely-available and 
widely-used speech data and performance 
testing techniques so that our results 
should be comparable with research done 
elsewhere. Our original intention was to 
make use of a British English database as 
envisaged in the SCRIBE project, but 
delays in the production of this has 
obliged us to use instead the TIMIT 
corpus of American English. Since the 
total amount of data recorded on the 
current TIMIT CD-ROM disk is very 
large (4200 sentences spoken by 420 
speakers), we have made use of a subset 
for training and testing purposes, based 
on the 1030 sentences collected from 
Dialect Regions 1 and 7; we discarded 
"duplicate" (SA) sentences and ones with 
obvious transcription errors. Two 
sentences from each speaker were kept as 
test data, the remained being used as 
training data. Female and male voices are 
being studied separately at  present, and 
full results for the female voices are not 
yet available. 

We have conducted a series of 
experiments in recognising sub-word units. 
Two different units were chosen, one a 
phoneme-sized unit based on the segments 
labelled in the TIMIT corpus, and the 
other the SYLKunit as described above. 
For the former, we trained models on 
every phonetic category. However, in its 
most detailed form, the  T I M I T  
transcription distinguishes between the 
silent portion of lpl, N and lkf, which is 
clearly not practical; by ignoring errors 
within such categories we effectively aimed 
at  recognition at  a level known as 
”reduced TIMIT" ([7]), roughly 
comparable in detail with phonemic 
representation. We have also tried "broad 
class" recognition of the same-sized unit. 

Since no corpus annotated with 
SYLKsymbols was available, we had to 
produce our own. While some material in 
British English has been specially recorded 
and transcribed to give a full coverage to 
all possible Onsets and all possible Codas, 
our current use of American English and 
our need for large quantities of training 
data made it necessary to carry oui an 
automatic re-coding of the TIMIT data 
into SYLKsymbols. This was done, 
making it possible to train HMM‘s for 
recognition of two different types of unit 
on the same recorded material. Since non- 
Peak SYLKunits are characterised as 
Onset or Coda, the re-coding required 
decisions about syllable boundaries; as is 
usual,  such decision were based on the 
Maxima! Onsets principal according to 
which all intervocalic consonants are 
assigned to the Onset of the following 
syllable if this does not violate phonotactic 
regularity. 

It is essential to have a reliable and 
meaningful technique for scoring the 
recognition success rate. For work using 
TIMIT it has been usual to use the 
scoring technique developed at  NlST for 
work on TIMIT, and we originally used 
this. We have recently adopted as our 
standard HMM software resource the 
HTK package developed at Cambridge 
University Electrical Engineering 
Department, and this contains a scoring 
technique that is similar to the NIST test. 
All our results given below were calculated 
by HTK scoring; we observe the standard 
scoring distinction between correct and 
accurate (where in the latter case, 
insertions cause a reduction of the score). 

4. RESULTS 
4.1 Recognition Scores 
At the time of writing, the best scores we 
have achieved on the TIMIT test data are 
shown in Table 1 (data from male 

4 8 4  

speakers only): 
Correct Accurate 

TIMIT 56.6% 51.6% 

LABELS. 

SYLK— 67.9% (a)  53.5% (a) 

SYMBOLS. 60.8% (b) 57.7% (b) 

Table 1: Recognition scores; (8) and (b} ara mom 

different HMM topo/agree. 

It is important to compare these with 

results from elsewhere: the closest 

comparison we have been able to find is 

the context-independent phone rec0gnition 

on TIMIT data reported in [7]: using male 

and female data, they reported 64% 

Correct and 53.2% Accurate. Glottal stops 

were ignored in their study, whereas we 

treat this as one of the phones to be 

recognised. 

4.2 Comparative Evaluation: Phonetic 

Segments vs. SYLKunits . 

There remains an unsolved problem iii 

interpreting these results: the two units 

studied are in some ways radically 

different from each other, and  are not 

easily comparable. While excellent 

methods exist to compare two different 

attempts at recognition of a particular set 

of units in an utterance (eg. [3]), what we 

have here is scores for units of different 

sizes and containing different amounts of 

information. We need to know which of 

the two units brings us in principle closest 

to successful word recognition. One way 

of doing this that we are currently 

investigating is first to discover which 

representation gives least uncertainty in 

word identification, using an approach 

based on [6]. We are using an on-line 

pronouncing dictionary of approximately 

70,000 words and automatically re—coding 

the entries in SYLKsymbols and in 

TIMIT phonemic symbols. Each word, in 

both new representations, will then be 

checked against all the others to see how 

many other dictionary entries have 

identical coding, and the representation 
showing the smallest number of 
confusions will be shown to be the most 
favourable for word recognition. It should 
be remembered, however, that much might 
be gained from supplying the knowledge- 

based component of SYLK with both 
representations as partially independent 

sources of evidence. 
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RECOVERING TUBE KINEMATICS USING TIME-VARYING 
ACOUSTIC INFORMATION 

R. S. McGowan 
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ABSTRACT 
Formant frequency trajectories are 

used to optimally fit the kinematics of a 
modified twin-tube. An entire articula- 
tory trajectory is fit in a single optimiza- 
tion, because an articulatory trajectory is 
modeled as a parameterized function of 
tune. . 
1. INTRODUCTION 

The inverse mapping between acous— 
tics and articulation has received consid— 
erable attention in the last twenty-five 
years. The focus has been on mapping 
static spectral variables onto static vocal 
tract shapes, with resulting ambiguity in 
the mapping. Ambiguities were nored in 
the work of Atal, Chang, Mathews, and 
Tukcy [ l ]  where the articulatory posi- 
tions of the vocal tract model were var- 
ied to fit formant frequency data; in the 
work of Fianagan, Ishizaka, and Shipley 
[3] using an  optimization procedure 
based on spectral information and cep- 
stral matching to find vocal tract area 
funcrions, as well as subglottal pressure 
and laryngeal parameters; and the work 
of Levinson and Schmidt [5] using a 
gradient search optimization to relate ar— 
ticulator positions to LPC envelopes. 

Two ways of overcoming 1nvcrsc 
mappmg ambiguities suggest them— 
selves: either decrease the number of ar- 
ticulatory degrees of freedom, or in- 
crease the amount of acoustic data. One 
procedure to decrease the number of ar- 
ticulatory degrees of freedom took ac- 
count of the continuity of vocal tract 
tube shapes in short time intervals 
[o.-1.8]. This seemed to help relieve am- 
bl guity. but the optimizations were per- 
formed at each time sample. making the 
inclusion of the continuity constraint in— 
cfficient. in the method examined here, 

the kinematics of the articulators were 
parameterized as functions of time, and 
the optimization was performed over 
time spans corresponding to a single 
parameterization, thus the continuity 
cons t ra in t s  were au tomat ica l ly  
incorporated. Because the time spans 
were longer than a single time sample, 
there was a span of acoustic data that 
was used in the optimization, thus the 
number of degrees of freedom in the 
data was also increased. 
2. METHOD 

The acoustic data consisted of up to 
three formant frequency trajectories that 
were generated using a modified twin- 
tube model [2]. In the modification con- 
sidered here, a third tube, a constriction 
tube, was placed between front and rear 
tubes of the twin—tube model (Fig. I). 
There were five articulatory variables: 
front tube area, constriction tube area, 
rear tube area, rear tube length, and con- 
striction tube length. The front tube 
length was determined by the restriction 
that the total tube length be 17 cm. The 
constriction tube could change area 
through time, thus opening and closing 
the tube between the front and rear 
tubes. The constriction area was parame- 
tertzed as an exponential function of 
time. The maximum area of ' the con- 
striction was assumed to be the average 
of the front and rear tube areas, and the 
minimum was zero, corresponding to 
complete constriction. As a result there 
were five articulatory kinematic parame- 
ters: the four constant articulatory vari— 
ables. and the exponential growth factor 
for the change in constriction area 
(Fig. 2). 

The modified twin—tube model was 
used for both the synthesis of formant 

frequency data and as a model vocal 
tract for articulatory kinematic parameter 
recovery. The relationship between the 
acoustic variables and the articulatory 
variables was given by the model func— 
tion. This function was written as an im- 
plicit relation between the formant 
(resonance) frequencies and the articula- 
tory variables. Thus, if the constriction 
area was given a trajectory, either Open- 
ing or closing, it is possible to compote 
the corresponding formant trajectories 
using numerical root-solvin g techniques. 
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Figure 1: Modified Twin Tube 
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Figure 2: Articulatory Kinematic Parame- 

tete 

Preliminary work has been donc on re- 
covering articulatory kinematic parame- 
ters from synthesized formant frequency 
trajectories using the modified twin-tube 
model using a least—squares cnterron. 
The iterative least squares was per— 
formed using the simplex method [7]. 
The simplex method was a conservativc 
choice because it did not require nu- 
merical computation of a generalized in- 
verse, as, say, the Levenberg-Marquardt 
algorithm did, thus reducing the possibil- 
ity of numerical instability in this initial 
study. However, the simplex method 
was very slow and could be replaced 
with more sophisticated optimization al- 
gorithms. When the experimenter exe- 
cuted the program written for inverse 
mapping he was asked to specify the 
constriction length and was given the 
option of specifying either the front et 
rear tube areas. If neither of these was 
specified, then the optimization was per— 
formed to find four parameters: the front 

and rear tube areas, the rear tube length, 
and the exponential time consrant. If one 
of the areas was specified, then the opti- 
mization was performed on three 
parameters, and if both areas were Speci- 
fied, then two parameters entered into 
the optimization: rear tube length and the 
exponential time constant. Because the 
optimization procedure was an iterative 
procedure that could be trapped in local 
minima, the simplex method was run 
from several initial starting places in the 
articulatory kinematic parameter space. 
The search from any of thesê initial 
starting places would terminate if the 
cost function was less than a given toler- 
ance, if there was little relative change in 
the value of the cost function from one 
step to another, or if a maximum number 
iterations was attained. 

The ideal cost function was the sum of 
squares of the differences over time in 
each formant frequency between those 
given by the data and the values that 
would be produced by the modified 
twin-tube model given the articulatory 
kinematic parameters.To have found the 
value of this cost function at every iter- 
ation, many formant frequencies, corre- 
sponding to a given set of articulatory 
kinematic trajectories. would have had to 
have been found. This would have 
involved applying root-solving tech- 
niques to the model function many times 
(40 times for each formant at a rate of 
200 Hz for 200 msec). Accordingiy, the 
sum of the squares of the model function 
evaluated at each data formant frequency 
was used as an alternative cost function. 
This appeared reasonable because it is a 
necessary condition that this function, 
being an implicit relation between for- 
mant frequency and  articulatory 
variables, be identically zero, if the 
original cost function is zero. 
3. RESULTS & CONCLUSION 

In the modified twin-tube model, the 
feasibility of fitting rear tube length and 
exponential time constant was tested 
using the first formant frequency 
trajectory only, as well as with three 
formant trajectories. The feasibility of 
fitting four parameters, the rear tube 
area, front tube area, rear tube length, 
and exponential time constant using one 
and three formant frequency trajectories 
was also tested. As one would expect, 
the method did better in  fitting two 
parameters than it did in fitting four 
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parameters. A counter-intuitive result is 
that the method seemed to have worked 
better with one fonnam (c.g. Fig. 3) than 
it did with three(not shown), or with less 

information than more. (The program 
was completely unsuccessful at fitting 
four parameters given three formant 
frequencies.) 
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Figure 3: One resonance frequency trajectory, lmpllclt function mlnlmlzatlon 
It was felt that something of the 

original cost function involving the 
squares of the differences between 
formant frequency data and those 
which would be produced with a given 
set of articulatory kinematic parameters 
had to be preserved to get better results. 
Instead of root—solving for all the 
formant frequency values corresponding 
to a given set of articulatory kinematic 
parameters, root-solving was performed 
only at the beginning, middle, and end 
of a trajectory for each iteration of the 
least—squares procedure. (For example, 
there were nine root solves for 
three formants.) The sum of squares of 
the differences between these frequency 
values and their corresponding data 
points were added to the sum of 
squares of the model function evaluated 
at all the data points to form a 
hybrid cost function. This seemed to 
have alleviated the counter-intuitive 
result of doing more poorly with three 
forrnants (Fig. 5) than with one (Fig. 4). 
Also, it was possible to fit the four 
parameters using three formant 
trajectories (Fig. 5). 

The problem with using just the sums 
of squares of the model function in the 
cost function was that local minima ap- 
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peared that were not close to the 
articulatory kinematic parameters that 
produced the data. By adding some 
explicit information to the cost function 
these superfluous minima no longer 
hindered the algorithm. 

Work supported by NIH Grant HD- 
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ABSTRACT 
P h o n e m e - l i k e  r e p r e s e n t a t i o n  
o f  speech s i g n a l  f o r  s i n g l e  
s p e a k e r  i s o l a t e d  w o r d  r e c o g —  
n i t i o n  i s  d i s c u s s e d .  S p e e c h  
s i g n a l  i s  d i v i d e d  i n t o  t r a n —  
8 1 t i o n s  and s t a t i o n a r y  
p a r t s  by e s t i m a t i n g  a s p e c -  
t r a l  i n s t a b i l i t y  f u n c t i o n .  
The  number o f  t h e s e  p a r t s  i s  
c l o s e  t o  t h e  number o f  pho— 
n e m e s .  The  c o m p a r i s o n  o f  re— 
f e r e n c e  and t e s t  p a t t e r n s  i s  
b a s e d  on p r o c e s s i n g  o f  t h e  
s i m i l a r i t y  m a t r i x . W e l l  known 
dynamic  t i m e  w a r p i n g  t e c h n i —  
que  a s  w e l l  a s  o u r  o r i g i n a l  
t e c h n i q u e  a r e  u s e d .  The 
r e c o g n i t i o n  e r r o r  r a t e  i s  
0 , 9 3  ( v o c a b u l a r y  s i z e  " 200 
w o r d s ,  memory r e q u i r e m e n t  ' 
l e s s  t h a n  4 0  b i t s  p e r  w o r d ) .  

INTRODUCTION 
The p r o b l e m s  o f  s p e a k e r  
independent  s p e e c h  r e c o g n i —  
t i o n  a r e  w e l l  known.  The  
e m p l o y m e n t  o f  a prior i  in— 
f o r m a t i o n  a t  t h e  p h o n e t i c  
l e v e l  i s  s u p p o s e d  t o  be  t h e  
e f f e c t i v e  m e a n  f o r  s p e e c h  
r e c o g n i t i o n .  N e w  m e t h o d s  f o r  
phonemes d e t e c t i o n  [ 1 ]  en- 
s u r e  h i g h  a c c u r a c y  and er— 
r o r  r a t e  s e v e r a l  t i m e s  l e s s  
a s  compared t o  o t h e r  m e t h o d s  
w i d e l y  u s e d  i n  s p e e c h  
r e c o g n i t i o n  t e c h n o l o g y .  
N e v e r t h e l e s s ,  t h e  a l g o r i t h m  
o f  t h e  p h o n e t i c  r e c o g n i t i o n  
o f  w o r d s  i s  n o t  c l e a r  
enough .  Our p u r p o s e  i s  t o  
d i s c u s s  a p h o n e m e - l i k e  mode l  

45?0 
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f o r  s i n g l e  s p e a k e r  s p e e c h  
and t o  e v a l u a t e  t h e  m a i n  pa— 
r a m e t e r s  r e S p o n s i b l e  f o r  
r e c o g n i t i o n  r e s u l t s .  
A c c o r d i n g  t o  o u r  m o d e l  t r a n —  
s i t i o n s  and s t a t i o n a r y  p a r t s  
o f  s p e e c h  s i g n a l  a r e  d e t e c -  
t e d .  The number o f  t h e s e  
p a r t s  i s  c l o s e  t o  t h e  number 
o f  phonemes .  I t  i s  a c h i e v e d  
by e s t i m a t i n g  a s p e c t r a l  
i n s t a b i l i t y  f u n c t i o n .  E x t r e -  
m a l  v a l u e s  o f  t h i s  f u n c t i o n  
a f t e r  f i l t e r i n g  and t h r e s —  
h o l d i n g  p r o c e d u r e s  c o r — _  
respond t o  phdnemes. On the  
s t a g e  o f  c o m p a r i s o n  o f  r e -  
f e r e n c e  and t e s t  p a t t e r n s  
w e  t r i e d  t o  f i n d  e s t i m a -  
t i o n s ,  w h i c h  w e r e  m o r e  
e f f i c i e n t  a s  compared t o ,  
e . g .  dynamic  t i m e  w a r p i n g  
(DTW) t e c h n i q u e  e s t i m a t i o n .  
T o  e v a l u a t e  c o a r t i c u l a t i o n  
phenomena,  m u l t i p l e  r e f e -  
r e n c e  p a t t e r n s  p e r  p h o n e t i c  
u n i t  w e r e  u s e d :  
M o d e l  t e s t i n g ' n e s u l t e d  i n  
0 . 9 %  e r r o r  r a t e  o f  
s p e a k e r - d e p e n d e n t  r e c o g -  
n i t i o n  o f  2 0 0  w o r d s .  The  
p h o n e t i c  t r a n s c r i p t i o n  o f  
a w o r d  w a s  i t s  r e f e r e n c e  and 
l e s s  t h a n  4 0  b i t s  o f  memory 
w a s  r e q u i r e d  f o r  i t s  
s t o r a g e .  

2. PHONEME-LIKE 
REPRESENTATION 

2.1. Speech signal. 
segmentation 

The t a s k  i s  t o  d i v i d e  s p e e c h  
s i g n a l  i n t o  t r a n s i t i o n s  and 

_ _ _ - F 7  

s t a t i o n a r y  p a r t s .  I t  i s  
d e s i r a b l e  t h a t  t h e  number o f  
t h e s e  p a r t s  was  c l o s e  t o  t h e  
number o f  phonemes. I n  o t h e r '  
w o r d s ,  a p h o n e m e - l i k e  mode l  
i s  r e q u i r e d .  The  m e t o d  o f  
s e l e c t i n g  t r a n s i t i o n  and 
s t a t i o n a r y  f r a m e s  i s  b a s e d  
on  t h e  e s t i m a t i o n  o f  a s p e c —  
t r a l  i n s t a b i l i t y  f u n c t i o n .  

L e t  3h { r e p r e s e n t s  a s e t  o f  
, 

l o g a r i t h m i c  s p e c t r a l  v e c t o r s  
o f  speech  s i g n a l ,  w h e r e  k 
d e n o t e s  t h e  d i s c r e t e  t i m e  
i n s t a n t  and l = l , . . . , L  deno- 
t e s  t h e  number o f  a s p e c t r a l  
c o m p o n e n t .  The  s p e c t r a l  i n -  
s t a b i l i t y  f u n c t i o n  may be  
d e f i n e d  a s  f o l l o w s :  

& 

n 
0 

{bar:}: “Sh…,z '  (1) 
".:—Tl 

D 

w h e r e  [ — n ° , n ° ]  i s  t h e  i n t e r -  

v a l  o f  s p e c t r a l  i n s t a b i l i t y  
e s t i m a t i o n ,  n ° = 2 .  

The m a i n  s e g m e n t a t i o n  f u n c —  
t i o n  i s  L 

_ L  

l = 1  

T h e  m a x i m a  o f  t h i s  f u n c t i o n  
a r e  r e l a t e d  t o  t r a n s i t i o n s  
w h i l e  t h e  m i n i m a  a r e  
r e l a t e d  t o  s t a t i o n a r y  p a r t s  
o f  s i g n a l .  T o  e l i m i n a t e  
e x t r e m a l  v a l u e s  o f  t h e  s e g —  
m e n t a t i o n  f u n c t i o n  w h i c h  a r e  
r e l a t e d  t o  l o c a l  f l u c t u a t i —  
ons o f  s p e c t r a l  p a r a m e t e r s ,  
f i l t e r i n g  and t h r e s h o l d i n g  
p r o c e d u r e s  a r e  a d a p t e d .  T h e  
number  o f  c o n s e c u t i v e  p a i r s  
" t r a n s i t i o n — s t a t i o n a r y  p a r t "  
? c h a r a c t e r i z e s  t h e  e x t e n t  
o f  c o m p r e s s i o n .  I d e a l l y ,  ? 
s h o u l d  b e  e q u a l  t o  t h e  
number  o f  p h o n e m e s  i n  a w o r d  
2.2. Representation of 

feature vectors 

S p e c t r a l  i n s t a b i l i t y  c o e f f i -  
c i e n t s  and s p e c t r a l  parame— 
t e r s  a r e  u s e d  f o r  d e s c r i p —  
t i o n  o f  t r a n s i t i o n s  and o f  

s t a t i o n a r y  p a r t s  a c c o r d i n g -  
l y .  B o t h  r e f e r e n c e  and t e s t  
p a t t e r n s  may be  r e p r e s e n t e d  
a s  f o l l o w s :  
- f e a t u r e  v e c t o r  c o n s i s t s  o f  
a s e t  o f  s u c c e s s i v e  f r a m e s ,  
c o r r e s p o n d i n g  t o  t r a n s i t i o n s  
and s t a t i o n a r y  p a r t s  ( t h e  
f i r s t  p h o n e m e - l i k e  m o d e l  
P L M I ) ;  
- t r a n s i t i o n  and s t a t i o n a r y  
p a r t  f o l l o w i n g  a r e  t r e a t e d  
a s  a s i n g l e  component  o f  a 
f e a t u r e  v e c t o r  ( t h e  s e c o n d  

p h o n e m e - l i k e  model  PLMZ); 
- v e c t o r  q u a n t i z a t i o n  ( V Q )  
may be a p p l i e d  t o  PLMl o r  
PMLZ . 
2.3. Phoneme verification 

model 

T h e  m o d i f i c a t i o n  o f  t h e  pho— 
neme l i k e  mode l  i s  p o s s i b l e .  
We c a l l  i t  t h e  phoneme v e r i -  
f i c a t i o n  m o d e l  ( P V M ) .  The  
m a i n  d i s t i n g u i s h i n g  f e a t u r e s  
o f  t h e  PVM a r e :  ( 1 )  t h e  
p h o n e t i c  t r a n s c r i p t i o n  o f  a 
w o r d  i s  i t s  r e f e r e n c e ,  ( 2 )  
a d a t a b a s e  c h a r a c t e r i z e s  
e a c h  e l e m e n t  o f  t h e  pho— 
n e t i c  a l p h a b e t  u s e d ,  and ( 3 )  

” t r a n s i t i o n s  a r e  n o t  u s e d .  
A d a t a b a s e  c o n t a i n s  a s e t  o f  
s p e c t r a l  p a r a m e t e r s  o f  e a c h  
p h o n e t i c  e l e m e n t .  S e v e r a l  
v e r s i o n s  m a y  be  u s e d  f o r  
r e p r e s e n t a t i o n  o f  e a c h  
phonema.  T h e  c l u s t e r i n g  
t e c h n i q u e  i s  v e r y  s u i t a b l e  
f o r  t h i s  p u r p o s e .  
3. Comparison of test and 

reference patterns 

O n e  o f  t w o  m a t r i x e s  c a n  b e  
u s e d  f o r  t h e  c o m p a r i s o n  
o f  r e f e r e n c e  and t e s t  
p a t t e r n s :  ( 1 )  a m a t r i x  o f  lo— 
c a l  d i s t a n c e s  and  ( 2 )  a m a t -  
r i x  o f  l o c a l  s i m i l a r i t i e s .  We 
c o n s i d e r  a s i m i l a r i t y  m a t r i x  
i s  p r e f e r a b l e  t o  a d i s t a n c e  
o n e .  A s i m i l a r i t y  m a t r i x  i s  
s u p p o s e d  t o  h a v e  m o r e  i n f o r -  
m a t i o n  t h a n  BTW a l g o r i t h m  
u s e s .  L e t  d i j  i s  an e l e m e n t  

o f  a d i s t a n c e  m a t r i x ,  t h e n  an 
e l e m e n t  o f  a s i m i l a r i t y  o n e  
i s  d e f i n e d  a s :  
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c . .  i f  c . > 0  ' 
°.- ‘={ … ” . (a) ’ 0. i f  cijso 

where  c i j -  do ‘ d i j  and do 

i s  some c o n s t a n t .  S e v e r a l  
m e a s u r e s  o f  c o i n c i d e n c e  
b e t w e e n  r e f e r e n c e  and t e s t  
p a t t e r n s  w e r e  i n v e s t i g a t e d ,  
t h e y  a r e  p r e s e n t e d  i n  t h e  
f o l l o w i n g  s e c t i o n .  

4. EXPERIMENTAL RESULTS 
4.1. Spo-ch material 
The s p e e c h  m a t e r i a l  f o r  
t e s t i n g  PLMI and PLM2 w a s  
r e c o r d e d  by one  m a l e  
s p e a k e r  who u t t e r e d  a 
1 0 0 — w o r d s  v o c a b u l a r y  1 0  
t i m e s .  S p e c t r a l  a n a l y s i s  o f  
t h e  incoming  s i g n a l  was  
c a r r i e d  out  by a bank o f  8 
a n a l o g  bandpass  f i l t e r s .  A l l  
t h e  c h a n n e l s  w e r e  s a m p l e d  
e v e r y  1 0  ms  by a 8 - b i t s  
a n a l o g / d i g i t a l  c o n v e r t e r .  
The v o c a b u l a r y  c o n s i s t e d  o f  
7 9 4  g r a p h i c  s i m b o l s ,  i . e .  on 
t h e  a v e r a g e  o n e  w o r d  
c o n s i s t e d  o f  7 . 9 4  l e t t e r s .  
The  e x t e n t  o f  c o m p r e s s i o n  o f  
v a r i o u s  s e g m e n t a t i o n  a l g o —  
r i t h m s  w a s  e v a l u a t e d  on  t h e  
b a s e  o f  t h i s  f i g u r e .  I n  t h e  
r e c o g n i t i o n  e x p e r i m e n t s  t h e  
r e f e r e n c e  and  t e s t  p a t t e r n s  
w e r e  c h o s e n  a c c o r d i n g  t o  t h e  
" l e a v e - o n e — o u t "  p r o c e d u r e ,  
o b t a i n i n g  a t o t a l  o f  9 0 0 0  
t e s t s .  I n  some e x p e r i m e n t s  
o n l y  p a r t  o f  t h e s e  t e s t s  w a s  
u s e d .  
4.2. PLM! and PLMZ testing 
S e v e r a l  v a r i a n t s  o f  r e c o g n i —  
t i o n  w e r e  i n v e s t i g a t e d .  The 
f i r s t  t w o  m e t h o d s  w e r e  t h e  
u s u a l  DTW m e t h o d s  on t h e  
b a s i s  o f  a l o c a l  d i s t a n c e  
m a t r i x  ( V 1 )  and o f  a l o c a l  s i m i l a r i t y  m a t r i x  ( V 2 ) .  The 
t h i r d  v a r i a n t  V 3  d i f f e r e d  
f r o m  V2  by t h e  n o r m a l i z a t i o n  
o f  t h e  i n t e g r a l  s i m i l a r i t y  
m e a s u r e  a c c o r d i n g  t o  t h e  
a v e r a g e  d u r a t i o n  o f  t h e  
r e f e r e n c e  and t e s t  p a t t e r n s .  
T h e  v a r i a n t s  V4 and V 5  a r e  
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l i k e  t h e  v a r i a n t s  V2 and V3,  
but t h e  f o r m e r s  u s e  o n l y  
t h r e e  s i d e - b y — s i d e  d i a g o n a l e  
o f  t h e  s i m i l a r i t y  m a t r i x  
h a v i n g  t h e  l a r g e s t  s i m i l a r i —  
t y .  The l o g i c a l  process ing  
o f  e l e m e n t s  b e l o n g i n g  t o  
t h e s e  d i a g o n a l s  i s  t h e  es— 
s e n c e  o f  t h e  s i x t h  v a r i a n t  
V 6 .  And f i n a l l y ,  t h e  s e v e n t h  
v a r i a n t  V7 i s  t h e  m o d i f i c a —  
t i o n  o f  t h e  v a r i a n t  V 6 ,  i n -  
c l u d i n g  t h e  s e g m e n t a t i o n  er— 
r o r s  c o r r e c t i o n .  F e a t u r e  
v e c t o r s  f o r  t h e  v a r i a n t  V1 
a r e  r e p r e s e n t e d  a c c o r d i n g  t o  
P L M I ,  w h i l e  t h e  o t h e r  v a r i -  
a n t s  u s e  r e p r e s e n t a t i o n  ac— 
c o r d i n g  t o  PLMZ. The  r e s u l t s  
a r e  p r e s e n t e d  i n  T a b l e  1 ,  
w h e r e  ”: i s  t h e  number o f  
t e s t  p a t t e r n s  and P i s  t h e  
r e c o g n i t i o n  e r r o r  r a t e .  
Our  m o d e l  e n s u r e s  a h i g h  
e x t e n t  o f  c o m p r e s s i o n  and 
t h e  number o f  d e t e c t e d  
phonemes r i s  c l o s e  t o  t h e  
a v e r a g e  number  o f  l e t t e r s  
( 7 . 9 4 ) .  G e n e r a l l y ,  t h e  
r e c o g n i t i o n  e r r o r  r a t e  i s  
i n v e r s e l y  r e l a t e d  t o  t h e  
e x t e n t  o f  c o m p r e s s i o n .  T h e  
n o r m a l i z a t i o n  o f  t h e  i n t e —  
g r a l  s i m i l a r i t y  m e a s u r e  and 
t h e  e m p l o y m e n t  o f  d i a g o n a l s  
r e d u c e  t h e  r e c o g n i t i o n  e r r o r  
r a t e .  T h e  v a r i a n t s  V 6  and V7 
g i v e  t h e  b e s t  r e s u l t s  and 
t h e s e  r e s u l t s  a r e  a c h i e v e d  
w i t h o u t  u s i n g  DTW a l g o r i t h m .  
4.3. Vector- quantization 
A 1 2 8 - e l e m e n t  c o d e b o o k  w a s  
g e n e r a t e d  f o r  PLMI (memory 
r e q u i r e m e n t  w a s  a b o u t  1 0 0  
b i t s  p e r  r e f e r e n c e )  and f o r  
PLMZ (memory r e q u i r e m e n t  was 
a b o u t  5 0  b i t s  p e r  r e f e r e n c e ) .  
The  r e c o g n i t i o n  r e s u l t s  
a r e  s h o w n  i n  T a b l e  2 .  
N a t u r a l y ,  VQ r e d u c e s  t h e  
r e c o g n i t i o n  a c c u r a c y ,  n e v e r -  
t h e l e s s ,  t h e  r e z u l t s  a r e  
h i g h  enough  on  c o n d i t i o n  
t h a t  s u c h  an e x t e n t  o f  
c o m p r e s s i o n  i s  u s e d .  
4.4. PVM testing 
To t e s t  t h i s  m o d e l ,  a 200— 

words  v o c a b u l a r y  was  u s e d .  
As ment ioned  above ,  the  
p h o n e t i c  t r a n s c r i p t i d n  o f  a 
w o r d  w a s  i t s  r e f e r e n c e . —  l n  
t h e  r e c o g n é t i o n  e x p e r i m e n t  
v o c a b u l a r y  w a s  r e a d  7 t i m e s ,  
i . e .  t h e  É t o t a l  number o f  
t e s t s  w a s  1 4 0 0  w o r d s .  The 
d a t a b a s e  w a s  f o r m e d  by 
c l u s t e r i n g  s p e e c h  m a t e r i a l  
c o n t a i n i n g  5 0 - 1 0 0  r e p e t i -  
t i o n s  o f  e a c h  phonema.  Some 
p h o n e t i c  u n i t s  w e r e  c o n s i d e -  
r e d  a s  o n e  phoneme,  e . g .  
/ P 9 t 9 k /  o r  l b i d i Ë / o  s o  o n l y  
1 6  p h o n e t i c  u n i t s  w e r e  u s e d .  
H e n c e  i t  f o l l o w s  t h a t  memory 
r e q u i r e m e n t  w a s  o n l y  4m b i t s  
p e r  r e f e r e n c e ,  w h e r e  ‘ m  
i s  t h e  number o f  phonemes i n  
a w o r d .  The r e c o g n i t i o n  w a s  
c a r r i e d  ' o u t  a c c o r d i n g  t o  
v a r i a n t  V 8 ,  e x c e p t - t h a t  o n l y  
t w o  d i a g o n a l s  w e r e  u s e d .  The  
r e z u l t s  a r e  s h o w n  i n  T a b l e  3 .  
The  m o d e l  g i v e s  t h e  
p r o m i s s i n g  r e z u l t s .  T h e y  a r e  
c o n d i t i o n e d  m a i n l y  by t h e  
u s e  o f  a p r i o r i  i n f o r m a t i o n  
about  phonemes and by t h e  
p r o p e r  p r o c e s s i n g  o f  t h e  
s i m i l a r i t y  m a t r i x .  N o t e  t h e  
m a i n  a t t r a c t i v e  f e a t u r e s  o f  

t h i s  model:  ( 1 )  p r a c t i c a l l y  
e x t r e m a l  compress ion  o f  
speech i s  a c h i e v e d ,  ( 2 )  once 
t h e  da tabase  have  been 
f o r m e d  i t  may be used  w i t h  
any v o c a b u l a r y ,  ( 3 )  t h e  
amount o f  s i m i l a r i t y  c a l c u —  
l a t i o n s  does not  depend on 
vocabu lary  s i z e  and ( 4 )  v o -  
c a b u l a r y  can  be  changed 
e a s i l y .  

CONCLUSION 
The m o d e l s  used  h e r e  ensure  
h i g h  e x t e n t  o f  c o m p r e s s i o n  
o f  s p e e c h  s i g n a l  w i t h o u t  
d e g r a d a t i o n  o f  u s e f u l  i n f o r -  
m a t i o n .  R e c o g n i t i o n  o f  2 0 0  
w o r d s  showed t h a t  r e c o g n i -  
t i o n  e r r o r  r a t e  was  0 , 9 %  
and memory r e q u i r e m e n t  was  
l e s s  t h a n  4 0  b i t s  p e r  r e f e —  
r e n c e .  l n  t h e  f u t u r e  t h e s e  
m o d e l s  a r e  supposed t o  be 
u s e d  f o r  s p e a k e r — i n d e p e n d e n t  
s p e e c h  r e c o g n i t i o n .  
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T a b l e  1 :  C o m p a r i s o n  among v a r i o u s  v a r i a n t s  o f  r e c o g n i t i o n  

V a r i a n t  V1 V2 

N t  9000  

7 g a l - 7 . 4  

P , %  3 0 4 - 6 0 0  6 - 0  

T a b l e  2 :  PLMl and PLMZ t e s —  
t i n g  r e s u l t s  w i t h  VQ 

p,% 

N t  W i t h -  M e m o r y  r e q u i —  

o u t  r e m e n t ,  b i t s  

VQ 1 0 0  5 0  

900  0 . 5  1 . 5  1 . 9  

V3 V4 V5 V6 V7 

2 7 0 0 - 3 3 0 0  9000  

7 . 2  7 . 2  

3 . 4  4 . 3  2 . 3  1 . 6  0 . 8 7  

T a b l e  3 :  PVM t e s t i n g  r e s u l t s  

Number o f  
c l u s t e r s  8 6 4 

p e r  phoneme 

P,% 0 . 9  0 . 9  1 . 8  
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RESUME 
Nous proposons une méthodologie pour la discrimination descendante entre des mots phonétiquement proches d'une cohorte. Les connaissances utilisées ne dépendent que de quelques caractéris— tiques très limitées du locuteur (position des formants pour les voyelles) et décri— vent les traces acoustiques de phénomènes articulatoires dans un contexte connu. Ces techniques sont appliquées à l'identifi— cation des occlusives sourdes dans des logatomes constitués des consonnes lpl, N et [kl suivies d'une des voyelles du français. 

1. PRESENTATION DU PROBLEME 
Le Décodage Acoustico—Phonétique de la parole est rendu difficile notamment à cause des variations inter—locuteurs et des effets de la coaniculation des phonèmes. Le premier type de variabilité, de nature statique (cibles différentes), peut être traité partiellement de manière ascendante par l'utilisation de quelques caractéristiques d'un locuteur (modèle spectral des parties stables des unités phonétiques). L'acqui- sition, la mémorisation et le traitement de ces connaissances sont aisément effectués et permettent de mettre en œuvre une première phaSe efficace du DAP [2], [4], [5]. Les résultats d'un tel processus sont constitués par un treillis de phonèmes valués comportant toutes les hypothèses vraisemblables d'occurrence d'une unité. Ces éléments déterminent des ensembles de mots qui sont susceptibles de coïncider de manière optimale - au sens de critères de proximité et de densité de recouvre- ment - avec une zone du treillis. 

Les mots proposés dans la phase ascen— dante sont acoustiquement proches et les scores de reconnaissance qui leurs sont 

associés ont été calculés au moyen de distances par rapport à des références idéales non altérées par le contexte. Il convient donc, dans une étape descen— dante du processus de décodage, de clas- ser plus précisément ces hypothèses. Les phénomènes de coarticulation ont pour conséquence la modification des cibles phonétiques et apparaissent sur l'évolution temporelle des paramètres acoustiques et phonétiques (formants par exemple). La phase descendante du DAP consiste à localiser et évaluer les traces acoustiques de phénomènes articulatoires distincts sur les zones appropriées du signal. Cette opération est effectuée en utilisant les connaissances disponibles sur le contexte phonémique. 
Les travaux présentés ici décrivent la méthodologie utilisée et les résultats obte- nus pour la discrimination des occlusives sourdes dans le cas où les mots sont des logatomes constitués d'une consonne suivie de l'une quelconque des voyelles du français. Nous examinerons plus parti- culièrement le processus d'identification du lieu d'articulation. 

2. METHODOLOGIE 
L'identification du lieu d'articulation des occlusives sourdes peut être effectuée au moyen d'informations diverses (spectrales et temporelles) qui apparaissent sur l'explosion et dans la transition vers la voyelle adjacente [2], [3], [7]. Nous n'envisagerons que les traces acoustiques détectées sur les paramètres specuaux. 

2.1. paramétrisation du signal 
Le signal de parole est numérisé sur 16 bits à une fréquence de 12,8 kHz puis préaccentué et caractérisé chaque 10 ms par son énergie globale, la densité des 
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passages par zéro et les énergies spec- 
trales dans 24 canaux réparus smvant une 
échelle de Mel. Les spectres sont obtenus 
par prédiction linéaire et cette représenta- 
tion est suffisamment efficace pour repré— 
senter la plupart des connaissances. Il est 
cependant parfois indispensable de dispo- 
ser de paramètres plus précrs, notamment 
pour suivre les trajectou'es formannques. 
Dans ce cas, nous disposons d une carac- 
térisation plus fine des spectres LPC 
fi ] . _ 

llngäcsetzible d'outils permet de définir et 
de calculer dynamiquement de nombreux 
paramètres auxiliaires obtenus par combi- 
naisons des attributs initiaux [5]. Les 
informations les plus utilisées mesurent et 
comparent les densités d'éneægœ dans 
certaines bandes spectrales. L ,volution 
temporelle de ces paramètres est_modéli— 
sée au moyen de formes élémentaires. 

W sa 

ë . , 

[kl /e/ lk/ /e/ 
24 canaux 128 canaux 

Figure 1 - La représentation spectrale au 
moyen de 128 canaux est nécessaire pour 
permettre le suivi précis des formants. 

2.2. Identification sur l'explosion 
Dansla hasedeDAP ascendant, laposi— 
tion de lgxplosion a été repérée au _moyen 
de paramètres calculés en fonction du 
phoneme. Nous disposons par ailleurs 

des valeurs des formantscîle clèacune des 
vo elles ur un locuteur onn . 
Pour les gcoclusives /p/. /t/ et Ik] des règles 
définissent et calculent les paramètres 
caractérisant l'énergie spectrale de la_ com- 
posante principale du bruit d'explosron en 
fonction de la position des formants de la 
voyelle adjacente. Si nous notons E_‘(p,v) 
la densité d'énergie dans la zone désignée 
pour la consonne p dans le contexte de la 
voyelle v, nous pouvons calculer la 
fonction : 
f(p1.v) = 2*E(pI.V) - E(p2.V) - E(p3.v) 

qui définit la valuation de l'hypothèse cor- 
respondant à la consonne pl . La valeur de 
la fonction est d'autant plus grande que la 
position spectrale du bruit coïncxde avec 
celle définie pour cette Situation. 
Table l - Position du bruit d'explosion 
pour les occlusives sourdes en fonction de 
la position des formants de la voyelle. 

fn! M Ad _ 
la! 5 F2-1 z Fg+2 [w.—3: 
lo/ [F2+3, F3-1] À F3 [F‘Z, r_‘2+2: 
le/ 5 FM 2 [3+2 [F2, n+3: 
lœ/ SÎ"2-l 2 F3+2 IF‘Z, F2+3= 
lol [F2+3, F3-1] z_F3 [m,_F2_+g_ 
e/ 5 F24 253d [F2, F3] 

lol S Ï‘2—1 2 I"_3+1 [F2+2, F3+1] 
fi] s IE1 >. 9+2 m 
Ly] s 17‘2—1 2 5233 [F2, F2+1] 
u/ [F2+3, F3-1] ~2_F3 [F2_,_F2+2_]_ 

75/ s 52-1 3L3” :F2, F3] 
'Tê/ 5 F24 z F3+1 IF2, F3] 
757 s F24 2 Fil IF2, F3] 

ce] sin-1 z F3+1 :1—‘2, F3] 
calculs de E(p,v) sont effectués _à 

à::tir des valeurs de la table l .  L'énergie 
correspond à celle du canal dont 
l'amplitude est maximale dans la zone 

nale indiquée par la règle associée à la  
Situation donnée. 

2.3. Identification sur la transition 

Pour modéliser les informations relatives 
à l'évolution spectrale de l'énergie autour 
des formants, il est nécessaire duuhser 
une re sentation des spectres au moyen 
de 12 valeurs (figure 1). Toutefors, la 
caractérisation au moyen des 24 canaux 

t de mesurer les évoluuons tempo- 
relles des formants dans le cas où les 
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pôles significatifs sont suffisamment 
séparés. 
La direction de la transition des formants 
est évaluée sur la portion de la voyelle 
Située entre le début d'apparition des pics 
spectraux et la trame de plus grandc 
stabilité. Le calcul des valeurs de la pente 
du formant (repéré par le canal i au 
maximum de stabilité) est effectué à partir 
de l'évolution de l'énergie dans les canaux 
adjacents (canaux i - l  et i+ I ) .  La diffé- 
rence de densité d'énergie entre la zone 
stable et le début d'apparition des for- 
mants dans les canaux H et i+1 constitue 
le paramètre essentiel permettant d'appré- 
cier le sens de l'évolution d'un formant au 
contact de la consonne (figure 2). 

%? ffË. 

Canaux 

F2 <— i 1 
<— i-1 

+ H transition 

burst 

Phonatome Ik a/ 

Figure 2 - Les canaux i-l et i+1 sont utili— 
sés _pour mesurer l'évolution temporelle 
de lénergie autour du formant (canal i). 

Les informations concernant les transi— 
tions sont utilisées pour compléter celles 
qui sont évaluées sur l'explosion. Nous 
avons limité ces connaissances aux seules 
Situations qui sont pertinentes pour de 
nombreux locuteurs et qui peuvent être 
traitées à partir de la représentation para- 
métrique sur 24 canaux. Les formes des 

i v —  

transitions de référence utilisées sont don— 
nées dans la table 2. Il s'agit d'une 
tendance générale plus ou moins marquée 
suivant le contexte et le locuteur. Ces 
indices acoustiques traduisent l'influence 
du lieu articulatoire de la consonne sur la 
cible de la voyelle. 
Table 2 - Formes des transitions des 
for-manta F2 et F3 pour les voyelles précé- 
dées des occlusives sourdes. Seules les 
formes utilisées dans notre système pour 
l'identification du lieu articulatoire sont 
présentées dans cette table. 

/ / /t/ lk/ FÎPÎ WW??? F3 
/a/ l I \ \ ! 
Ïo/ 
Isl , " 
lœ/ ! , \ \ I 

0/ 
le/ 
/¢/ \ \ «' 
/'1/ 
/y/ 
uÎ 

[à] l I \ \ I 
'75/ 

/ë/ I —' \ ' 
[œ] / I \ \ l 

3. RESULTATS 
Les règles ont été testées sur un corpus 
étiqueté automatiquement (étape ascen- 
dante du DAP) de plusieurs centaines de 
phonatomcs prononcés par 4 locuteurs. 
Nous avons tout d'abord évalué contex— 
tuellement le lieu articulatoire de la con- 
sonne au moyen de la seule position de la 
zone de bruit sur l‘explosion. La prise en 
compte des transitions significatives — en 
association avec le burst - a constitué 
l'objet d'un second test visant à mesurer 
si ces deux types de connaissances étaient 
complémentaires. 

3.1. Résultats sur l'explosion 
Les résultats obtenus avec les règles 
caractérisant le lieu d'articulation sur 
l'explosion de la consonne sont donnés 
par la matrice de confusion de la table 3. 
Les performances sont intéressantes pour 
N ct Ik/ mais demeurent insuffisantes pour 
lpl. Les confusions pour la consonne 
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bilabialc résultent d'une absence fréquente 
du burst et de la diffusion de l'énergie 
dans le spectre. 

Table 3 - Matrice de confusion pour 
l'identification du lieu articulatoire des 
occlusives sourdes a partir de l'explosion. 

consonne reconnue 

/ / m 4/k/_ 
,,,, 70% 441L461. 
M EL M 8% 
Îk/ 7% 3% 90% 

3.2. Résultats avec les transitions 

Les résultats obtenus si l'on ajoute les 
regles caractérisant le lieu d'articulation 
sur les transitions de la voyelle sont 
donnés par la matrice de confusion de la 
table 4. 
Table 4 - Matrice de confusion pour 
l'identification du lieu articulatoire des 
occlusives sourdes a partir de l'explosion 
et des transitions. 

consonne reconnue 

/p_/ /t/ /k/ 
/p/ 75% 13% “ * 12%— 
/t/ 2%" 90% 8%" ' ' 
/k/ 6% 3% 91% 

L‘amélioration des résultats n'est sensible 
que dans le cas de la consonne /p/ qui est 
moins bien identifiée que /t/ et Ik]. Il 
semble difficile d'augmenter significati— 
vement les performances de reconnais— 
sance sans prendre en compte d'autres 
informations (diffusion de l'énergie sur le 
burst de /p/, VOT, etc.). 
Les transitions utilisées (table 2) font net- 
tement apparaître que quelques contextes 
sont plus favorables que d'autres pour 
l'évaluation des mouvements de certains 
formants dans notre système de représen- 
tation paramétrique (les voyelles fermées 
et les voyelles d'arrière constituent des 
environnements peu favorables). Une 
paramétrisation au moyen de 128 valeurs 
spectrales permet de mieux apprécier les 
transitions formantiques, mais ces infor- 
mations varient parfois considérablement 
et sont rarement complémentaires de celles 
mesurées sur l'explosion [1]. 

4. CONCLUSION 
L'identification descendante (contexte 
phonétique connu) des consonnes occlu- 

sives sourdes en reconnaissance de la 
parole est une opération qui peut être 
effectuée avec de bonnes performances en 
utilisant des systèmes de représentation 
des connaissances. Ces techniques ont 
produit des résultats intéressants dans 
d'autres circonstances [6] et sont opéra- 
tionnelles pour la caractérisation multilo- 
cuteur et la discrimination d'autres pho- 
nèmes dans des contextes connus ou 
hypothétiques. 
La modélisation par auto-organisation des 
informations de ce type avec un processus 
d'apprentissage implique la prise en 
compte d'une grande quantité d'exemples 
pour de nombreux locuteurs. Nous envi— 
sageons, pour comparer les performances 
de notre méthode, de réaliser un système 
utilisant des techniques connexionnistes 
qui serait supervisé par des règles de 
manière à fournir des entrées prétraitées 
aux organes effectuant l'apprentissage et 
la reconnaissance et limiter ainsi le 
nombre des exemples nécessaires. 
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Automatic Formant Estimation in a Speech Recognition 
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Abstract 
We present an algorithm for formant estimation in 
continuous speech which is designed to work under 
”online" conditions in a speech recognition system. 
The algorithm combines heuristic knowledge about 
the spectral and temporal behaviour of formanls in 
speech. Reclassification into broad phonetic cate— 
gories allows to use different algorithms for formant 
estimation in vowel- and consonant-like regions of 
speech. Recognition experiments show that formant 
parameters are a powerful feature set for speech 
recognition and can compete with other standard 
feature vectors. 

1 Introduction 
Fonnants appear as prominent peaks in the 
short-time spectra of speech and are defined 
as the characteristic resonance frequencies of 
the vocaltract ordered by frequency. Formants 
can-y important information about acoustic- 
articulatory relations, because they change their 
frequency and amplitude values according to 
different vocaltract shapes. They can be 
viewed as an important source of information 
in acoustic-phonetic decoding. Thus formants 
have become a standard in phonetics for de- 
scribing complex acoustic-phonetic relations. 

Formants also seem to be an ideal parameter 
set for speech recognition, but so far they have 
not become a standard in this area. The rea- 
son is. that automatic formant extraction is not 
a trivial problem. Already existing algorithms 
for automatic formant extraction, e.g. [1], [3] 
show the evidence that formant extraction with- 
out any errors is impossible. The significance 
of information carried by forrnants is revealed 
by severe recognition enors in the case of in— 
correct formant estimation. 

'The next chapter briefiy introduces into the 
problem of automatic formant extraction. Then 
the different parts of the algorithm are pre- 
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sented. Finally some speech recognition exper- 
iments with formant parameters are described. 

2 The Problem 
Contrary to commonly used feature sets in 
speech recognition, formants are not defined by 
a mathematical method, which allows to calcu- 
late them directly from the speech wave. They 
are defined by articulatory phonetics as vocal- 
tract resonances. Formants only can be calcu— 
lated indirectly via peaks or roots of the power 
spectrum. 

articulatory 
noise speech production % 
°: system MINING Ë 

lomiants —-h- 5 

measur ' bl‘ frequency >. 
mise . neasurement system C1 lc2 c3 g em (z.b.LPC,FFT) | ë 

_ system boundaq _ 
measurable 

l' roots.peaks b| 
Ham 1: Formant estimation problem. 
In terms of estimation theory. we can there- 

fore formulate the following problem (also see 
figure 1): Suppose the peaks and roots f 0; (also 
called "formant candidates") of the power spec- 
trum are the only data which can be measured 
and which give us some information about the 
unknown quantity ”formants” f 0; inside the 
system. 80, depending on f c; we have to make 
an estimate for the fonnants fakcf ci) that the 
estimation error E = f om“ c;) — f 0); is "small". 

However, this estimation process is heavily 
influenced by two different noise sources en and 
c..: The errors caused by e. have their ori- 
gin in the articularory system. The formant 
order may be confused by zeros in the vocal- 
tract transfer function. Thus some fonnants are 
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highly damped and are not detectable. Noise 
source e... causes measurement errors; e.g., as 
the fundamental frequency is superseeded to the 
short-time spectra, prominent pitch peaks may 
be confused with formant candidates. 

Existing methods for automatic formant cs— 
timation simply try to map these measured and 
noisy peaks or roots to formants by tempo- 
ral smoothness criteria. e.g. [ l] .  [3]. The 
background for these procedures is the assump- 
tion that. due to the inertia of the articulators. 
the temporal behaviour of real vocaltract reso- 
nances (=formants) is indicated by continuity. 

The algorithm we present in this paper does 
not exclusively use smoothness criteria. be— 
cause this is an oversimplification; we will illus- 
trate this point by two examples; firstly, imagine 
a vowel-segment where a highly darnped for- 
mant is missing, smoothness criteriado net help 
at all to classify the measured peaks into for- 
mants; secondly. smoothness criteria may lead 
to crucial errors at places where formants jump 
significantly in frequency; tracks of different 
formants may be connected with each other. 

3 The Algorithm 
Analyzing carefully the temporal and spectral 
behaviour of forrnants in speech and also the 
nature of possible errors we designed an al— 
gorithm which can be divided into four steps 
(see also figure 2): (1) spectral analysis and 
preclassification into broad categories of man— 
ner of articulation. (2) formant identification 
(FJD ) in vowel-like segments without smooth- 
ness criteria. (3) formant tracking (PTR) in 
vowel-consonant (VC) and consonant-vowel 
(CV) segments with smoothness criteria and 
(4) preparation and normalization of formant 
parameters for SpCCh recognition. 

Preclassification 
Rootsolving 
Peak-Picking 

l 
Formanl- 

Idenfificafion 

1 
F ormanl- 
Tracking 

Figure 2: Schematic flow graph for formant- 
extraction. 

The algorithm uses 128-point FFT-spectra 
with a bandwidth of 8kHz. The spectra are 
calculated via a 16-th order LPC- analysis with 
a 20m Hamming window, which is shifted in 
10m steps. The formant candidates are deter- 
mined both by peak—picking and root solving. 

3.1 Preclassification 
Initially, the Speech signal is preclassified into 7 
broad phonetic categories (silence, weakfrr‘ca- 
tive, strong fricative, voiced plast've, nasal, 
sonorant, vowel) which correspond to manner 
of articulation. This is due to the assump- 
tion, that there is no overlap of formant fre- 
quencies in segments with constant manner of 
articulation. This makes the following steps 
of the presented procedure, eSpecially step 2 
formant identification. more easily. Classifica- 
tion into categories of manner of articulation is 
performed by mixture density Hidden Markov 
Models (CDHMM) similar to [4]. using very 
simple acoustic features like energy contour. 
zero-crossings rate, low frequency energy (up 
to 1000 Hz) and the ratio of high to low fre- 
quency energy. 

3.2 Formant Identification 
Formants are extracted in vowel-like (V) seg- 
ments first, because they usually are more 
prominent in vowels than in  consonants and 
therefore may be detected more easily. The 
main task of this step is to allocate formant 
candidates to formants, taking into account that 
formants may be missing over the whole du- 
ration of a V—segment (see also the example in 
figure 2). M,: formant candidates are calcu— 
lated every 10msec; Mf‘. is set to the number 
of LPC-roots minus one. Formant identifica- 
tion first tries to find the dominant formant re— 
gions within a segment. This is accomplished 
by approximating the distribution of formant 
candidates in V—segments by Mfg cluster cen- 
ters with gaussian distributions. The procedure 
itself consists of three steps: (1) initialization of 
the cluster procedure, (2) calculation of cluster 
centers by k-means clustering and (3) classifi— 
cation of the formant candidates into formants 
by a mean square estimator. 

( l )  Initialization: To initialize the segment 
Specific formant clusters, we first calculate the 
mean m; c, and variance of c, of the formant can- 
didate frequencies x; c, over all NV frames t' of a 
V—segment: 
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as: 

1 ” . 
aft; = N_V zçïfqû) _ ”if-202 

i=1 

Assuming that we already know mfg" the 
speaker specific long term formant means f ok, 
the centers of the cluster ck are initialized to 
me. = (m, + mot)/2- 

(2) Cluster procedure: The k-means cluster 
procedure is used to calculate Mfc cluster cen— 
ters. The resulting clusters mg,, ordered by fre— 
quency. characterize the segment Specific for— 
mant frequency regions. They are defined by 
the mean and variance of Mc, formant candidate 
frequencies which belong to the k — rh cluster: 

1 . 
mc] : __” Z xf C10) 

Cl Ilq“) € €} 

2 ma) — m...)2 
MCI. xIC‘IO) e C. 

1 

The Speaker-Specific formant means mf ,,, and 
vari ances a; c, are calculated by the same cluster 
procedure, however using a sufficient number 
of speech frames (about one minute). 

(3) Classification: The V-segment Specific 
formant distributions (cluster centers me,) are 
used to classify the formant candidates into for— 
mants. The classification procedure maximizes 
the probability p(xf.,,(i) | xfc,(i)) over all for- 
mant candidates ! = l...,Mfc, ie. the proba- 
bility that a measured peak frequency xfc,(r') at 
time i belongs to formant f ok, when it was mea- 
sured as formant candidate f ci. The probability 
may be written as: 

p(xf0g(i) | If c; (i)) = 

TL; cxp(—-'2-(x;c.(i) — m...? / «à) 
Applying the mean square error criterion [2] 

to the estimation of formant frequencies leads 
to the following equation: The estimated fre— 
quency if“ of formant f 0; is given by the sum 
of the segment Specific mean frequency value 
mc, plus the difference of the nearest formant 
candidate to me,, weighted by the maximized 
Pmbabilîiy Puma; «(i) | 1mm): 

i!' 010.) : 

mc; +Pmax(xf 0; (i) | 1/610) ( q a )  _ met) 

3.3 Formant Tracking 
This part of the algorithm continues the for— 
mants of the vowel-like (V) segments into 
neighboured consonant-like (C) speech seg- 
ments. i.e. formant tracking works on CV— and 
VC—segments. The CV— and VC—segments are 
well defined by preclassification. As the for- 
mants of the V—region are already known, this 
part of the algorithm has the task to correct and 
complete comrpted formant tracks by smooth— 
ness criteria (see example in figure 2). A non— 
linear smoothing algorithm based on dynamic 
programming was choosen for this task. This 
method is  able to keep frequency jumps in some 
fonnants by Optimizing the overall smoothness 
of the formant tracks. 

The smoothness of the trajectory of formant 
fg  is measured by a cost function “(Li | h, i’). 
It measures the deviation of formant candidates 
to the trajectory of formant f ok. Assuming that 
the formant candidates f c;(t') in frame t' and 
f ch(i') in frame :" belong to the trajectory of 
formant f 0; at time t', the costs are given by: 

chant | hit—') : 
l 2 

r * fi æ—A——\ 
[ l c : ( i )  _ xfc.(il)| Cl + (i _ il) C 2 ]  

£P(xfo.(ï) lc,(i)) P(xfo.(i) | lie-.04» '— 1 | 
with i' =i— r,..t—it; l,k= t,.Mfc; cl 

and C; being constants. 
The cost function consists of three main 

terms: The first term corresponds to the fre- 
quency distance in Hz, the second term mea- 
sures the temporal distance between the for- 
mant candidates and the third one is a weighting 
term which corresponds to the reverse pmb- 
ability that the formant candidates belong to 
formant f ok. The function accepts small val- 
ues for smooth and large values for comrpted 
trajectories. 

The optimization criterion for the allocation 
of formant candidates to forrnants is given by 
the next formula. The criterion states that the 
total error E given by the sum of the costs over 
all frames c for a VC—, c for a CV-segment 
respectively. has to be a minimum: 

Mic NVCJVCV 
E = m i n = z  Z ce(ltflhti') 

k=l i.:t 
over all [,le and i'. 
This equation can be elegantely solved by dy— 

namic programming. A solution for this prob- 
lem is presented in [6]. 

3.4 Formant Parameters 
The formant parameter set which is used for 
speech recognition consists of 7 formant fre- 
quencies and of two energy terms for each 
formant (a total of 21 parameters). The en— 
ergy terms correspond to the logarithmic power 
which is contained in the frequency region ex- 
tending from a formant center to the left ml or 
the right minimum mr in the spectrum. With 
s(x) being the log. power at frequency x, the 
energy to the left and right and right sidcfefa, 
of a formant center is calculated by: 

r w ! ”  (""'/0!) m., = ] sa) 
1:1! ok 

All formant parameters are finally normal- 
ized to the speakers mean values and variances. 
With fpkû') now being one the 21 formant pa— 
rameters at time t' and m… and of“ being the 
speaker specific means and variances of these 
formant parameters, the normalized formant pa- 
rarneters f n,,(i) are calculated by: 

f nk ( i )  = kO') _ mfpt 
"k 

Expresscd in filter bank terminology: The 
resulting parameters which are used for speech 
recognition are filterbank coefficients, where 
the filter channels have variable center frequen- 
cies and bandwidths. 

4 Experimental Results 
The presented algorithm for automatic formant 
extraction was tested with speech material of 3 
speakers (each with 2 versions of 100 phoneti- 
cally balanced sentences, i.e. about 10 minutes 
of continuously spoken speech per speaker). 
The extracted formant parameters were used for 
classifying the speech signal into 14 categories 
of place of articulation (silence, glottal, velar, 
palatal, alveolar: dental-alveolar; labio—denral, 
bilabial. u-like, o-like, a-like, (J'—like, e-lt’ke und 
i-lr‘ke). This task is part of an articulatory based 
approach for speech recognition [6]. 

For each articulatory category we built con- 
tinuous mixture density Hidden Markov models 
as they are described in [4] and [6]. One version 
of 100 sentences was used for training, the other 
version was used for testing. The recognition 
results on 1 Oms frame level are shown in Table 
2. The pairs of numbers show the class specific 
mean recognition rates (left) and the overall 

frame recognition rates. The formant parame- 
ters were compared to a 16—component cepstral 
vector and to a 64-component feature vector as 
it is used in [5]. It consists of 32 mel—spectrum 
coefficients and differential and curvature coef- 
ficients, taking into account i40ms of context. 
The overall mean recognition rate over three 
speakers (two male, one female) for 21  formant 
parameters is 74.9 %, for the cepstrum 67.4 % 
and for the mel-spectrum difference vector 78.5 
%. The results show that the formant vector 
outperforms the cepstral vector (about 7 % bet- 
ter). The recognition performance compared to 
the the 64-component vector is about 4 percent 
lower, but it has to be taken into account that 
the dimensionality of the formant vector is three 
times lower than for the (EA-component vector 
and that no temporal context was considered for 
classification. 

64 mel 
21 formant 16 cepstral differential 

speaker parameters coefficients coefficients 
male] 74.7 / 84.9 66.8 / 80.3 78.4 I 86.7 
maleZ 74.2 I 84.1 67.3 / 79.5 78.0 I 86.7 
female 75.9 / 86.0 68.1 [ 81.1 79.2 I 87.9 

Table 2: Frame recognition rates [%] for differ- 
ent speakers and different feature sets. 
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