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ABSTRACT 
In this paper a study, on the acoustic 
level, of the temporal control for back 
fricatives of Arabic is presented. 
These consonants are examined in 
different vocalic quality and quantity 
contexts. Our results show a tendency 
for a global control o f  the VCV 
domain. We thus focus on the timing of 
our fricatives within this temporal span. 

l. INTRODUCTION 
Knowledge of articulatory coordi- 
nations underlying the production of 
fricatives requires a precise description 
of the timing of their component gestu- 
res. This paper deals with the temporal 
organization of three fricatives in 
Arabic: 
- the pharyngeal fricatives {S‘} and [fi], 
respectively voiced and unvoiced, 
produced by a constriction of the low- 
pharynx ; 
- the unvoiced glottal fricative [h], 
produced by a constriction at the 
laryngeal level. 
The notion of relative duration 
proposed by Lehiste [6] is exploited in 
this investigation ; so also is the 
concept of cycles or temporal domains 
and phases borrowed from the field of 
motor control and transferred to the 
study of speech production by Tuller 
and Kelso. [8], among others. On this 
score, events related to specific 
articulatory gestures - like onset/offset 
of vocal fold vibrations or vocal tract 
closing or opening gestures - are 
detected on the acoustic signal. 
Determined temporal coordinations of 
these events give us our phases and 
cycles (cf. infra). 

2. CORPUS 
Our corpus is a set of 18 short senten- 
ces, each containing a [C1V1C2V2C3 
V3] item, with Cl=[s], V1=[a], C2=[S‘ 
ñ h], V2=[a, i, u, a:, iz, u:], c3=[1] and 
V3 =[a]. The carrier interrogative 
sentence is of the type [manC1V1C2V2 
C3V3] ,  for example: [mansaQala] 
meaning "Who coughed ?" 

3. RECORDINGS 
Recordings were carried out in a sound 
proof room. The speaker, a male 
Algerian adult, had to repeat each 
sentence 13 times in front of a directive 
microphone 'ELECTRET' placed at a 
distance of 20 cm from his mouth. 'The 
signal, digitized by a SONY ROM. and 
sampled at 40 kHz, was finally stored 
on a BETAMAX videotape. The 
subject had been instructed to say the 
sentences in a normal conversational 
rate, at a regular rhythm, with a slight 
pause before each sentence. The 
sentences were presented to the speaker 
in a random order. 

4. MEASUREMENTS 
Two vocalic phases, DVl and DV2, and 
a consonantal one T were retained. 
These phases were determined with the 
help of articulatory-acoustic events 
proposed by Abry et al. [l]: 
- the vocalic phases DVI and DV2 are 
Specified as the duration between the 
onset (VVO) and the offset (VVT) of 
the clear formant structure of the vowels 
(V1 and V2) that flank the fricative ; 
- the consonantal phase T is defined as 
the duration between the offset of the 
clear formant structure of vowel V1 and 
the onset of the clear formant structure 

of vowel V2. 
Phase measurements for vowels V1 and 
V2 (respectively phase DVI and DV2) 
and for the consonantal phase T, are 
given first in absolute values, and then in 
relative values with respect to the VCV 
temporal base. 

5. DATA ANALYSES 
5.1 Vocalic quantity DV2 (ms) 
It is well known that the temporal control 
of vowel duration in Arabic can be 
linguistically significant (see for example 
[3], [4] and [5]). Our results, presented 
in table l, confirm this vocalic quantity 
contrast: a global observation of our data 
shows that short vowels have a mean 
duration of 95 ms, and that long vowels 
have a mean duration of 255 ms with, in 
both cases, small standard deviations. 
Vowel duration ratio is thus around 2.5, 
which is indeed significant. Results also 
show that vowel lengthening is  
noticeably influenced by the consonantal 
context. Finally, it can be observed for 
the three consonantal contexts, that the 
most significant vocalic quantity contrast 
is obtained with Vowel [a]. 

Table.l. Vocalic phases 

5.2 Consonantal phase T 
Table 2 shows that average consonantal 
durations, calculated for the entire data, 
vary with vocalic quantity contrast: 
globally, the consonantal duration T has 
a mean value of 105 ms in short vocalic 
contexts, whereas the average value for 
T in long vocalic contexts is 125 ms. 
This finding seems to support the notion 
of a preprogrammed attribution o f  
consonantal values with regards to the 
vocalic linguistic task, short versus long 
(See [7] for a related discussion on this 
latter notion). Furthermore, separated 

analyses of our data for each fricative 
show comparable influences of the 

Table. 2. Consonantal phases (ms) 

[fil 

[?| 

B 
[hl 

L 

vocalic contexts on the three fricatives. 
5.3 The significant temporal domain 
As mentionned above, vocalic quantity 
contrast is portrayed not only by a 
difference in intrinsic vowel duration 
(Table 1), but also by a variation of 
consonantal durations. Moreover, such 
durational differences depend on 
consonant type. We posit therefore that 
the vocalic quantity contrast is not 
simply limited to the vocalic phase. To 
be able to propose hypotheses on the 
type of sequence which is temporally 
programmed in this contrast, we looked 
for the domain that maximizes these 
differences [2]. We therefore applied the 

Table.3. Student test for absolute 
durations 

PAR t PAR l 
vcv 22.6 vcv 19.3 

afia DV2 20.9 893 DV2 17,8 
l cv 15.8 l cv 13,3 

t 2.51 T - 
añaa VC . aS‘aa VC 

DVI - mn . 
VCV 13,2 VCV 18.6 

afi l  DV2 13.? 91 ovz 17,4 
' cv 9,3 l cv 13.1 

T 2.99 T - 
afin vc 6.57 aS‘H vc 

DVI ' DVI - 
vcv 20.1 vcv 29.2 

afiu DV2 18,7 a îu  DV2 20.3 
l CV 20.2 l CV 13.8 

T 2,78 ‘l‘ 2,98 
añuu VC . aîuu VC . 

DVI - DVI - 
vcv 16.6 vcv 11,8 

aha DV2 15,6 ahu DV2 9.03 
! CV 10,3 ' CV 8,1 

T 3,61 ‘l‘ 2.98 
ahaa VC . anuu VC . 

DVI ' DVI - 
Student test to our data so as to evaluate 



the distinctive power of the phases 
described above and also that of com- 
binations of these phases: VC=DV1+T, 
CV=T+DV2, and VCV=DVI+T+DV2. 
Only significant values of t (a<0.05) are 
presented in table 3. In general, the VCV 
domain provides the most Significant 
temporal base for class distinctions; one 
might therefore think, in the absence of 
more data on Speech rate variation, that 
the VCV span is the programmed entity 
for these specific linguistic tasks: 
actually, vowel phonological differences 
seem to spread out significantly to the 
entire VCV sequence. 
5.4. Influence of the vocalic context. 
Let us now take a look at the influence of 
vocalic contexts [i], [a], [u], on the 
fricatives within the VCV domain. 
In the case of short vowels, the total 
duration of the cycle is not affected by 
vocalic variations; however, consonantal 
durations show significant differences: 
—for both [9]  and [fi ] ,  we observe 
significant differences in [a] vs. [u] 
contexts, and in [u] vs. [i] contexts, but 
not in the [a] vs. [i] ones. 
-for [h] we observe only significant 
differences in [a] vs. [u] surroundings. 
Therefore, in the case of short vowels, 
place of articulation does not seem to 
have much influence on consonantal 
duration, but vowel rounding seems to 
induce modifications in this duration. 
As concerns long vowels, i t  can be 
noticed that vocalic length (V2) varies, 
depending on both place of articulation 
and lip shape characteristics. From a 
general point of view, all component 
phases _of the VCV cycle are modified as 
a funcnon of vowel type. However, the 
total. duration of the complete cycle 
remains more or less stable. 
What can be observed therefore, is a 
temporal restructuring of phases within 
the VCV cycle for each vowel class; however, the control of the total duration 
of this. cycle evokes an isochronous 
constraint principle. These results corro- borate. the hypothesis addressed above 
regarding the temporal programming of the VCV sequence as whole (cf. supra). 
A_verage values for VCV domains are 
different for the“ three fricatives and for short versus long vowels: 
- [fi]=210 ms for short vowel vs. 360 ms for long vowels; 
- [91:180 ms for short vowel vs. 330 ms 

for long vowels ; 
- [h]=200 ms for short vowel vs. 400 ms 
for long vowels. 
But one must be cautious in generalizing 
such results concerning this temporal 
restructurings, as long as speech rate has 
not been explicitly introduced in to our 
experimental paradigm. 

6. TIMING OF THE FRICATIVES IN 
THE VCV DOMAIN 
How do constituent phases of the VCV 
domain help to distinguish the different 
fricative classes in relation to this 
domain ? We observed these relative 
differences for the voiced/unvoiced 
contrast [S‘] vs. [ñ] and for differences 
in place of articulation [fi] vs. [h] in the 
various vocalic contexts. Figures 2a and 
2b give the structural types of the VCV 
sequences for each context. 
Phase DVI discriminates the voiced vs. 
unvoiced classes [9] vs. [fi], but does not 
distinguish the difference in place of 
articulation for the unvoiced [fi]/[h]. 
Phase T discriminates the voiced vs. 
unvoiced classes ( [?] / [m), but the 
distinction associated with place of 
articulation observed in short vowel 
contexts disappears completely with 
vowel lengthening. 

- Phase DV2 is weaker than phases DVI 
and T in discriminating consonantal 
classes, for voiced/unvoiced contrasts. 
When DV2 does exist as a distinctive 
parameter in opposing place of 
articulation, its t values are comparable 
with those obtained for phase T, and 
better than those obtained for phase DVI. 

7. CONCLUSION 
In the study of the acoustic timing of 
fricatives in Arabic, the analysis of 
absolute durations shows a global control 
of the VCV temporal base. Within this 
cycle, the voiced vs. unvoiced distinc- 
tions are made essentially by a temporal 
reorganization of the VC domain, which 
corresponds to the combination of phases 
DVI and T. 
The distinction of place of articulation is 
obtained generally by a restructuring of 
of T and DV2 corresponding to the CV 
span. 
These preliminary results must be 
consolidated by a study that includes 
speech rate as the controlled perturbing 
factor of vocalic quantity and 

consonantal types. 
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ABSTRACT 
The movement pattern of the 

velum during the production of words 
contain nasal and non-nasal vowels in 
the South Min dialects of Chinese was 
investigated. 

Result showed that when a non- 
nasal vowel preceded nasals, the ve- 
lum started falling short after the re- 
lease for the initial consonant Ip! oc- 
curred. This suggests that anticipatory 
coarticulation for nasals strongly ef- 
fects the entire part of the vowel in the 
South Min dialect. Difference which 
seemed to depend upon the quality and 
duration of vowels were also observed 
in the movement pattern of velum. The 
nature of tones might modify the trajec- 
tory of the velar movement. 

1. INTRODUCTION 
There is a distinction between 

nasal and non-nasal series of vowels in 
the South Min dialect of Chinese. 
Question will arise; whetherthe domain 
of nasalization is onlythe main vowel or 
the entire part of the vowel in diph- 
thongs of nasal series; whether the 
vowel in CVN type syllables, like [pan] 
or [pin], is nasalized or not. 

Another question is whether 
there is any relationship between the 
nature of tones or quality of vowels and 
the movement pattern of the velum or 
not. 

2. METHOD 

2.1. Subject 
The subject was a 31 year old 

male speaker of the South Min dialect 
of Chinese from Taiwan. 

2.2. Speech Material 
An experiment was conducted 

to investigate whether there was the 
difference in the movement pattern of 
velum during the production of nasal 
and non—nasal vowels in the South Min 
dialect of Chinese. The list of test 
words are shown in Table 1. Test 
words consisted of CV(V)(N), where 
the initial consonant C was Ip! and 
V(V)(N) were lâ'l, n7, liä'l, luâ'l, Ian/, fm! 
and lien/. Some of these words have 
two different nature of tones for differ- 
ent meanings. These test words were 
embedded in a carrier sentence [tse33 
Si” _ d5i33] (This is a character for 
_.) and pronounced five times for 
each by a native speaker of the South 
Min dialect as naturally as possible. 

Table 1 Test Words 

[s} [Diff] 
[piässl [piaz‘] 
[pins—"] 
[pan—"51 
[pien55] [pienz‘] 
[p‘ä55] _ __ 

[puaz‘l 

The numbers following phonetic 
description correspond to the nature of 
tones for each test word. For example, 
[pis—"] was pronounced in the 1st tone 
“high level” and [p'P‘] was pronounced 
in the 4th tone "short low” in the South 
Min dialects of Chinese. All words in 
this list are meaning words. However, 
only [p555] does not have a corre- 
sponding Chinese character, because 
it is an onomatopoetic word for the 
sound of hom of automobile. 

2.3. Data Recording 
Velar movement was monitored 

and recorded using the Velotrace si- 
multaneously with the acoustic signal. 
The Velotrace, which had been previ- 
ously reported, was inserted through 
the subject's nose with its internal lever 
resting on the nasal surface of velum so 
that the movement of the velum could 
be monitored from outside“. The 
maximum excursion of the velar move- 
ment was confirmed using the non- 
speech gestures such as forced nasal 
inhalation and dry swallowing. The 
movement of velum, which was tracked 
by the internal lever, was converted to 
the analog electrical signal using an 
electro-magnetic rotation sensor (see 
Fig.1). The Velotrace signal was digi- 
tized 100 samples per second, and the 
acoustic signal was digitized at 5000 
samples per second. These signals 
were then stored on a microcomputer 
for further analysis. 

2.4. Data Analysis 
Following parameters were ex- 

tracted from the data (see Fig.2). 

1) the acoustical duration of the test 
word (p-dz) 
2) the duration of the downward move- 
ment of velum (bV-eV) 
3) the interval between the acoustical 
release of lp/ and the beginning of the 
downward movement of velum (p-bV) 
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4) the interval between the acoustical 
release of lp/ and the end of the down- 
ward movement of velum (p-eV) 
5) the height of velum at the beginning 
of the downward movement (hV) 
6) the height of velum at the end of the 
downward movement. (IV) 
7) the excursion of the movement of 
velum (hV-IV) 
8) the speed of the downward move- 
ment of velum (3V) 

3. RESULTS 
A part of the results is as follows. 

3.1. Single Vowel versus Diph- 
thong 

There were no significant differ- 
ences between [p755] and [piä55], be— 
tween [pin55] and [pien55] and between 
[p‘F‘] and [piäa‘] in the p-bV. The p-bV 
was the second shortest in [pi‘â55]. (The 
shortest was in [puäz‘].) 

3.2. High Vowel versus Low Vowel 
There were significant differ- 

ences between [p155] and [pä55] in the 
hV and the IV. The trajectories of the 
velar movement were always higher in 
case of [p155] than [p555]. There was 
same tendency in the case compared 
[pin-55] with [pan55], however, statisti- 
cally significant difference was only seen 
in the IV. There was no significant 
difference in the hV-IV and the 5V for 
either pairs. 

3.3. Influence from Difference of 
Tones 

Although very few parameters 
were statistically significant, system- 
atic difference was observed in the 
pairs compare the different natures of 
tones. For example, the hV’s were 
higher in the cases of [p155], [piä55] and 
[pien55] than in the cases of [piz‘]. [pia2‘] 
and [pienz‘]. The sV’s were faster in the 
cases of [p'i'55], [piä55] and [pien55] than in 
the cases of [p'iz‘], [pié'z‘] and [pienz‘]. 



The bV-eV’s were longer in the 
cases of [p155],[piä55] and [pien55] than in 
the cases of [p'P‘], [piâ'z‘] and [pienz‘]. 

4. DISCUSSION 
Result showed that when a non- 

nasal vowel preceded a nasal conso- 
nant, the velum started falling short 
after the release for the initial conso- 
nant lp/ occurred. This suggests that 
anticipatory ccarliculation for nasals 
effects the entire part of the vowel in the 
South Min dialect. Differences which 
seemed to depend upon the quality and 
duration of vowels were also observed 
upon the movement pattern of velum. 
ln the case of test word contained low 

The Velotrace 

senso I’ 

vowel, the trajectory of the velar move- 
ment was higher than in the case of 
word contained high vowel. This sug— 
gests that there might be some physi- 
cal (either aerodynamic or mechanical) 
interaction between tongue and velum. 
Also, differences which were observed 
in the pairs compare the different na- 
tures of tones suggest the possible 
interaction between the position of lar- 
ynx and velum via the root of tongue. 

5. REFERENCE 
[1] HORIGUCHI, S. & BELL-BERTI, F. 
(1987), “The Velotrace: A Device for 
Monitoring Velar Position”, Cleft Palate 
Journal, 24, 104—111. 

Figure 1 A midsagittal drawing of the 
Velotrace in position with the internal 
lever resting on the velum 

acoustic waveform 

Velotrace signal 
( Velar Position) 

-'l 0 1sec 

Ëguretzh The time function for one token is shown with the acoustic wave- 
carzgsau: e “;D and the _Velotrace sig nal below. Zero on the abscissa indi- 

e re erence peint which the release for the initial lp/ occurred. 
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ABSTRACT 
Electrolaryngographic techniques 
previously used to quantify larynx 
closed quotient (CQ) change with 
singing training/experience for adult 
males are further applied to a group of 
21 adult female singers. This data 
suggests that there is a change in the 
patterning of CO variation with 
fundamental frequency which correlates 
with the number of years singing 
training/experience. 

1. INTRODUCTION 
Professional singers often report that 
when their voices are working well less 
voice productive effort is required. 
Acoustic explanations have been 
offered for this effect, particularly the 
presence of the singers’ formant (e.g. 
[7] and [8]). Electrolaryngographic 
larynx measures suggest ([4], [5]) that 
for adult male singers there is a 
statisrically significant positive 
correlation between the number of years 
singing training/experience and larynx 
closed quotient (CQ) -- the percentage 
of each vocal fold cycle for which the 
folds remain in contact. This is 
acoustically plausible since high CQ 
values mean reduced loss of energy to 
the sub-glottal cavities. This paper 
presents CQ data for adult female 
singers, and discusses it in terms of its 
v a r i a t i o n  w i t h  s i n g i n g  
training/experience. Possible 
applications of this work include the 
development of new visual displays for 
use in research and training of both the 
singing and speaking voice. 
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2. SUBJECTS AND DATA 
Twenty-one adult female singers (F l - 
F21) took part in the experiment. Each 
subject completed a questionnaire 
relating to her singing training! 
experience and other musical skills, as 
well as environmental, dietary and 
general health factors which she felt 
could affect her voice. ln this paper, 
the subjecrs have been ordered by the 
number  o f  years singing 
t ra in ing/exper ience,  which is  
summarised as follows: 

F l-F5 at least 5 years formal training, 
extensive choral and solo experience; 
F 6-F8 less than 5 years formal 
training, some choral experience 
F 9-F10 minimal formal training, some 
choral experience; 
Fll-FlS no formal training, some 
choral experience; 
F16-F21 no formal training, no choral 
experience. 

Stereo digital audio tape (DAT) 
recordings were made in a sound- 
isolated room at University College 
London. The speech pressure 
waveform from an electret microphone 
was recorded on one channel and the 
output from the electrolaryngograph 
(Lx) on the other I l l .  The recorded 
data consisted of: _ 

1) a read prose passage lasting 
approximately two minutes, and 

2) a two ocrave sung major scale. 
ascending and descending from G (196 
Hz) on the vowel of palm with each 

note lasting approximately a third of a 
second. (Some of the less experienced 
singers were unable to sing a two 
octave G major scale accurately and 
they were encouraged to produce nores 
across as wide a range as possible.) 

3. DATA ANALYSIS 
The Lx  was analysed on a 
MASSCOMP 5600 computer system, 
using the Speech Filing System [6], to 
give a scattergram for each subject’s 
sung scale. This scattergram, referred 
to as Qx [1], shows the distribution of 
CQ values against the logarithm of 
fundamental frequency (F0). 

The technique of cycle-by-cycle CQ 
measurement is described in [3]. Lx 
(polarised to ensure increased inter- 
electrode current flow is represented as 
a vertical deflection) is time- 
differentiated and the positive peaks are 
used to mark the start of the closed 
phase. The closed phase ends when the 
negative-goin g Lx waveform crosses a 
fixed ratio (7:3) of the current cycle’s 
amplitude. The time between the start 
of the closed phase in one cycle and the 
next gives the fundamental period for 
that cycle. CQ is thus given by: 
((closed phase) / (fundamental period) * 
100) %. 

Figure 1 shows Qx plots for the scales 
sung by all subjects (F 1-F20), ordered 
by the number of  years’ singing 
training/experience. 

4. DISCUSSION AND 
CONCLUSIONS 
The Qx plots for the sung scales by our 
adult female subjects (see figure 1) tend 
to have CQ values which are confined 
within a narrow range for a given sung 
note, but vary as the pitch is altered. 
The Qx data for our 18 male subjects on 
the other hand [5], also based on a sung 
two octave ascending and descending G 
major scale, tended to exhibit 
comparatively constant CQ values with 
fundamental frequency, with a 
statistically significant correlation 
between their mean CQ value and the 
number of years’ training/experience. 
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A survey of the data presented in the 
figure reveals some patterning in the 
variation of CQ with F0. Subjects with 
more training/experience tend to exhibit 
an upward change in CQ with rising F0 
(e.g. F1, F2, F5) whilst those with 
minimal or no formal training exhibit a 
downward trend in CQ with rising F0 
(e.g. F10-Fl7 and F18-F21). 
Amongst these data are subjects who 
exhibit a mixture of rising and falling 
CQ with F0, some in a ‘V ’  shape (e.g. 
F9, F16, F17), some with an inverted 
‘V’  (e.g. F3, F4) and some with more 
than one change in CQ trend with F0 
(e.g. F19). Subjects F11 and F13 have 
a general downward trend in CQ with 
rising F0, but they both show some 
much higher CQ values in their upper 
F0 range. This suggests a change from 
a downward CQ trend with rising F0 
towards a ‘V’  shape. 

Singing ability can be developed with 
singing training and to a lesser extent 
with singing experience, but the 
number o f  years ’  s ing ing 
training/experience cannot in itself be 
used to quantify a singer’s ability, 
excluding as it does considerations such 
as those of natural talent. It does, 
however, provide a useful indicator. 
Singing ability can be viewed as 
position along a developmental 
continuum (c.f. [9]  for children’s 
singing), from those with an inability to 
‘sing a note in tune’ at one end, to those 
acknowledged as having mastered the 
art of singing. Singing training and 
singing experience are just two aspects 
of singing development which 
encourage and enable movement along 
the continuum. 

When our adult female Qx data is 
considered in terms of this continuum, 
the following trend in the Qx patterning 
can be observed. Singers towards the 
’untrained’ end of the continuum 
exhibit a definite falling of CQ values as 
F0 increases, while those towards the 
other end have rising CQ values as F0 
increases. Thus the tilt of CQ values 
with respect to F0 appears to give some 
measure of position along the 
developmental continuum for our adult 



female singers. Qx scattergrams for 
singers with limited training/experience 
are indicative of a development from a 
downward tilt towards an upward tilt. 
Thus there appear ‘V’ and inverted ‘V’  
shaped scattergrams as CQ in only 
certain pans of their vocal range is 
being increased at that time; these may 
relate to register breakpoints. 
(Sundberg [8] discusses ‘chest', 
‘middle’ and ‘head’ regimen for the 
female voice.) 

One goal of singing training is to 
‘cover’ the register breakpoints to make 
them imperceptible. It is suggested ([8] 
and [2]) that more experienced singers 
keep the larynx in a lowered position to 
cover the tone around the breakpoints. 
Untrained singers tend to raise the 
larynx in order to attain higher pitches, 
in many cases producing a ‘Strained’ 
sound. The smoothly rising Qx 
patterns exhibited by our most trained 
singers could be the result of keeping 
the larynx lowered and the pharynx 
open to help cover the breakpoints. 
The Qx patterns exhibited by our least 
trained singers could result from 
inappropriate larynx/pharynx usage. the 
‘V’ and inverted ‘V '  shapes being 
considered as intermediate snapshots 
along the developmental continuum. 
For these singers the voice is beg'nning 
to work efficiently (rising 0Q with F0) 
over some of the F0 range and 
elsewhere it is not (falling 0Q with H)). 
The turning points in the Qx pattern 
thus represent voice register 
break—aims. Clearly a une longitudinal 
Study of these effects is a desirable next 
step in this research. 
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A PHONETIC STUDY OF OVERTONE SINGING 
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ABSTRACT 
We describe the phenomenon of 
overtone singing in terms of the classical 
theory of speech production. The 
overtone sound stems from the second 
formant or a combination of both the 
second and third fonnants, as the result 
of careful, rounded articulation from ID], 
via schwa [8] to /y/ and [1]. Strong nasali- 
sation provides, at least for the lower 
overtones, an acoustic separation 
between the second and first formants, 
and can also reduce the amplitude of the 
first formant. The bandwidth of the 
overtone peak is remarkably small and 
suggests a firm and relatively long 
closure of the glottis during overtone 
phonation. Perception experiments 
showed that listeners categorize the 
overtone sounds differently from 
normally sung vowels. 

1. INTRODUCTION 
Overtone singing is a special type of 
vorce production resulting in a very 
pronounced. high and separate tone 
which can be heard over a more or less constant base sound. The technique is rarely used in Western music but in Asia (especrally Mongolia and Tibet) it is more common and overtone singing can be heard during secular and religious fesuvrties. The high tone follows a characteristic musical scale [for instance, for pitch C3 (130.8 Hz) (- and + indicate a dev1anon from the exact tone): C3, C4, G4, C5, E53 GS, A5+, C6, D6, E6-, F61; G6, G 6+, A6+, B6-, C7,... ], from which it can be concluded that one really hears an overtone of the fundamental. 

The literature contains only a few reports on overtone singing [l,5,7,8], which indicate both the importance of formants and register type. In this paper we 

present both an acoustic analysis of 
overtone singing and a study to evaluate 
the perception of the overtone sounds, in 
relation to normally sung vowels. 

2. MATERIAL 
We have recorded series of sung 
overtones from a singer with many years 
of experience in overtone singing, both 
as a performer and as a teacher. In this 
paper we describe t e results for an F value of 138 Hz ( 3). In addition, 13 
Dutch vowels la!, le!/, DI, /0/‚ le!, le!, Il]. N, [oe/, le:/, Ill/, and /y/‚ sung in a normal 
way at the same FO, were recorded. 

3. ACOUSTIC ANALYSIS 
The recordings were digitized at a rate of 
10 kHz and stored in a computer. From 
the middle, stable, part of each recording 
300 ms was segmented. Average power 
spectra were obtained from FFT analyses 
(1024 points, shift 6.4 ms) over this 
segment. Formant frequencies were 
computed on the basis of appropriate 
LPC or ARMA analysis. 

3.1. F FT-Spectra 
Figure ] shows the average FPT spectra 
of all overtone recordings. Despite the 
averaging procedure, the width of each 
individual harmonic is limited, indica- 
ting the stability of F over the interval 
(standard deviation 0? F was less than 
0.1 semitone in all cases). It can be seen 
from the shifting peak in the spectra that 
overtone singing seems interpretable as a 
special use of a formant. Obviously, the 
singer tries to match a formant with the 
Intended overtone frequency and 
succeeds very well. 

7 0 . “  4 3 : 3  11; _] 

Frequency (kHz) 

FIG. 1. Average FFT spectra for overtone sounds, sun g at. PQ: 138 Hz (C# 3). The 
overtone sounds are numbered according to the mam partial involved. 

3.2. Formant frequency analysis 
In Fig. 2 we present formant frequency 
results for both the overtone sounds and 
the sung vowels in the F1 - F2 plane. The 
figure shows two modes tn the produc- 
tion: firstly, the overtone sounds 4-6 
around Ill/, and secondly, the track from 
ID! to IV. 

In the first mode, it can be seen from the 
FFT—spectra that there is energy 
absorbtion around 400 Hz, indicating a 
strong nasalisation. The characteristic 
overtone sound resides in the second 
formant, as others [1,8] had already 
suggested. The bandwidth of the second 
formant is very narrow and, especially 
for the lower overtones, seldom exceeds 

40 Hz. This indicates little acoustic 
damping in production: firm glottal 
closure and small losses in the vocal 
tract. All these characteristics indicate a 
low, rounded, nasalised, back vowel In] 
or bl (low F1 and F , a nasal pole/zero 
pair, and suppressedi‘g [3]). 

The second mode in the production of an 
overtone sound, applies for overtone 
frequencies higher than 800 I_iz. _The_ 
main peak of the spectrum sull uses m 
tune with the intended overtone 
frequency and is interpreted as a combi- 
nation of F2 and F . It may be of interest 
that the singer exp ains this series of 
overtones with the articulatory variation 
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- - FIG. 2. F1 - F plane for stimuli ., gb «…… sung at F0 = 1738 Hz, with „. ;. „... 1 positions of the vowels (IPA 
' symbols) and overtone sounds «1 (represented by the number of the ° u- e corresponding partial). 
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during the word 'worry'. It is known, 3.4. Intensity analysis 
already from the Peterson and Barney 
data, that in a retroflex /r/ the F3 
frequency can be remarkably low and 
can approach the F2 frequency. This has 
also been mentioned by Stevens (1989), 
especially in combination with 
lrprounding, while Sundberg (1987) 
mennoned the effect as the acoustic 
result of a larger cavity directly behind 
the front teeth. 

For the higher overtone sounds, the ameulanon comes near ly/ and fil. where 
continued lip rounding makes it possible 
to bring F and F3 together [4], although 
for the big est overtones a subtle lip 
Spread may b_e needed to reduce the front cavrty to a minimum. 

3.3. The glottal factor 
The very narrow bandwidth of the overtone formant" suggests a good and long glottal closure. We believe that the singer used modal register, with a rela- tively long glottal closure, originating from a firm glottal adduction. This hypfothesrs does not exclude that pe ormers may use the vocal re 'ster as well [7]. I_n all cases, the lofgy g10§ltal closure requues a strong adduction of the vocal folds, which could easily result m general muscular hypertension in the pharyngeal region. This may relate to the prominent role of the buccal cavity, suggested by Hai (1991). 

Up to an overtone frequency of 1.5 kHz, 
the overtone harmonic has a stable rela- 
tive intensity of - 10 dB relative to over- 
all SPL, and dominates the spectrum. 
For higher frequencies, the relative level 
of the overtone harmonic sharply drops 
with a slope of about —18 dB/octave. 

4. THE PERCEPTION OF 
OVERTONE SINGING 

4.1. Material, listening experiment, 
and analysis 
As stimuli we used the Combined set of 
14 overtone sounds and 12 Dutch 
vowels. From these stimuli we used the 
same segment (300 ms) as had been used 
for the acoustical analyses, but we 
shaped the first and final 25 ms 
sinusoidally to avoid the perception of 
clicks. In a computer-controlled 
experiment, these stimuli were judged by 
fifteen listeners on ten 7-point bipolar 
semantic scales. Further details of 

semantic scales will be presented in a 
forthcoming paper. The judgements were 
analyzed by means of multidimensional 
preference analysis MDPREF [2]. In the 
technique of MDPREF a stimulus space 
is constructed in which distance come- 
Sponds to perceptual (dis)similarity. 

4.2. The perceptual stimulus space 
The plane of the first two dimensions Of 
the stimulus space is shown in Fig— 3' 
41 % of the total variation in the judge- 
ments was 

* ;, FIG. 3. The perceptual stimulus 
__, . „ space. The overtone sounds are 

° “"‘" given by the number of their . overtonemnds . . 
.3 . 14 correspondrng partial, the vowels 

I by their IPA symbol. 
.2 ., 13 Il 15 I " 

‚_. I2. i m  : . 
% ' ' "  ” ns 
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° I a D D or 
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“e 
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dimension l 

explained in this plane, while higher 
dimensions each explained less than 
6.3 %. 

The overtone sounds and normally sung 
vowels are perceptually separated clus- 
ters. The vowels are situated roughly in a 
triangle, with the cardinal vowels lil, lul. 
and M at the angles. The overtone 
sounds are roughly ordered according to 
their harmonic number, although the 
stimuli numbered from 4 to 10 can be 
described as a cluster. This probably 
relates to the constant relative energy of 
the overtone harmonic for this set. The 
direction of the overtone sounds is, from 
the lower to the higher numbers, about 
the same as from lvl to li], as may be 
expected from the relation between 
harmonic numbers and F2 frequency 
values. 

4.3. A physical description of the 
perceptual stimulus space 
We attempted to match the perceptual 
stimulus space with multidimensional 
physical descriptions of the stimuli 
[formant frequency space (see Fig. 2), 
l/3-octave bandfilter energy space bath 
by means of the Plomp metric and the 
Klatt metric [2,6]]. These attempts were 
not successful (low correlations between 
coordinate values along dimensions) 
because of the division into two clusters 
of the stimulus space, for which these 
metrics do not present an explanation. 

Some additional perceptual sensitivity to 
the very small bandwidth of the 
"overtone formant", which clearly physi- 
cally separates overtone sounds and 
normally sung vowels, seems necessary 
to explain the results. 
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SOME CROSS LANGUAGE ASPECTS OF 
CO-ARTICULATION 
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ABSTRACT 
The work reported in this paper con- 
cerns som temporal aspects of vowel dy— 
namics in English, French and Swedish. 
The language specific auditory effects of 
dynamic complexity and direction of 
tongue movement are starting points for 
a study of VCV sequences in these three 
languages using dynamic electropalato— 
graphy. Tongue movement is compared 
between the three languages. Results 
support the assumtion that differences in 
auditory impressions of vowels in 
Swedish and English are dependent on 
differences in the timing of similar artic- 
ulatory events whereas French seems to 
employ quite different articulatory 
strategies. 

1 . Introduction 
This paper is a brief progress report on 
research activities in connection with the 
ACCOR project (Articulatory-Acoustic 
Correlations in Coarticulatory Processes: 
A Cross-Language Investigation) which 
is part of ESPRIT’s Basic Research Ac- 
tion program. The work being reported 
on here is focused on articulatory dy- 
namics in VCV utterances and, in partic- 
ular, vowel dynamics in these 
sequences. In many dialects of English, 
high vowels such as lil and [u] are heard 
to glide from a somewhat centralized 
towards a more cardinal vowel quality. 
The corresponding Central Swedish 
vowels tend to display a more complex 
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dynamic behavior with a final offglide 
from cardinal to centralized. In French. 
on the other hand, these vowel colors 
sound essentially constant. These lan- 
guage specific, auditory effects are quite 
characteristic. From a cross-linguistic 
point of view, these dynamic patterns 
tend to typify a phonetic typology based 
on two continuous dimensions: 1) dy- 
namic complexity (monophthongal, 
diphthongal, triphtongal, ...), and 2) 
direction of movement (offgliding, on- 
gliding). Among the languages men- 
tioned above. French would 
approximate the dynamically less com- 
plex type, whereas English and Swedish 
would approximate the dynamically 
more complex type; and English would 
approximate the ongliding type, whereas 
Swedish would approximate the offglid- 
ing type. 

From a motor control point of view, it is 
of some interest to explore the articula- 
tory means employed to bring about 
these effects. It might be assumed, in 
particular, that differences in perceived 
vowel dynamics between some lan- 
guages (perhaps English and Swedish) 
are brought about essentially by means 
of different relative timing of onsets and 
offsets of parallel activity in the articula- 
tory and phonatory subsystems. whereas 
the activity pattern in each particular 
subsystem varies less between the lan- 
guages; other languages (perhaps 
French) might employ a different articu- 



latory scheme altogether. In this paper, 
we present some preliminary electropa- 
latographic (EPG) data relevant to this 
question. 

2. METHODS 
We used the EPG system available at 
Reading to record a set of vowel-con- 
sonant-vowel (VCV) utterances, form- 
ing all possible combinations of V=f1,a/ 
and C=/p,b/. spoken by an Australian 
English, a French, and a Swedish 
speaker. The English and Swedish 
vowels belonged to the set of tense 
vowels; the French vowel inventory has 
no tense vs. lax distinction. Randomly 
ordered lists of these combinations were 
read several times by each speaker. 

3. RESULTS 
We will limit this report to some results 
on the sequence lipi/ as produced by the 
three speakers. Figure 1 shows number 
of activated electrodes (out of a total of 
62) at various points in time for English 
and Swedish; from left to right: a) 

acoustic onset of V1, b) maximum num- 
ber of activated electrodes during V1, c) 
acoustic offset of V1, d) minimum num- 
ber of activated elecnodes (for English = 
acoustic /p/ release, e) (only Swedish) 
acoustic lp/ release, 0 maximum number 
of activated electrodes during V2, g) 
acoustic offset of V2. For French, where 
no clear maxima or minima could be 
discerned. the triangles correspond to a) 
acoustic onset of VI, b) acoustic offset 
of V1, c) acoustic lp/ release, (1) acoustic 
offset of V2. Acoustic segments corre- 
sponding to fill, Ip/ and [1/2 are indi- 
cated at the bottom of the figure for each 
subject. The data represent averages of 5 
repetitions of the test utterance. The 
Swedish data are shown by filled 
squares, the English data by filled 
circles, and the French data by triangles. 
These symbols are connected by straight 
lines. The data are aligned to the point in 
time where there is a minimum number 
of active electrodes for all three subjects. 
This point also corresponds to the [pl re- 
lease for the Australian English and the 
French subject. When the data are syn- 
chronized in this way, the similarity be- 

=Swedish 

——1 English 

——4 French 

Figure 1. Number of activated EPG electrodes at different points in time during the production 
of the utterence lipi/ by an Australian English (circles). a Swedish (squares) and a French 
speaker (triangles). Below: segment boundaries between the vocalic portion 0W1, and lila. 
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tween the overall English and Swedish 
contours. and the difference between 
these and the French contour, are evi- 
dent. In particular, the English and 
Swedish data both display a deep 
"trough” in the electrode activation pat- 
tern, corresponding to a relaxation of the 
tongue position roughly coinciding with 
the consonant; the tendency to such a 
trough in the French pattern is to weak 
to be statistically significant. 

There is, however, a clear difference be— 
tween the English and the Swedish con- 
tours. In the Swedish contour, most of 
the vowel offglides fall within the ve- 
calic segments, whereas they mostly fall 
outside the vocalic segments in the Bug- 
lish contour. In other words, the troughs 
in the respective EPG pattern are differ- 
ently timed relative to the acoustic seg- 
ment boundaries; the minimum number 
of activated electrodes occurs at the 
middle of the consonant segment in the 
Swedish subject, and at the C/V2 bound- 
ary in the Australian-English subject. 
These differences are thus due to a 
different relative timing between the 
tongue articulation underlying the EPG 
activation patterns and the parallel labial 
and glottal activities. 

4. DISCUSSION 
In summary, this limited data set sup- 
ports the assumption that the difference 
in perceived vowel dynamics between 
English and Swedish can be primarily 
brought about by means of different 
relative timing of onsets and offsets of 
aetivity in the articulatory and phonatory 
subsystems, whereas French seems to 
employ a quite different articulatory 
scheme. In French, the auditory impres- 
sion of a constant, non-dynamic vowel 
quality seems to correspond to a con- 
stant articulatory position throughout the 
lîpil sequence. This also shows that the 
presence of a trough in a VCV sequence 
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is language specific rather than universal 
[4], and that its timing relative to acous- 
tic boundaries is related to characteristic 
dynamic properties of vowels in the re- 
spective languages. A further factor 
possibly contributing to the presence of 
troughs in vowel-symmetrical utterances 
in English and Swedish is related to con- 
ditions on aspiration as discussed in [3] 
and [1] [2]. In particular, the aerody- 
namic requirements on the production of 
the stressed. aspirated [pl release would 
include a relatively wide vocal tract (cf. 
[S]), a condition met when the high 
vowel position is temporarily relaxed. In 
French, where voiceless stops are not 
aspirated, or considerably less aspirated, 
this adjustment would not be necessary. 
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ABSTRACT 
This research aims to analyze the spatial 
context effeCts on the timing of 
handwriting. Results show that the 
duration of phases of a given letter is 
influenced by the size and the direction 
of rotation of the following letter. This 
finding suggests, in the same manner as 
for speech, the existence of anticipatory 
processings. 

INTRODUCTION 
La parole et l’écriture sont deux activités 
à finalité sémiotique mobilisant chacune 
différents niveaux de traitement de 
l’information. 

' Les recherches issues notamment de la 
neumpsychologie et de la psychologie 
cognitive [l, 2 et 6] ont montré, qu’entre 
le traitement sémantique et les sorties 
motrices, intervenaient plusieurs modules 
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de contrôle, organisés hiérarchiquement, 
ayant pour fonction d’analyser, de 
transformer et de transmettre 
sériellement l’information d’un niveau à 
un autre. Par ailleurs, le déroulement 
continu des séquences motrices suggère 
une activation en parallèle de ces 
différents niveaux, ce processus 
permettant, en cours de mouvement, une 
préparation anticipée des séquences 
motrices restant à réaliser [S]). 
Ce fonctionnement modulaire, à la fois 
sériel et parallèle, a fait l'objet de 
nombreuses investigations expéri— 
mentales certaines d’entre elles plus 
particulièrement centrées sur les 
phénomènes d’anticipation motrices 
observés avec des contextes inter— 
graphème ou inter-phonème différents 
[3‚ 4]. 
C’est ainsi par exemple que les 
courbures, la taille et la durée de 
l’écriture d’une même lettre sont 
modifiées en fonction de la position de 
cette lettre dans le mot [7] et de la forme 
de la lettre suivante [4]. 
Les travaux de Perkell [3] mettent en 
évidence des phénomènes similaires. Les 
phases composant le mouvement de 
protusion des lèvres destiné à produire 
une voyelle arrondie [u] varient en 
fonction de la partie consonantique 
précédente (CCV ou CV). La durée de la 
première phase (“phase lente”) augmente 
dans la situation CCV (look-ahead 
model)par contre la deuxième phase se 
produit à date fixe (time-locked model) 
par rapport au début acoustique de la 
voyelle, ce qui conduit Perkell à proposer 
un modèle composite (hybrid model). 
Notre recherche sur l’écriture se situe 
dans le cadre de cette discussion 
théorique. Elle vise à analyser dans le cas 
d’une coproduction de deux lettres (P. 2, 
£ e, P. n) les effets du changement de 
taille des lettres (2  E - 8e )  et du 
changement du sens de rotation des 
mouvements (2  9—9. n )  sur le 
déroulement temporel des différentes 
phases composant la première lettre (P. ). 

23 

2. EXPERIENCE 
2.1 Sujets 
L’échantillon est constitué de 5 sujets 
adultes tous droitiers manuels et âgés en 
moyenne de 24 ans. 
2.2 Matériel 
Les mouvements d’écriture sont réalisés 
sur une tablette graphique Numonics 
2202 pour la saisie des coordonnées 
orthogonales de la position d’un stylo 
électronique (fréquence d’échantillon- 
nage 200 Hz, précision, 0.2 mm). 
2.3 Procédure expérimentale 
La tâche a consisté à écrire en cursive les 
paires de lettres “9. ?. ”, “€ e” et “8 n”. 
Les sujets devaient reproduire à vitesse 
normale les couples de lettres en essayant 
de suivre le plus précisément possible un 
modèle transcrit sur la tablette graphique 
et correspondant à un enregistrement 
préalable de leur écriture naturelle. La 
taille des lettres était de 1 cm pour le “6” 
et le “n” et de 2.5 cm pour le “P, ”. Le 
démarrage et l’arrêt du mouvement 
avaient lieu sur la tablette Chaque couple 
de lettres a été reproduit 40 fois. L’ordrc 
de passation des séries a été 
contrebalancé d’un sujet à un autre. 
2.4 Recueil des données. 
Un programme informatique permet le 
calcul et le tracé du profil de vitesse 
(lissé par fonction spline) en 
correspondance avec le tracé xy  
(figure 1). Pour chaque couple de lettres 
on a déterminé sur le profil de vitesse, à 
partir des limites données par les minima 
de vitesse, la durée des deux phases 
temporelles du “2  ”. La phase 1 
correspond au déplacement “ascendant” 
du stylo (up-stroke) et la phase 2 au 
déplacement “descendant” (down-stroke) 
(cf. Fig. 1). Pour le couple “2 € ”  le 
relevé des durées a été effectué sur le 
premier “2 ”. Sur les 40 essais enregistrés 
seuls ont été retenus les 20 essais 
présentant une reproduction précise du 
modèle d’écriture. 
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Fig. 2 Durée des phases 1 et 2 (en ms) du 2 en fonctions de la nature de la lettre 

suivante : 2 (identique), e (différence de taille), n (différence de taille et de 

sens de rotation). 

RESULTATS 
On a calculé pour chaque couple de 
lettres et pour chaque sujet la durée 
moyenne des deux phases du “8 ”. Les 
données ont été traitées globalement par 
analyse de la variance et par le t de 
Student pour les comparaisons par paires. 
Les résultats apparaissent sur la figure 2. 
On constate une relative stabilité de la 
durée de la première phase du “ €  ” 
(F(2,4) = 1.04 non significatif à .05). Par 
contre la durée de la deuxième phase 
augmente en fonction des 
caractéristiques de la lettre suivante 
(F(2,4) : 17.34 p <.01). Cette 
augmentation estt moins importante pour 
“8 e” c'est à dire lorsque le changement 
porte seulement sur la taille que pour 
“8 n” qui présente à la fois changement 
dc taille et de rotation. 

CONCLUSION 
Comme pour la parole [3] on constate 
que les contraintes contextuelles ont un 
effet différencié sur le déroulement 
temporel des phases des mouvements 
d’écriture. 
La stabilité temporelle de la première 
phase du “8  ” semble indiquer qu’il 

24 

I:] phase 2 

e n  

s’agit d’une phase préprogrammée du 
mouvement. Le caractère prédictif du 
déplacement effectué au cours de cette 
phase et le faible temps dont dispose le 
contrôle rétroactif pour traiter et ajuster 
la trajectoire suggèrent l’existenced‘un 
contrôle proactif de cette partie du 
mouvement. 
Par contre l’augmentation de la durée de 
la deuxième phase lors du changement de 
taille et/ou du changement de sens de 
rotation semble correspondre à une 
charge attentionnelle dont 1e système 
moteur est dispensé lorsqu’il s’agit de 
reproduire deux lettres identiques. Cette 
augmentation de temps n‘est pas .dueà 
un contrôle sensoriel de la réalisation de 
cette phase qui ne présente aucune 
difficulté supplémentaire par rapport? 
celle rencontrée en “8 P. ”. Elle parait 
plutôt relever d’une anticipation destinée 
à ajuster-la préparation de la lettre 
suivante.celle-ci étant d’autant Pl“s 
coûteuse pour le système moteur quq le 
nombre de paramètres spatiaux à trauer 
est élevé (taille ou taille et sens de 
rotation). 
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ABSTRACT 
In order to investigate the special tech- 
niques for voice production used by ac- 
tors on stage, recordings have been 
made of two actresses. Fundamental 
frequency distribution analysis has 
shown: firstly, that there are different in- 
dividual speech production strategies 
used by different actors; secondly, that a 
common feature appears to be the con- 
scious exploitation of variability in fun- 
damental frequency in stage speech 
styles; thirdly, that narrowing the range 
of Fo distribution appears to be a useful 
technique for creating intimacy, e.g. in 
order to give an illusion of whispered 
speech on stage. 

1. INTRODUCTION 
Speechasitisproducedbyactorson 
stage, before a larger audience and 
without amplification, requires an extra 
level of distinctiveness in order to carry 
antessageallthewaytothebackrowof 
the theatre. This cannot be done simply 
by raising your voice because that would 
unable the actor to work with speech 
nuances and sensitivity in an optimal 
manner. The actor must use special tech— 
niques for speech production, that must 
not be detected by the audience. These 
must also allow a range of expression 
necessary for creating an illusion of real 
life. 

The purpose of the work reported here is 
to investigate some of the phonetic 
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aspects of speech on stage as compared 
to other normal speech styles. Two 
different modes of stage speech have 
been studied: that of the normal tone of 
voice as in ordinary dramatic discourse, 
and that of the lower tone of voice, i.e. 
the somewhat retracted voice quality 
used to give an illusion of whispering. 
Illusion is a key-word in this case since 
a “real” whisper would not be possible 
to perceive in most theatrical situations. 

This work is the beginning of a series of 
studies of stage-speech, aimed at deter- 
mining the relevant phonetic parameters 
of this kind of speech production. The 
present report deals with the use of fun- 
damental frequency. Other analyses 
have been done, including the measure- 
ment of acoustic vowel space utilization 
and long-time average spectrum 
(LTAS). Results from these analyses 
will be reported at the Xl'lth ICPhS in 
Aix-en-Provence, in August 1991. 

2. METHOD 
Since the acoustic characteristics of the 
theatre-room is essential to the choice of 
strategy for voice production [1]. the 
speech material was recorded on stage. 
in a small theatre in Stockholm. during} 
performance specially arranged for thrs 

PW'POSC- 

Two actresses were recorded. both with 

Professionally trained voices, each per- 

forming the same piece of text three 

times using different speech styles; in 
turn: No 1 - nonnal stage speech style, 
as in ordinary dramatic discourse, No 2 - 
so called “stage whisper”, and No 3 - 
normal person-to-person conversational 
speech style. 

3. ANALYSIS 
Shorter sequences of text, approximately 
20 — 25 sec long, were chosen to be an- 
alyzed in order to study the acoustic 
characteristics ot the three speech styles, 
respectively. Fundamental fi'equency 
was extracted and histograms showing 
Fo distribution were drawn, by means of 
the computer program SWELL [2]. 

4. RESULTS 
Since the two actresses are using some- 
what different production strategies, the 
data will be presented “within subjects”, 
with comparisons made between the 
three speech styles for each subject sep- 
arately. There are, however, in an inter- 
subject comparison, some common 
features concerning the ways in which 
fundamental frequency is distributed. 
These will be commented on in the con- 
cluding remarks. 

4.1 Fe dlstrlbution within subjects 

4.1.1 Subject BA 
For style No 1 (fig B1) the histogram 
shows a total Fo distribution range of 
roughly 100—390 Hz. Mean value: 222 
Hz. Mode: 169 Hz. Standard deviation: 
52.9 Hz. The histogram contour forms a 
neatly gathered figure where the dis- 
tribution is rather evenly spread mainly 
between 150 and 290 Hz, and it has a 
somewhat flatter slope towards the 
higher frequencies. 

In style No 2 “stage whisper” (fig B2) 
the Fo range is less extended, mainly 
covering the area between 120 and 360 
Hz. Mean: 208 Hz. Mode: 206 Hz. 
St.dev: 38.9 Hz. This configuration has 

a triangular shape similar to that of nor- 
mal speech, with a slightly flatter slope 
towards the higher frequencies. The 
mostly favoured frequencies in this style 
lie between 160 and 260 Hz. 
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Flgure B1. Extracted Fo (in Hz) of normal 
stage speech (subject BA). Mean: 222 Hz. 
Mode: 169 Hz. St.dev: 52.9 Hz. 
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Figure az. Extracted Fo (in Hz) or stage 
whisper (subject BA). Mean: 208 Hz. Mode: 
206 Hz. St.dev: 38.9 Hz. 
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Figure Ba. Extracted Fo (in Hz) et normal 
conversational speech (subject BA). Mean: 
185 Hz. Mode: 188 Hz. St.dev: 36.8 Hz. 
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Style No 3 (fig B3) has a total range of 
about 100—380 Hz, though it is mainly 
concentrated to frequencies between 140 
and 280 Hz. Mean: 185 Hz. Mode: 188 
Hz. St.dev: 36.8 Hz. The pattern of 
spreading is almost identical to that of 
the stage whisper (fig B2). The main 
difference between styles No 2 and 3 
lies in the frequency levels being used. 
This could be described as stage whisper 
having a frequency downshift of about 
20 Hz, compared to normal conver- 
sational speech. 

4.1.2 Subject GN 
For style No 1 (fig GI) the Fo distribu- 
tion covers a total range of 100—350 Hz 
but is mainly concentrated to frequen- 
cies between 130 and 270 Hz. Mean: 
186 Hz. Mode: 155 Hz. St.dev: 45.5 Hz. 
The histogram displays a tendency 
towards a bimodal structure where the 
Fo distribution appears to be divided 
into two peaks, one around 160 Hz 
(close to the mode value) and the other 
around 260 Hz. For this subject, how- 
ever, there is no evidence of perturba- 
tions such as diplophonia or switches 
between modal and loft registers. The 
histogram configuration thus pre- 
sumably demonstrates one impact of an 
individual speech strategy. 

In style No 2 “stage whisper" (fig G2) 
the Fo range is less extended, roughly 
covering 100—260 Hz, and with its 
main distribution concentrated to the 
area between 130 and 230 Hz. Mean: 
173 Hz. Mode: 138 Hz. St.dev: 34 Hz. 
The contour of this histogram has a very 
steep slope from around 140 Hz (i.e. 
about mode value) down to 120 Hz. The 
slope towards higher frequencies is 
much flatter. 

Style No 3 (fig G3) has a total range of 
about 100—300 Hz; distribution mainly 
concentrated between 140 and 260 Hz. 
Mean: 195 Hz. Mode: 160 Hz. St.dev: 

37.3 Hz. In this style, the normal con— 
versational speech, there seems to be a 
slight tendency towards the same kind of 
bimodal structure as could be seen in 
style No 1. This is, however, not as ob- 
vious in the normal speech as in the 
stage version. The appearance of the 

9§ 61 

huh 
Q-—.\__“ 

0 
r e c  ILO 100 L‘a 180 200 2 2 0  210 2 6 0  ! lc 300 llß = ‘ \  

Figure G1. Extracted Fo (in Hz) of normal 
stage speech (subject GN). Mean: 186 Hz. 
Mode: 155 Hz. St.dev: 45.5 Hz. 
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Flgure 62. Extracted Fo (in Hz) of stage 
whisper (subject GN). Mean: 173 Hz. Mode: 
138 Hz. St.dev: 34.0 Hz. 
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Figure G3. Extracted Fo (in Hz) of normal 
conversational speech (subject GN). Mean: 
195 Hz. Mode: 160 Hz. St.dev: 37.3 Hz. 
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same distributional pattern in both styles 
may support the image of the individual 
production strategy for this subject. 

5. DISCUSSION 
Subject BA uses a slightly wider total 
range of fundamental frequency in her 
normal stage speech but the effectively 
utilized range in this style is about as 
wide as that of her normal conver- 
sational speech (table BA). For the stage 
speech, however, Fo appears to be some- 
what higher (+10 Hz) throughout. The 
mean value here is relatively much 
higher, and so is the standard deviation 
which gives evidence of a much greater 
variability of fundamental frequency in 
the normal stage speech style.In her 
whispered style, on the other hand. the 
effective Fo range is much narrowcr. 
Mean and mode values are almost the 
same, and standard deviation is much 
smaller. This also indicates less variabil- 
ity in whispered as Opposed to normal 
stage speech. 

Subject GN is consistently using a wider 
Fo range in her normal stage speech, 
totally as well as effectively utilized 
(table GN). Mean and mode values are 
somewhat lower in both her stage 
speech styles than in her normal conver- 
sational style. The standard deviation is 
higher in her normal stage speech, 
giving evidence of a greater variability 
in this style. In her whispered style the 

Table BA 
Style Mean Mode Stdev Total 

range 
N01 222 169 52.9 100-390 
N02 208 206 38.9 120-360 
N03 185 188 36.8 100-380 

Effect. 
range 
1 50-290 
1 60-260 
1 40-280 

Table GN 
Style Mean Mode St.dev Total Effect. 

range range 
N01 186 155 45.5 100-350 130-270 
Noz 173 138 34.0 100-260 130-230 
No 3 195 160 37.3 100-300 140-260 
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Fo range is more compressed, and the 
mean and mode values are much lower 
(roughly —20 HZ) compared to her nor- 
mal conversational speech. 

Using a wider range of Fo usually ap- 
plies to normal conversational speech as 
well when the speaker wishes to empha- 
size or distinguish something in the 
spoken message. It is therefore not sur- 
prising to find that this appears to be 
systematically used in stage speech. 
Decreasing the F0 range appears to be an 
effective way of establishing a more in- 
timate speech. character, in order to cre- 
ate an illusion of whispered speech. In 
addition to this, as a recurrent theatrical 
technique, visual means of conveying 
the message are being used, such as pos- 
ture and bodily behaviour, which are 
crucial elements in stage acting. 
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ABSTRACT 
The rich consonantal system of Irish 

offers a testing ground for the hypothe51s 
that the phonology of a specific lan g_e 
may constrain otherwise (presumed unr- 
versal coarticulatory tendencies. Articu- 
latory and acoustic measures of coartrc— 
ulation for VCV sequences are presented, 
where V = each of 5 tense vowels, and 
C = voiced stops for each of 6 contrasting 
places of articulation (involving primary 
and/or secondary places of articulatron). 
Results do in general support the hypo- 
thesis; coarticulation of Irish stops is very 
limited when compared with known data 
from other languages. Such coarticula— 
tion as was found, tended to be carryover 
rather than anticipatory. Fairly extensive 
acoustic (but not articulatory) evidence 
for coarticulation was found for lg]. F2 
for articulations in this region may be 
particularly sensitive to lip rounding. 

1. INTRODUCTION 
Irish (Gaelic) stops offer a means of 

testing the hypothesis that a phonological 
system with a large number of contrasts 
will constrain the extent to which 'coar- 
ticulation is “allowed". The consonantal 
system of Irish involves a dichotomy into 
a palatalised series (phonologically sym- 
bolised with N) and a velarised series of 
segments; The opposition of palatalised 
and velarised pairs may involve simply 
the secondary articulation (e.g., lb, b'/ = 
[bn bîl), the ' articulation (e.g., 
/g‚ g'/ = [3,3]; a combination of both 
(e.g., Id, d'! = (QT. 95]). Given that Irish 
has a six way contrast, one would predict 
that coarticulation for these stops would 
be much more limited than in a language 
with, say, a three way contrast. 

2. METHODS AND MATERIALS 
Recordings were of evenly stressed 

VCV utterances, where C = one of the 
stops lb'. 13. d'. d. g‘. gl and V = one of 
the tense vowels / i, e, a, o, ul, spoken by 
a male speaker of Connemara Irish. Two 
separate recordings were made; one with 
simultaneous EPG and speech waveform, 
and a second high quality acoustic 
recording, on which our spectrographic 
measurements are based. In the latter, 
there were five repetitions of each conso- 
nant in each vocalic environment, i.e. a 
total of 750 items. The EPG recording 
was similar excepting the omission of 
labial consonants. 

From our spectrograms we measured 
in each instance the frequency of F2 at 
the following four points: the V1 steady 
state, the V2 steady state, the endpoint of 
the transition from V1 to the consonant 
which we term locus 1 (L1), and the 
starting point of the transition from con- 
sonant to V2, which we term locus 2 
(L2). Our urea were_intentionally 
modelled on those used in Ohman's clas- 
sic study of coarticulation [3], and our re- 
sults are compared below with some of 
his. In the EPG data we measured the 
contact pattern at the first frame for 
which there was evidence of full closure 
(C) and at the last frame for which there 
was full closure prior to the consonants 
release (R). As for the velar stops, the 
occlusion was further back than the last 
row on the palate, points C and R_were 
determined from the acoustic recordmg. 

3. RESULTS 

3.1 Articulatory measures 
The results largely support our hYPO' 

thesis. Fig. 1 illustrates the frequency of 
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Fig. 1. % contact EPG row for /d'‚ g', g/ of Irish at time point C. Contexts: 
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EPG activation per row for ld', g’, g/ at 
point C in the symmetrical vowel 
contexts /i—-i/‚ la—a/ and lu-ul, which 
serve to illustrate the maximum likely 
range of coarticulation. (Note that row 1 
of the EPG palate corresponds to the 
dental region, and row 8 to the back of 
the hard palate.) Data for the dental /d/ 
in the first two of these environments is 
similarly shown in Fig. 2 along with 
roughly comparable data for dental stops 
in French and Italian, taken from [2]. 
The comparison gives only a general im— 
pression of differences, as the data for the 
latter two languages differed somewhat 
from the Irish. They involved voiceless 
consonants measured in / 'tV/ words. 
Furthermore, the low vowel has a more 
front quality in these languages. 

Some coarticulation does occur for 
the Irish stops. For lg'l and for lg/ 
(insofar as one can determine from the 
limited contact pattern in the latter) the 
primary place of articulation appears to 
be more advanced in li-i/ as compared 
to lu-u/ and la-a/ environments. For 
/g'/ the front of the tongue forward of the 
constriction is also relatively higher in 
the /i-i/ context. A greater raising of the 

la-a/ and ale—* = /u-u/. 

tongue front can also be observed for /d'/ 
in this environment. Of the four stops, 
ld/ exhibited least coarticulation. For 
all, the difference is negligible by time 
point R: the li—i/ and lu—u/ environ- 
ments yield almost identical contact pat- 
terns, whereas a slightly lower tongue 
body is in some cases observed in the 
la —a/ environment. 
Fig. 2 illustrates the striking lack of 
coarticulation in Irish Id], as compared 
to the other languages. For Italian and 
French, the tongue front would appear to 
be much higher in the /i-i/ than in the 
la-a/ environment (as can be deduced 
from the relative degree of EPG activa- 
tion in rows 4 to 8). The tongue body 
behind the primary constriction is free to 
coarticulate to the vowel's configuration. 
This contrasts sharply with the Irish pat- 
tern, which shows virtually no contextual 
difference for these rows. In French, the 
primary place of articulation is also af— 
fected by the vocalic context: one would 
infer a lamino postalveolar articulation in 
/i—i/‚ as compared to a more a ical 
dental-alveolar articulation in the a-a/ 
context. In Irish, the differences that 
emerge in the three anterior rows of the 
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% contact per EPG row for dental stops: /d/ in Irish; /t/ in French and 
Italian. Contexts: c1— - 'D = li—i/ and --—-- = la—a/ (Irish) and la—a/ 
(French and Italian). Further differences in contexts are explained in text. 
French and Italian data from Fametani et al. [2]. 
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palate suggest a greater depression of the 
tongue blade in the li-i/ context. This is 
the opposite of what might be expected if 
coarticulation were to occur, and sug- 
gests considerable coarticulatory resis- 
tance for this stop. Note that in terms of 
primary and secondary articulation, the 
dental phoneme of French occupies about 
the same phonetic space as the dental and 
postalveolar phonemes of Irish. 

The asymmetrical vowel contexts 
permit inferences on the direction of co- 
articulation. Carryover coarticulation is 
clearly dominant. V1 effects are seen at 
time point C but only marginally at time 
point R. V2 appears to have little effect 
at either point. Even in the symmetrical 
vowel contexts, differences noted at time 
point C were largely absent at point R. 

3.2 Acoustic measures 
The acoustic measures also suggest 
considerable constraint on coarticulation. 

kHz Irish 
L1 

l i ‘  d l  ‘ ;  _____ ' _____ i 
g . I- 

b 

L2 

Fig. 3 shows overall averages for L1 and 
L2 as a function of V1 and V2 
respectively. This shows the correlation 
between L1 and V1 (or between L2 and 
V2). As the vowels are arranged in the 
order of descending F2, coarticulation 
would be indicated by a negative slope 
for the line connecting L averages: the 
steeper the slope, the greater the degree 
of coarticulation to the “near" vowel. 
The range of variability in L1 (or L2) due 
to the transconsonantal vowel is also 
shown by the vertical lines which run 
through the average values. For exam- 
ple, a longer line for L1 reflects a greater 
degree of coarticulation to V2. The same 
would hold for L2 ranges as a reflection 
of carryover V1 influence. The right 
hand panel in this figure shows similar 
data for Swedish, calculated from 
Tables II and IV in [3]. The two sets of 
data differ in that for Swedish, only 
rounded vowels were used. Ohman esti- 

kHz Swedish 
Ll 

J 

i n s e t  
L1 average values as a function of V1 (upper panels), and L2 averages as a 
function of V2 .(lower panels). Vertical lines through average values show 
range of variation in any VC— (or -CV) sequence as a function of the 
transconsonantal vowel. Swedish data calculated from Ohman [3]. 
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mated that if the near vowel is kept 
constant, an L1 or L2 range of over 
100 Hz can with confidence be attributed 
to a coarticulatory influence of the 
transconsonantal vowel. 

Locus variation is very limited in 
Irish, as comparison with Swedish shows. 
Considering first the effects of the near 
vowel, one can see major locus shifts in 
Swedish (i.e. L1 varies greatly with V1; 
L2 covaries with V2). In Irish, a much 
more limited coarticulation is found for 
L1 as a function of V1. Only with / gl is 
the extent striking. There is virtually no 
evidence of L2 coarticulation to V2. 

The effect of the transconsonantal 
vowel is also generally very limited in 
Irish, judging by the length of the vertical 
lines. The velar stop is again the excep- 
tion. Note also the marked difference in 
directionality: L2 ranges (for ] g /) are 
large, showing the carryover effect of 
V1; L2 ranges are typically ve re— 
stricted (for all stops, including ] g , in- 
dicating a general absence of anticipatory 
coarticulation. The average range of lo- 
cus variation (L1 and L2) as a function of 
the transconsonantal vowel is 122 Hz for 
all the consonants (97 Hz if one omits [.2 
of /g/). Ohman gives a comparable aver- 
age of 280 Hz for the Swedish data. This 
is very close to that obtained in this study 
for L2 of ] g], which was 290 Hz. 

Taking both the effects of the near 
and the transconsonantal vowel into ac- 
count one can observe that F2 locus val- 
ues are much more unique for the Irish 
stops than for the Swedish. As pointed 
out by Ohman, for a given VC— (or —CV) 
sequence, there is typically considerable 
overlap of locus values, particularly for 
Swedish Id] and lg]. The only striking 
case of overlap in Irish is for ] g] and lb] 
when V1 = lol or In]. 

4. CONCLUSIONS 
Both the acoustic and articulatory 

measures point to stops in Irish being rel— 
atively resistant to coarticulation. This 
broadly supports the hypothesis that 
coarticulation is constrained by the 
phonology of a particular language, and 
that the propensity to coarticulation can 
to some extent, be predicted from the size 
of the phonological inventory. Some 
limited carryover effects are found: V1 
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affects C and L1, but generally has little 
effect on R and L2 (excepting L2 of /g/). 
There is virtually no evidence of antici- 
patory coarticulation. 

Not everything, however, can be ac- 
counted for in terms of phonological con- 
straints. The much greater acoustic evi- 
dence of coarticulation for lg] than for 
the other consonants would not be 
predicted on phonological grounds. Nor 
would it be expected on the basis of the 
articulatory data. Looking back at Fig. 1, 
there would appear to be at least as much 
articulatory evidence of coarticulation for 
/g'/ as for / g] (although the articulation 
of the latter can only be inferred on the 
basis of EPG data). Yet it is striking how 
different the acoustic measures are for 
these two stops, with / g / showing by far 
the most variability, and /g'] almost least. 

An explanation of this apparent 
acoustic/articulatory "mismatch" would 
probably need to invoke the role of lip 
rounding as a contributory factor to the 
acoustic coarticulation in ] g]. Fant's [1] 
nomograms suggest that for constrictions 
in the velar region, F2 would be very 
sensitive to lip rounding on the one hand 
and to tongue advancement/retraction on 
the other. If this line of explanation is 
correct, it suggests in turn that palatals 
may be characterised by a high degree of 
acoustic stability. We hope to investigate 
this area more fully in the future, using 
additional techniques for measuring lip 
movement. 
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_ ABSTRACT called undersh t This study . investigated phenomenon. The: strggg vowel reduction (the so- version o f  duration- called _ undershoot dependent undershoot [1] phenomenon) an "Clear" (CS) makes vowel duration the vs. Citation—Form" (CF) only determinant o f  un- speech. Undershoot was dershoot. On the Cuber readily observable for all 
5 speakers. Furthermore, 
the _results suggested that 
CS is not merely a louder 
ver31on o f  normal speech, 
but it involves an active reorganization of  phonetic gestures. A perception test 
showed that, in general, 
CS is more intelligible 
than CF under identical S/N conditions. 

1. INTRODUCTION 
In “this study we 
investigated the acoustic characteristics of  "clear speech" which was defined in terms o f  an explicit instruction to subjects to "overarticulate". 

The following questions 
were addressed: Is clear speech merely a louder 
vers1on of  citation-form speech? Or does it also 
1nvolve an active re- organization o f  speech ges— 
tures? If  so, what is the perceptual significance o f  that reorganization? 

The point of  departure 
for the present experiments 
is unresolved issues o f  vowel reduction and the so- 
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hand, there are findings in 
the literature[2] that are 
at variance with that 
model. 

2 .  ACOUSTIC EXPERIMENT 
2 . 1  Procedure 
To induce duration- 
dependent undershoot, the 
following test words were 
used: wheel, wheeling, 
Wealingham, will, willing 
Willin ham, well, welling 
Wellingby, wail, wailing 
and Wailingby. The 
following three criteria 
were considered in 
selecting the test words. 
First, get a maximum locus- 
to-target distance. Sec- 
ond, the vowels under 
analysis must have equal 
stress. Finally, the 
duration o f  the vowels of  
interest should vary 
systematically over a 
considerable range. .  The 
first condition was imposed 
because the larger a given 
formant movement, the 
greater the possibility 
that it will serve as a 
sensitive indication of 
articulatory undershoot. 
It was met by selecting 
front vowels in a labio- 

velar context. The second 
and third criteria were met 
by using so-called word— 
length e f fec t .  

In addition to the /w/- 
vowel-/l/ contexts, the 
same front vowels were also 
measured in an /h/-vowel- 
/d/ context. Those mea- 
surements were used to  pro- 
vide null-context target 
values. 

For citation-form 
speech, subjects received 
no other instructions than 
to keep their effort  and 
tempo constant and at 
comfortable levels. For 
clear—speech, they were 
explicitly instructed to 
overarticulate, that is to 
read the words as clearly 
as they could. To maintain 
this performance, during 
the recording o f  clear 
speech, at unpredictable 
moments, the subject was 
interrupted through the 
intercom by the 
experimenter who would 
pretend that the token just 
pronounced had not been 
understood, and would ask 
for a repetition. A total 
o f  5 speakers were recorded 
and measured. 

2 . 2 .  Results 
There is a clear 

duration dependent 
undershoot e f f ec t :  As 
vowels get shorter , the 
formant measurements are 
shifted further and further 
away from their null— 
context values and closer 
and closer to their 
position in [ w ] .  

,A closer examination o f  
the raw data indicates that 
the undershoot ef fects  are 
vowel-specific. In gen- 
eral, tense vowels are more 
resistant to undershoot 
than lax vowels. 

Also, the degree of  
undershoot is talker- 
specific. Each individual 
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talker' exhibits. his own 
pattern of  undershoot. 

Undershoot is also 
style-specific: When the 
clear speech measurements 
are compared with the data 
from the other conditions 
in an Fz—Fl vowel space 
diagram, it becomes clear 
that, for all speakers and 
all conditions, it is 
closer to the formant 
patterns of  the null- 
context vowels. Another way 
of expressing that 
observation is to say that 
clear speech is more 
peripheral in the vowel 
space than citation-form 
speech. It seems as i f  the 
vowel space is a flexible 
object which Speakers can 
adaptively expand or 
centract according to 
situational needs. 

These findings refute 
the strong version of  the 
undershoot model: 
Information on vowel 
duration alone is not 
sufficient to predict 
formant undershoot. Also 
these results suggest that 
clear speech is not merely 
citation—form speech spoken 
louder and more slowly. 
Clear speech transforms 
also involve an active 
reorganization of  phonetic 
gestures. 

A decaying exponential 
model .  was fitted to the 
data from 2 speakers to 
obtain a more systematical 
and economical description. 
The results indicate that 
the claims made above 
(vowel—s ecific, style— 
specific and talker— 
specific undershoot 
pattern) shal 1 be weakened 
to some extent. It was 
shown that the dependence 
of  degree o f  undershoot on 
identity of  vowels and 
speaking’ styles is not as 
strong as it looked based 
on the raw data. For at 



least one speaker, 
undershoot effects are 
fairly uniform for all 
vowels and all speaking 
styles, provided that 
appropriate target values 
are selected for styles and 
vowels. This modeling also 
shows that speakers differ 
in terms of the 
coefficients used to 
describe degree of  
undershoot. However, this 
fact does not suggest that 
the speakers need to 
control these variations 
directly. These variations 
are likely to be the 
results of  the articulatory 
movements themselves and o f  
the non-linear acoustic 
mapping of  the articulatory 
gestures, not the results 
o f  active control over 
those constraints. 

3 .  PERCEPTUAL EXPERIMENT‘ 
What is the perceptual 

significance of  the 
observed acoustic changes? 
It is reasonable to assume 
that, when people speak 
more clearly, they do so to  
communicate better and to 
make their speech more in- 
telligible to the listener. 
We must ask then, are the 
clear speech tokens indeed 
more intelligible than the 
citation-form speech 
tokens? To address this 
question, the following 
perception experiment was 
carried out. 

3 .1 .  Procedure 
The samples for the 

listening test were chosen 
from a subset o f  the words 
analyzed acoustically. A 
single representative token 
was selected for each 
combination of  speaker, 
vowel, word-length and 
speaking style. From the 
various repetitions of  the 
test items, the exemplar 
which showed a median 
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"acoustic distance" to the 
null-context was taken as 
the representative token. 
For the present purposes, 
acoustic distance is 
defined as the Euclidean 
distance between two points 
in a three-dimensional 
formant space calibrated in 
Mel units. 

The representative words 
were mixed with five 
different levels of  low— 
frequency weighted Gaussian 
noise which had a spectral 
shape o f  -6dB/oct. One of 
the noticeable differences 
between citation-form 
speech and clear speech was 
their different 
intensities. For all five 
speakers, clear speech was 
approximately 3-5 dB. more 
intense than citation-form 
speech… Since our aim was 
to undertake an 
intelligibility test based 
solely on acoustic 
characteristics other than 
amplitude, the differences 
in loudness was normalized 
by using a special computer 
program written by Jerry 
Lame. 

Each stimulus was led by 
a 150ms segment o f  speech- 
free noise and was also 
followed by an interval of  
noise adjusted so that the 
duration of  the whole 
stimulus would be the same 
within a given speaker. 
There were 120 stimuli per 
speaker. 

These stimuli were 
presented to normal hearing 
subjects for identification 
through headphones. At 
least 2 4  responses ‘were 
collected for each "stimu- 
lus. 

The responses were 
processed for each speaker 
and the percentage o f  cor- 
rect identification was 
calculated for each step of  
S/N ratio. 

3 . 2 .  Results 
In general, the tense 

vowels show a strong clear- 
speech advantage while the 
lax 'vowels do not. This 
pattern is consistent for 
all 5 speakers. 

However, let us now 
consider an alternative 
measure o f  S/N ratio . It 
is the same as before for 
citation—form speech but 
does not involve 
normalizing clear speech. 
It leaves intensity 
differences between clear 
and citation-form speech as 
they"were on ‘the original 
tape recordings. 

When the second 
definition of  S/N ratio is 
applied‘ to the present 
data, all test words, when 
spoken clearly, tend to be 
more intelligible. With 
only marginal exceptions 
that observation is true 
for all speakers and for 
all test words. 

It can be 
that the reason for the 
perceptual advantage o f  
clear speech is multi- 
dimensional.- First, clear 
speech words tended to be 
3-5 dB more intense than 
citation forms. Second, 
the formant patterns o f  the 
clear speech vowels were 
found to be closer to their 
null—context values. And 
also clear—speech is longer 
in duration than citation— 
form speech. In other 
words, speakers used 
various strategies to keep 
undershoot ef fects down in 
clear speech. 

The 

speculated 

intelligibility 
tests indicate that, in the 
case o f  tense vowels, these 
formant pattern adaptations 
and systematic duration 
changes are likely to be 
responsible for the 
improved identification 
scores o f  clear speech. 

Although the style- 
dependent formant changes 
and duration changes in lax 
vowels were entirely 
analogous to those for the 
tense vowels, they were not 
sufficient to make the 
clear variants more 
intelligible. 

4 .  CONCLUSION 
It has been shown that 

clear speech is a speech 
act which involves active 
reorganization of  acoustic 
patterns and the underlying 
articulatory gestures, and 
that it has clear 
perceptual advantages. 

Everyday informal 
experience suggests that 
"clear speech" is invoked 
by a speaker to meet 
certain communicative and 
situational demands. And 
that speakers change and 
modify their speech 
according 'to ‘the needs of  
their listeners. 

The present results 
indicate that speakers are 
quite capable o f  doing so 
in an experimental 
situation. They show an 
ability to successfully 
adapt to varying demands 
for explicit signal 
information. 
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_ ABSTRACT 
Nasality judgments of oral and nasal 
vowels in nasal, oral, and null contexts 
were elicited from American English 
listeners. While nasal vowels were most 
often perceived as nasal, listeners per- 
formed best on vowels in isolation and 
worst on vowels in a nasal context. The 
consequences of these results for current 
approaches to coarticulatory compensa— 
tion are discussed. 

1. INTRODUCTION 
A growing body of data indicates that 

vowel perception is influenced by pho- 
netic context such that listeners adjust 
for the coarticulatory effects of adjacent 
consonants. For example, Kawasaki [2] 
showed that perceived vowel nasality is 
enhanced as flanking nasal consonants 
are attenuated; the same vowels in a 
clearly audible nasal context are more 
likely to be perceived as oral. One 
possible interpretation of these results is 
that, when presented with a nasal vowel 
in a nasal consonant context, listeners do 
not integrate the nasal resonance with 
the vowel itself, but instead hear it as 
part of the nasal consonant [1]. 

However, the results of Krakow et al. 
[3] have been interpreted as suggesting 
that listeners are able to associate the 
nasal resonance in a vowel in a nasal- 
izing context with nasal coupling. We 
found that, for American English 
listeners, oral and nasal vowels produced 
with the same oral tract shape were 
perceived as having the same height 
given an appropriate coarticulatory con- 
text (i.e., CVC vs. CVNC, where C is an 
oral consonant and N is a nasal conso- 
nant). But when the oral and nasal 
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vowels were embedded in an oral con- 
text, the nasal vowels were perceived as 
shifted in height (CVC vs. CVC). We 
suggested that, lacking a context for 
nasality, listeners interpreted the low- 
frequency nasal resonance of the nasal 
vowels in CVC syllables as reflecting a 

_ shift in tongue/jaw height. In contrast, 
the presence of a nasal consonant in 
CV NC syllables enabled listeners to cor- 
rectly attribute the low-frequency nasal 
resonance in the nasal vowel to nasal 
coupling. 

The results of Kawasaki [2] and 
Krakow et al. [3] therefore allow for 
conflicting interpretations. But the po— 
tential conflict cannot be resolved with 
these two studies alone as there are sev- 
eral methodological differences which 
may have influenced the findings. First, 
Kawasaki compared nasal vowels in ap— 
propriate coarticulatory contexts (NVN) 
and isolation (V), while we com ared 
nasal vowels in appro riate (C NC) 
and inappropriate (CVPC) consonantal 
contexts. It is unlikely that the percep- 
tion of vowels in an inappropriate conso- 
nantal context is analogous to the per- 
ception of vowels in no context. Sec— 

_ ond, Kawasaki examined nasality judg- 
ments while we examined vowel height 
Judgments. It is possible that, although 
listeners in our study were able to cor- 
rectly attribute the effects of nasal cou- 
pling on the vowel spectrum to nasality 
(in CVNC contexts), they would not 
have labeled these vowels as “nasal”. 
Third, Kawasaki used edited natural 
speech while we used synthetic speech. 

These differences leave many ques— 
tions regarding the effects of coarticula- 
tory contexts on perceived vowel 

nasality unresolved and provide the 
basis for the present study, which 
compared listeners’ judgments of edited 
naturally produced tokens of nasal and 
oral vowels in C_C, N_N, and #__# (null) 
contexts. Using data obtained from 
vowel nasality judgments (elicited in a 
paired comparison test) and vowel 
identity judgments (matching test), we 
address the following questions: (1) Can 
listeners determine whether a vowel in a 
nasal context is nasalized? Kawasaki’s 
results indicate that listeners will iden- 
tify the vowel in NVN as oral, while our - 
interpretation of Krakow et al. suggests 
that listeners might perceive the vowel 
as nasal. (2) Are listeners more accurate 
at determining the nasality of a vowel in 
isolation than in (an appropriate or inap- 
pr0priate) context? Previous work by 
Stevens et al. [4] suggests that within— 
category information regarding vowel 
quality is more evident in isolated 
vowels than in vowels in context. Here 
we ask whether the same is true of 
vowel nasality. (3) Are listeners more 
accurate when judging oral vowels as 
oral than when judging nasal vowels as 
nasal? Is nasality per se problematic, 
irrespective of the context? 

2. METHODOLOGY 
We recorded a male native speaker of 

American English producing multiple 
tokens of bed and men. Two tokens of 
each were selected so as to yield two 
beg-mgr; pairings whose members were 
matched as closely as possible for 
duration and intensity. Waveform 
editing techniques were used to create 
the following 6 s llable types: CVC 
([bedl). NVN ([m n]), isolated oral V 
([E] from [bed]), isolated nasal vowel 
([ë] from [mân]). cross—Spliced CVC 
([bäd] with consonants from bed and 
vowel from m1), and cross-spliced 
NVN ([men] with consonants from mm 
and vowel from 1551). To control for any 
effects of Splicing, the CVC and NVN 
tokens were created by splicing across 
the two repetitions of each pair type.1 

Twelve native speakers of American 
English were asked to respond in two 
test conditions. The Matching test in- 
volved an ABX format. In each trial, 
listeners heard two consonant-vowel- 
consonant syllables followed by an iso- 
lated vowel. Listeners were asked to de- 
termine whether the isolated vowel 
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sounded more like the vowel in the first 
or second consonant—vowel-consonant 
syllable. Each AB pair was either CVC— 
CVC or NVN-NVN and X was either V 
or V, yielding four ABX condition types. 

A Paired Comparison test was pre- 
sented after the Matching test. This test 
involved all possible pairings (AB) of 
the 6 types of syllables, for a total of 21 
condition types. Listeners were asked to 
determine whether the first or second 
member of each pair sounded “more 
nasal” or whether they sounded “equally 
nasal”. For both tests, there were 8 ran- 
domized repetitions of each condition, 
with the order of A and B in each 
condition counter-balanced.2 
3. RESULTS 

AB Pairs 

Figure 1. Matching test results. Each column 
represents responses to one of the ABX 
conditions (where A and B differ in vowel 
nasality). A or B (the correct match to X) is 
represented along the abscissa.and X is 
represented by column type (solid or hatched). 

Figure 1 shows the percent correct re- 
sponses to the Matching test. Listeners 
were generally quite accurate at match- 
ing vowels in (appropriate or inappropri— 
ate) context to vowels in isolation on the- 
basis of nasality. Nonetheless, listeners 
were more accurate at matching oral 
vowelssthan nasal vowels, and more ac- 
curate at matching isolated vowels to 
vowels in an oral context than to vowels 
in a nasal context. Listeners did least 
well matching NVN and V, making the 
most common error a match between 
NVN and V. Listeners incorrectly 
matched NVN to V over 30% of the 
time; they incorrectly matched NVN to 
V less than 20% of the time. - - 

Figures 2-4, which we shall address in ‘ 
turn, show the results of the Paired 
Comparison test. Figure 2 focuses on 
the effect of inappropriate consonantal 
versus null contexts on perceived vowel 



nasality. For all types of pairings. the 
nasality of a nasal vowel was more often 
correctly judged when in isolation (V) 
than when in a NVN context (Fig. 2a) or 
in a CVC context (with one exception; 
Fig. 2b). Comparison of the perceived 
nasality of nasal vowels in consonantal 
contexts shows greater accuracy for 
vowels in inappiogriate CV C contexts 
than appropriate N contexts (Fig. 2c). 
Apparently, an inappropriate conso- 
nantal context (CVC) makes nasality 
more evident than an appro riate one 
(NVN), but a null context ( ) makes 
nasality most evident. 

A 
100 ... sol I v 

au . Ni'iN 

_
5

 0 < 0 < 

%
c

o
r

r
e

c
t

 

‚
5

8
8

8
8

8
3

8
8

8
 

NVN v cvc NVN C100 __ 
:} I cvc 
vo— NŸN 
“l ” 

Comparison 
Figure 2. Paired comparison test results showing 
the effect of context. Each column represents 
correct responses to the AB comparison 
indicated. (Some conditions are repeated for 
reference.) 

Figure 3 addresses the question of 
whether vowel nasality is more difficult 
to assess on nasal vowels than on oral 
vowels for American English listeners, 
independent of context. With one ex- 
ception, listeners were less accurate at 
judging two nasal vowels as similar than 
they were at making the same judgment 
of two oral vowels. 

40 

too I oral vowel 
” nasal vowel 

“ 33 a“ 
E so {if ‚f); . /_ _ A 8 so ;-' % __ . 

40 .? {; :. : 
* so ÿ . ; 

to ÿ 
o I. .- 

# 0 4° # O # 
* O 4» 
“" 90 tr» ‘0  w "" 

Context 
Figure 3. Results of paired comparisons 
between the contexts shown for two oral or two 
nasal vowels. 

The exceptions to the two 
generalizations above both involved the 
N_N context, leading us to ask whether 
the N_N context _is problematic irre- 
spective of vowel nasality. Figure 4 
shows listeners’ responses to pairs in- 
volvin g one oral and one nasal member. 
The data represent the percentage of 
“more nasal” responses to each pair 
member. Nasal pair members were 
judged “more nasal” more often than 
oral ones when the oral vowels were in 
isolation (Fig. 4a) or in an oral context 
(Fig. 4b). But, in a nasal context, the 
oral member was more often judged as 
the more nasal member (Fig. 4c). 

4. DISCUSSION 
Overall, the results suggest that 

perception of vowel nasality is influ- 
enced by the coarticulatory context in 
which the vowel occurs. In two types of 
tests designed to elicit nasality assess- 
ments, American English listeners were 
less accurate at judging a vowel as nasal 
in appropriate (N_N) than in inappropri— 
ate (C_C, #_#) contexts. However, the 
data exhibit certain patterns not predict- 
ed by current approaches to coarticula- 
tory compensation. One such pattern is 
that listeners were generally more accu- 
rate at judging oral vowels as oral than 
judging nasal vowels as nasal, irrespec- 
tive of coarticulatory context. This find- 
ing may be linked to the non-distinctive 
status of vowel nasality in English, and 
points to the importance of extending 
this research to languages with distinc- 
tive vowel nasalization. A second pat- 
tem is that the distinction between “ap- 
propriate” and “inappropriate” coartic- 
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ulatory contexts is insufficient to explain 
listeners’ judgments. That is, listeners 
perform less accurately on C_C than #_# 
conditions, both of which are inappro- 
priate contexts for vowel nasalization in 
English. 

A Isolated oral vowel 

"3% . ara! vowel 
3: nasal vowel 
so 
so 
40 
so 
zo 
to ' 
0 

V CVC NVN 
B 
100 g so 

so a „ 
ung $ f— 40 
Q so 
“ i3 ° ., 

ä ° ” H ” ‚.? v cvc NVN 
* C Oral vowel in nasal context 

100 
90 
so 70 
so 
so 
40 
so zo 
to 
0 

if Cii’c N N 
Comparison 

Figure 4. Results of paired comparisons be- 
tween oral and nasal vowels. The oral member of 
each pair is represented in each panel (a-c); the 
nasal member of each pair is represented in the 
abscissa. 

Furthermore, the present data fail to 
support a strong interpretation of the 
results of either Kawasaki or Krakow et 
al. Listener judgments of nasal vowels 
in appropriate nasal contexts (NVN ) 
were not as consistently oral or nasal as 
the former or latter, respectively, seem 
to predict. While the data suggest that 
listeners may factor out some of the 
nasality given an appropriate coartic- 
ulatory context, they are still more likely 
to judge these vowels as nasal than oral. 
In general, American English listeners 
demonstrate a lack of certainty as to the 
nasality of vowels in nasal contexts, an 
uncertain? which holds for both appro- 
priate (N N) and inappropriate (NVN) 
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coarticulatory nasal contexts. (It is 
unclear from these data whether the 
unexpectedly large number of “more 
nasal” responses to NVN stimuli reflect 
the phenomenon of hyponasality or 
whether these stimuli simply sounded- 
odd to listeners, with “odd" being 
encoded as a “more nasal” response.) 
Listeners appear to be tacitly aware that 
a nasalizing context alters a phonemi- 
cally oral vowel. And, in most cases, 
they will report a nasality difference be- 
tween a contextually appropriate nasal 
vowel and a corresponding contextually 
appropriate oral vowel. 
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1 To control for duration differences (the oral 
vowels in C_C contexts being roughly 50 ms 
longer than the nasal vowels in N_N contexts), 
vowel length was manipulated in the isolated 
vowels and cross-spliced syllables, creating in 
addition to the normal-length versions, long 
versions of the nasal vowels and short versions 
of the oral vowels. 

2 For all test pairs, vowel durations were 
matched, with the selected duration corre- 
sponding to that of the vowel in an appropriate 
context; in the few pairs where neither pair mem- 
ber was in an appropriate context for En glish, the 
duration was that which would normally occur in 
that context (i.e., longer durations in C_C 
contexts and shorter durations in N_N contexts). 



PERCEPTION =D? PREVOICL'D STOP CONSONAN‘I'S BY MONOLIN . GUÄLS AND .BIIJNGUAIS: _E'VIDENGE FOR DIFFERENT _PERCEPTUÀL .SENSITIVITIES 

L. :Coixao and N . Bacri 
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Paris ‘V-CNRS-EHESS,Paris, France. 

Listeners assimilate foreign speech 
sounds to their own phonemic cate- 
gories whenever possible. But what 

appens for bilinguals when their 
two languages are .closel related? 
‚French monolinguals (MF)-5 and Por— 
tuguese—French bilinguals (BPF) «were tested in identification and 

discrimination tasks. MF s’fast 
responses were non random except for the longest prevoicin , whereas BPFs’ showed two peafis around 
Portuguese and French referential values... According to acoustic pat- 
terns _.and task demands, listeners 
rely either on a phonemic processing 
strategy or on a goodness of fit stra- 
tegy which allows MF to build an 
allophontc space and BPF to keep separate their two languages. 

While there is evidence that linguistic 
experience affects the ability to 
process phonemic categories as earl 
as the last quarter of the first year [7 , 
there is some disagreement about 
whether the perceptual analysis 
bilinguals have to perform is 
thoroughly determined by 
phonolo lcal constraints or not. When 
the two anguages are closely related, 
they are not differentiated at the 
phonological level [2]. But under cer- 
tain con itions, the effect of phonolo- 
gical. constraints can be weakened, 
and listeners can rely on phonetic cues 
to keep separate their perceptual 
representations [3]. 
A lophonic variants from the point of 
view of phonemic labelling can be 
perceived as different. It has been by- 
pothesized that discrepancies between 
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native. and nonnative Speech sounds 
.recervmg an identical label are proces- 
sed with reference to the acoustic dis- 
tance between any exemplar and the 
catc ory center {4] i.e. the acoustic 
co guration usually produced by na- 
tive speakers of the two languages. 
”I_he present experiments study how 
hsteners process perceptual dissimila- 
rimes 1n_ two cross-language situations: 
perception of a Portuguese /da/-/ta/ 

OT continuum by French monolin— 
_als (MP) and by Portuguese-French 

_ Jlrnguals (BPF ). VOT is generally 
c0nsrdered as the most salient cue for 
voicin when opposing voiced and un- 
voice categories if not prevoiced and 
vorced ones [5]. As for the stop conso- 
nant subset, French and Portuguese 
are closely related. Both languages 
present a prevoiced-voiced contrast, 
opposing a long (French) or a very 
lon (Portuguese) voicing lead to a 
nu or a short lagging VOT. Accor- 
ding to the assimilation hypothesis [1]. 
allophonic processing for foreign, but 
neighbouring sounds such as those we 
study here, 15 phonemic. MF will assi- 
milate all the prevoiced stimuli to the 
/da/ category. By contrast, if category 
goodness plays a role, it could limit 
allophonic space to certain stimuli. 
But what happens for bilinguals when 
their two languages are closely rela— 
ted? Are their two languages differen- 
ciated at the level of perceptual repre- 
sentations, allowing them to detect 
phonetic differences related to their 
two languages within a single phone- 
mic catego [3]? In this case, they 
should exhi it a good discrimination 
accura for two distinct areas, cor- 
respon ing either to the /da/-/ta/ 
boundary or to a contrast between the 

French and Portuguese /da/ tphonetic 
cate ories. On the contrary, i they as- 
simi ate the members of the vorcing 
contrast in one of the two languages to 
those of the other language, due_to a 
partial acoustic overlap, their discri- 
mination should be random, except m 
the /da/-/ta/ boundary area, common 
to both lan ages. 
1. EXPER MENT 1 
This experiment was designed first to 
determine the phonemic /da/-/ta/ 
boundary values, second to study whe— 
ther a shift, marking interlanguage 
interferences [2,3], appeared between 
BPF and MF responses or not. 
1. 1. Method 
Subjects. The subjects were 5 MF and 
5 BPF students with normal hearing. 
BPF first language was Portuguese. 
All bilinguals had been living in 
France since at least 15 years and ac- 
quired French before the age of 5. 
Stimuli. A /da/ syllable, produced by 
a Portu ese monolingual female, was 
selecte (syllable duration: 276 ms, 
VOT: -96 ms). The test stimuli were 
digitized at a 16 KHz sam ling fre- 
quency and VOT reduced y 12 ms 
steps from -96 ms to -36 ms) or 6 ms 
steps from -36 ms to 0 ms) along the 
/da/- ta/ VOT continuum. 
Procedure. Subjects listened indivi- 
dually over earphones, in a quiet 
room, at a comfortable listening level, 
to 10 blocks, each consistin of one 
complete randomization of t e conti- 
nuum. The ISI was 3 s and the IBI was 
20 s. Listeners’ responses were forced 
choice "Da" or "Ta". All instructions 
were given in French. 
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Figure 1. Identification functions tor MF t-l and BPI-’ t°) 
listeners on tho [dal—Ita! continuum (in ms). 

l. 2. Results and discussion 
The average labeling functions for the 
two roups are plotted in Figure 1. 
The da/-/ta/ boundary fell at -9.2 ms 
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of prevoicing for MF and at -16.6 ms 
for BPF. An Anova on boundary va- 
lues showed that this difference bet- 
ween grou 5 was significant (F(1,g)= 
10.4, p<. ). The steep curves suggest 
that a leading VOT is a strong erceg— 
tual cue for BPF as well as or M . 
These results differ from those of re— 
vious studies on prevoicing P, 5]. o- 
reover, there is a clear shi t between 
MF and BPF identification functions. 
Whatever the case, identification data 
support the hypothesis of an assimila- 
tion of allo honic honemic variants. 
2. EXPER MEN 2 
Even though Experiment 1 suggested 
an assimilatory process, forced choice 
labeling could have interfered with 
perce tion of differences between 
stimu '. If a110phonic variants have 
been perce tually assimilated, both 
MF and BP should have a good dis- 
crimination accuracy just for the sti- 
muli s anning their respective pho- 
nemic oundary. Should MF data be 
non random on the long lead end of 
VOT continuum and BPF around the 
medium VOT values, it would under- 
mine assimilation hypothesis and sug- 
gest a multi—level processing. 
2. 1. Method 
Subjects. 10 MF and 10 BPF were 
tested. 
Stimuli and procedure. The same 12 
stimuli as in eriment 1 were used 
in an AXB discrimination task. A 
training block of 32 trials preceded S 
blocks of 36 trials, randonuzed within 
blocks. ISI was 500 ms, ITI 4 s and IBI 
20 5. Subjects had to respond, as ui- 
ckly and accurately as possible, w e- 
ther the X stimulus was the same as 
the first or the third stimulus, by pres- 
sing one of two buttons. 
2. 2. Results Mean values of correct 
res onses for the two groups are plot- 
te on Fi . 2. Each data point corres- 
ponds to 00 responses per floup. The 
discrimination function for F exhibi- 
ted a maximum on the rightward end 
of the continuum, su estmg an effect 
of the phonemic /da —/ta/ bounda . 
But correct responses are clear y 
above chance from air 5 onwards 
(binomial test, <.0 1). Results for 
BPF were less c ear-cut, as their dis— 
crimination function showed just a 



slight peak around a 20ms prevoicing 
va ue. 
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Home 2. Comet diminution: br MF (°) and BPF (°) 
u | [motion of num- pairs. 

An ANOVA on the correct responses 
showed an effect of stimulus pair 'ust 
for MF (F 8,72)? 6.9, p<.0001). PF 
responses ere Significantly more cor- 
rect for the four stimulus pairs presen- 
ting at least one short prevoicing 
(pairs 6 to 9) than for the other ones 

_ 9 =8.55, p<.01). Between-group 
d} er nce was si nificant for the 
n htward end o the continuum 
( 1.13 =6.95, <.01). 
W_ at s ggests irst a link between dis- 
crimination accuracy and phonemic 
boundary: Discrimination is all the 
more correct as stimuli pairs span the 

honemic boundary. Second, the dif- 
erence between MF and BPF for the 

pair enclosing the null VOT value 
confirms that the slight leftward shift 
of BPF res onses is significant. 
An_ANO A on RT data showed a 
main effect of stimulus pair (MF: 
F 8,72 =6.1, p<.0001; BPF: 
F 3,72$=2.4, p<.03), but not of sub— 
Ject g oup. Mean RT for MF was 
733ms (sd=144ms), for BPF 772ms 
(sd=202ms). 
Following [6], we carried out a three- 
fold partition of RT data to specify the 
time course of discrimination ro- 
cesses. Each subset/subject contained 
a third of the data. Between roups 
range differences were nonsigni icant. 
Proportions of correct responses (Fig. 
3a_and 3b) were computed for each 
pair and averaged across subjects (% 
correct for a specific RT partition * % 
correct for each partition relatively to 
the set of correct responses). 
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Figure ab. Proportion of correct discrimination: tor 
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An ANOVA on these proportions 
showed a main effect of stimulus pair 
(F&.144)=4.4, p<.0001). The main 
di erence between groups concerned 
fast RT (p<.02). Whereas MF discri- 
rrnnation function was quasi-linear, 

. BP_F data exhibited 2 peaks, on the 
pairs 3 and 8. Both groups discrimina- . 
ted better the pair straddling their 
res ective honemic boundary, but in 
ad ition F showed a good accuracy 
for "intracategory" pairs and BPF for a 
pair opposing a long prevoicing to a 
medium-sized one. It is worth noting 
that medium and slow responses were 
random for BPF, but above chance 
near the rightward end of the conti- 
nuum (medium and slow RT) and the 
leftward end (slow RT) for MF. 
3. DISCUSSION 
A comparison between identification 
and discrimination data indicates that 
when processing either a neighbouring 
language or their two languages, liste- 
ners use the phonemic contrast bet- 
ween a long and a short or null re- 
voicing, but not in all conditions. pe; 
crfical y, either when labeling stimuli 
or when responding as fast as possible. 
they rely on VOT, the critical value of 

which is common to both languages. 
Bilinguals and monolinguals gave the 
same attern of res onses, With a bi- 
lingua boundary shi t leftward. 
However, data do not permit to 
conclude that both groups have assi- 
milated Portuguese to French sto 
consonants, as redicted b the ass:- 
milation hypot esis [1]. irst, MF 
showed a discrimination accura that 
exceeded widely the /da/-/ta/ oun- 
dary area, s ecially when fast. Second, 
bilinguals’ ast responses were above 
chance for the contrast between a very 
long and a medium prevoicin . Thus, 
listeners of both groups have etected 
phonetic differences between pho- 
nemes receiving the same phonemic 
label, when corres ondin either to 
values usually pro uced MF or to 
the contrast etween values t at res- 
pectively characterize bilinguals’ two 
anguages. The "goodness of fit" of one 
of the stimuli in the pair may have fa- 
cilitated accuracy, if it has been used 
as a referential point in consideration 
of French or of French ,a_n_d Portu- 
guese languages. 
Another striking result is that, in an 
AXB test, BPFs’ slow responses were 
never above chance, even though their 
discrimination accuracy is not signifi- 
cantly poorer than MFs’. In a task ha- 
ving high memory requirement liste- 
ners may rely not only on the more 
salient cue, but also on all the poten- 
tial cues [8]. Assuming that in this case 
perceptual analysis takes more time to 

e processed, its issue depends mainly 
on the compatibility of cues. Should 
multiple cues be perceived as lacking 
coherence, their analysis could not re- 
sult in a strong discrimination accu- 
racy. It is what hap ens to bilinguals 
who, speaking equa ly well both lan- 
guages, are plausibly sensitive to the 
discrepancy between temporal and 
s ectral cues e.g. shorter and shorter 

rench-like prevoicing vs. Portuguese 
formant values. 
Our data thus provide some support to 
the hypothesis that listeners can use 
distinct processing strategies when 
identifying and discriminating speech 
syllables. Accordin to the acoustic 
patterns and task emands, they rely 
on a phonemic processing strategy, 
specifically in the phonemic boundary 

_ 

area. However, they may take into ac- 
count the category goodness, when 
farther from this boundary, in order to 
differentiate syllables receiving the 
same label. They can build an 
allophonic space, and bilinguals can 
keep separate their two languages. 
Thus bilinguals and monolinguals 
appear as perceiving speech according 
to the same processes, but with 
different perceptual sensitivities due 
to linguistic experience. 
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ABSTRACT 
Several factors may adversely affect the 
reliability of a voice identity parade. 
This paper concentrates on one of these, 
the degree of similarity of the voices 
used in the line-up. It describes two tech- 
niques which may be used to measure 
voice similarity - pairwise comparison 
and the use of semantic scales — and 
compares the results with the scores 
obtained in a recognition experiment 
using a six-speaker voice line-up. It is 
suggested that a modified version of the 
paired comparison technique could use- 
fully be applied either to select voices 
for inclusion in a line-up or to interpret 
the results of a voice line-up. 

1. INTRODUCTION 
In a recent survey of the literature on 
voice identification research , Deffen- 
bacher et al. [2] observe that voice rec- 
ognition studies are few in number and 
widely scattered. Studies dealing with 
voice identity parades are fewer still. 
This is somewhat surprising in view of 
the fact that the voice identity parade is a 
procedure which, potentially, has a wide 
range of application in police investiga— 
tions and legal proceedings. It is fre- 
quently the case that the voice of a per- 
son involved in the commission of a 
crime is one of the few clues to the iden- 
tity of that person. Of course, once a 
suspect is available, it is possible to ask 
an earwitness if the voice of the suspect 
is the same as that heard at the time of 
the crime. But there is obviously a real 
danger here that the earwitness may 'rec- 
ognize’ the voice, simply because the 
suSpect's voice sounds similar to that of 
the criminal. There are many other types 
of bias which may render the results of 
an aura] confrontation virtually meaning- 
less. Some of these are similar to those 
that apply to visual identity parades 

(Clifford [1]). Hammersley and Read [3] 
briefly discuss some of the precautions 
that should be taken in conducting a 
voice line-up. A major criterion for the 
reliability of the voice line-up is that it 
should be 'fair’. An important implica- 
tion of this is that the voices should be 
similar. It would therefore be useful if 
some objective measure existed by 
means of which voice similarity could be 
determined. Ideally, this would be used 
in the selection of voices for inclusion in 
the line-up but if, for some reason, this 
has not happened, it could also be a use— 
ful tool to interpret the results of a voice 
parade. 

2. AIM OF THIS STUDY 
The main objective of this study is to 
explore the possibility of measuring 
voice similarity for the purposes of a 
voice identity parade. Two methods, the 
use of semantic scales and pairwise com— 
parison, are examined, and the results 
are compared with those of a voice rec- 
ognition experiment involving a six- 
speaker line-up. 

3. STIMULUS MATERIAL 
Various precautions were taken to avoid 
bias in the stimulus material. Five edu- 
cated male speakers of Dutch were 
recruited to produce material similar to 
that contained in an authentic recording 
of a 'target' Speaker. They were selected 
on the basis of close similarity to the tar- 
get speaker in terms of age, educational 
background and accentedness, and on 
the basis of their credibility in terms of 
the role they were asked to play. The six 
speakers selected were between 35 and 
50 years of age and had a mild to very 
mild The Hague accent. Special care was 
taken to avoid bias due to speech content 
and to speech style as a function of lan— 

46 



-
—

-
-

 
_

.
_

_
_

_
‚

_
,

.
_

_
_

_
_

„
_

_
‚

_
_

_
 -

_
-

_
-

.
.

.
_

—
-

-
—

_
_

.
.

.
_

.
.

‚
.

_
_

-
.

_
.

_
.

_
_

.
_

_
.

.
_

.
 

guage use. The five foils all took part in 
two approximately 5—minute telephone 
conversations with a third party, as part 
of a (fictitious) campaign to recruit rep- 
resentatives for a new company. Prior to 
the recording of the telephone conversa- 
tions, the five foils were given two 
sheets, one describing the aims and orga- 
nisation of the company and the future 
activities of the representatives, the other 
containing a list of keywords and phras- 
es to be used as a prompt during the tele- 
phone conversations. The third party was 
provided with similar information to 
enable him to pose as a prospective rep- 
resentative. Although the material pro- 
duced by the foils was therefore neither 
strictly unrehearsed nor unmonitored, 
none of the listeners tumed out to be 
aware of this. The telephone conversa- 
tions were edited to remove the voice of 
the third party. Four stimulus tapes were 
produced: The first, Tape 1, consisted of 
150 sec. samples of nett speech from 
each of the 6 Speakers (Le. the five foils 
and the target). The second, Tape 2, 
consisted of 60 sec. samples of nett 
speech different from that used for the 
compilation of the first tape. Tapes 1 and 
2 were used in the voice recognition 
experiment. The third tape, Tape 3, con- 
sisted of two sets of 10 sec. samples tak- 
en from the 60 sec. samples on Tape 2, 
randomly arranged to form two series of 
15 pairs. Tape 4 consisted of a single 
listing of the six 10 sec. samples used for 
Tape 3. 

4. EXPERIMENTS CONDUCTED 
4.1 Semantic Scales 
In the first experiment, 10 listeners were 
played Tape 2, consisting of 150 sec. 
samples of each of the six stimulus voic- 
es, and asked to rate the speakers on 16 
scales, eight of them referring to speech 
characteristics and eight to speaker per- 
sonality characteristics. 
4.2 Pairwise Comparisons 
In the second experiment, two groups of 
5 subjects first listened to Tape 3. They 
were asked to familiarize themselves 
with the range of voices on this tape 
before moving on to Tape 4, containing 
the 15 randomized pairs. For each pair, 
they were instructed to express the 
degree of difference between the voices 
they heard on a scale from 1 to 10, with 

l standing for 'the same' and 10 for 'very 
different'. 
4.3 Voice Recognition Parade 
The third experiment was a voice identi- 
ty parade. The 150 sec. samples of 
speakers number 1, 3 and 4 respectively, 
on Tape 1 were played to three groups of 
second-year Business Communications 
students. They were told to pay special 
attention to the voice they heard rather 
than to what was being said, as they 
would be questioned about this voice in 
a week's time. Exactly one week later 
they listened to Tape 2, containing the 
60 sec. fragments. Prior to this, they 
were told that they were going to hear 
six Speakers, one of whom might be 
identical to the one they had heard a 
week earlier. Contrary to the truth, they 
were also told that none of the Speakers 
might be identical to the target voice, 
since the experiment involved several 
groups and that in some of these the tar- 
get voice was not on the tape. They were 
asked to circle the number on their 
answer sheet corresponding to the num- 
ber preceding the speaker of their choice 
and to circle 0 if they judged none of the 
speakers identical. They were also asked 
to indicate the degree of confidence in 
their decision on a 5- point scale. 
4.4 Mean F0 
The 10 sec. samples of Tape 4, used for 
the Pairwise Comparison task were also 
used to arrive at a mean FO-value + stan- 
dard deviation for each of the 6 speakers, 
using the SIFI' algorithm. The following 
values were found: 

Table ] Mean FO-values and standard 
deviations 

Speaker Mean F0 (Hz) S .D .  (Hz) 
1 103 16 
2 139 24 
3 82 1a 
4 123 19 
5 110 34 
6 104 15 

5. RESULTS 
5.1 Semantic Scales and Paired Com- 
parisons 
The scale values obtained on the 16 
scales were used to calculate interspeak- 
er distances by means of the common 
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squared Euclidean metric. Three sets of 
distances were calculated: a) distances 
based on the complete set of 16 scales, 
b) distances based on the 8 speech 
scales, and c) distances reflecting the 
scores on the 8 personality scales. The 
calculation of distances on the basis of 
scale values is a somewhat hazardous 
affair, as the number of scales covering a 
specific aspect of the object under inves- 
tigation may have a substantial effect on 
the distance obtained. For that reason, 
factor scores should be used, as these 
scores are not correlated. In actual foren- 
sic practice, however, only a limited 
number of subjects will normally be 
available, so that the use of factor analy- 
sis is not possible, as the number of vari- 
ables largely exceeds the number of cas- 
es. 
The following table shows the correla- 
tions between Dall (distances based on 
all 16 scales), Dsp (distances based on 
speech scales), Dper (personality scales) 
and Diss (the overall dissirnilarities, 
obtained in the paired comparison test), 
for all 15 pairs of the 6 speakers 
involved. 

Table 2 Correlations between 3 types of 
distances and the overall dissimilarities; 
N= 15 (see text). Significant correlations 
(p = 0.05) are marked *. 

Dall DSP Dper Dies 
Dall 
pep . 98 *  
Dper .95*  .97*  
Dies . 4 5  . 4 6  .51 

The correlations given above show that 
the scale-based distances and the overall 
dissimilan'ties are not equivalent. We 
also applied cluster analyses to the dis- 
tances and dissimilarities. The results 
provided confirmation for the difference 
found between the two approaches: 
paired comparisons vs. the use of seman- 
tic scales. So we have reason to believe 
that the two methods of assessing the 
homogeneity of a group of subjects are 
not equivalent. 

5.2. Voice Recognition Parade 
The results of this experiment were as 
follows: 

Table 3 Identification results (Gr= 
Group; C.I. = correct identification, F.I. 
= false identification, RE. = false elimi— 
nation). 

Gr Target C.I .  F . I .  F.E. N 
A 1 91.7% 8.3% - 12 
B 3 90.1% — 9.9% 11 
C 4 69.2% 30.8% — 13 

An analysis of the False Identifications 
reveals that, while one listener mistook 
Speaker 4 for Speaker 1, 4 listeners 
wrongly identified Speaker 1 as Speaker - 
4. The bias towards Speaker I may be 
due to the order of presentation. Group 
A, whose target speaker was Speaker 1, 
heard their target before they could be 
confused by Speaker 4, while Group C, 
whose target was Speaker 4, first heard 
the apparently rather similar Speaker 1. 

6. FURTHER CONSIDERATIONS 
Given the fact that the two methods do 
not produce equivalent results, it would 
obviously be desirable to assess their 
validity by means of some independent 
test. One way of doing this would be to 
correlate the results of the two tech- 
niques with the confusion scores of a 
large number of voice recognition tests 
involving all six speakers in turn as tar- 
gets, conducted at various time intervals. 
So far, only the results presented in 5.1 
are available. Unfortunately, it appears 
that with a one-week interval between 
presentation and recognition sessions, 
recognition scores are very high so that a 
ceiling effect is produced. It is expected 
that longer delays between presentation 
and recognition sessions will produce 
the type of scores that are required to 
calculate correlations. On present infor- 
mation, we would be inclined to prefer 
the paired comparison test. It has two 
distinct advantages over the semantic 
scale test, one theoretical, the other prac- 
tical. As we have already observed, the 
use of semantic scales inevitably 
involves a certain amount of overlap 
between the scales used, which may seri- 
ously affect the distance indices 
obtained. The distances obtained with 
the paired comparison test should pro- 
vide a more accurate reflection of the 
dissimilarity of the voices. From a prac- 
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tical point of view too, the paired com- 
parison test is preferable since it is con- 
siderably less time-consuming and 
labour-intensive. However, it should be 
noted that the dissimilarity measures 
obtained in the paired comparison test 
need to be converted to metrical distanc- 
es by means of a Multidimensional Scal- 
ing Technique. This conversion presup- 
poses a small 'Stress-value', associated 
with a relatively small number of under- 
lying dimensions. 

7. A PRACTICAL PROPOSAL 
As discussed in the introduction, the 
voices used in a voice parade should not 
constitute too heterogeneous a set. The 
target voice in particular, should not 
occupy an outlying position in the per- 
ceptual space. Presumably, an ideal situ- 
ation for a voice parade would be for all 
voices to be located in equidistant posi- 
tions on a concentric circle around the 
centroid of the perceptual space. A rule 
of thumb might be: the target voice 
should not be situated at a distance from 
the centroid greater than the average dis- 
tance + its standard deviation. If this 
principle is applied to the distances 
obtained in the paired comparison test, 
the result is that illustrated in Fig.1 
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Figure 1 The locations of the 6 speakers 
in the Perceptual Space 

The SPSS—procedure ALSCAL was 
used; with two dimensions Kruskal's 
Stress formula 1 was .063 (RSQ = .972). 
Here, the sum of the average distance 
plus the s.d. (=1.882) is taken as the 
radius of a circle around that point. The 
value of the target voice should not 
exceed that value. It appears that our tar- 
get (no 6) is located within the desired 
distance to the centroid. 

8. CONCLUSION 
Of the two procedures which may be 
used to assess the similarity of voices 
used in a voice line-up, the paired com— 
parison test appears the more promising. 
Further research to obtain independent 
support for its validity is in progress. 
A final observation concerns the pro- 
posed sphere of application of the simi- 
larity test. It is clearly not intended as a 
foolproof procedure which can simply 
be applied to any random set of voices. 
It is only when every conceivable effort 
has been made to avoid bias of any kind 
in the selection of the voices that the 
results of the test will be meaningful. 
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ABSTRACT 
A test has been performed 
with natural and art i f icial 
sequences to check the 
actual role o f  vowels in 
-the rperception o f  the 
_hasality feature o f  Italian 
consonants. The procedure 
and results are presented 
and discussed in the 
present paper. 

O .  FOREWORD 
The Italian phonological 
“System is 'traditionally 
said to have a series of 
'nasal consonants but no 
nasal vowel. Vowels are 
only „„  said to become 
nasalized for anticipatory 
coarticulation in V'CN or ,  
more of ten,  for carryover 
in qN-v contexts. Such 
vocalic nasalization is 
given no phonological sign- 
i f icance, nor has i t  ever 
been investigated whether“ 
it has any direct percept- 
ual relevance for the re- 
cognition o f  the v-c or C-v 
sequence. In a previous re -  
search [ 1 ]  some experiments 
were made with nasalized 
and non-nasalized ( f inal)  
vowels in Italian minimal 
pairs such as vini ~ vidi, 
cane —— cade, alma .. alba, 
e t c .  Sucfi sequences showed 
a regular nasalization o f  
the final vowel i f  preceded 
by a nasal consonant (CN—V 
> c v  ) ,  and. no nasaliz- 
ation Pn the opposite case  
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(Co—V > C ' V o ) .  The exper- 
iment consgsted in an arti- 
ficial inversion of  the 
final vowels, so to obtain 
such final sequences as CN— 
v and qo-Vh. 
fge answers given by a 
group o f  listeners showed 
that their perception o f  
the nasality - non-nasality 
feature in the consonants 
( {n }—[d ] .  [mr—(bl) was very 
strongly a f fec ted  by the 
presence ~ absence o f  the 
same feature in the follow- 
ing vowel. This means that 
in case o f  inconsistency 
between the nasali ty feat -  
ure present in the conson- 
ant and the one present in 
the vowel, i t  was surpris- 
ingly the la t ter  which used 
to  prevai l :  so both the 
[ a  nasa l ]  vowel and the [ - a  
nasal] consonant were heard 
as [ a  n a s a l ] ,  with a some- 
how asymmetrical behavior, 
as the e f f e c t  was general 
for  a = + and apparently 
underwent some restr ic t ions 
for a = - .  
On the present occasion I 
will present and describe 
the results o f '  a new t es t  
realized with approximately 
the same technique as the 
previous one on a much 
larger set  o f  Italian min— 
imal pairs, each containing 
the opposition between an 
oral and a nasal homorganic 
consonant, in order to  
check the results previous- 
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1y obtained and to relate 
them to some variables. 

1 .  MATERIALS AND METHODS 
The words for the test  have 
been selected. according to 
the following cr i ter ia:  
a)preceding context: an 
Italian consonant in pre- 
final position in a bi- o r .  
polysyllabic word can be 
either preceded by one o f  
the seven 'vowels [ i , e , e , a ,  

, o , u ]  or by one o f  the 
consonants [ z , l , r , m , n ] ;  the 
vowels [ e ~ e ]  and [ o ~  ] have 
not been used here because 
o f  the very fluctuating use 
Italian speakers make o f  
such. oppositions; with [ 2 ]  
no minimal pair was found; 
as to  nasals, only the hom- 
organic one is accepted, so 
before alveolars only [ n ]  
is used, and only [ m ]  
before bilabials; the 
actual set o f  preceding 
lcontexts used was [ a — ‚ i - ‚  
u - ‚ 1 — ‚ r " ‚ N ' ] ;  
b) fo l lowing context:  in 
f inal (unstressed) position 
only four vowels can be 
found [ - a , - e , - i , - o ]  . a s  [ u ]  
is practically absent in 
that position and the 
oppositions [ e ~ e ]  and [o~ ] 
are neutralized; ' 
c)p1ace o f  articulation: 
only two pairs o f  _ (vo i ced )  
oral v s .  nasal  consonants 
exist in Italian [b~m]  and 
[ d — n ] ,  as the pair [ g ~ n ]  i s  
neither phonological nor 
can i t  appear in the 
examined posit ion. 
The product o f  6 preceding 
contexts * 4 following con- 
tex t s  * 2 p laces o f  ar t i— 
culation makes 4 8  potential 
pairs o f  sequences. A care-  
ful examination o f  the 
Italian lexicon showed that 
only 26 o f  them are actual- 
ly employed (not taking 
into account rare or ob- 
solete wo rds ) .  Here is  the 
l is t  o f  the theoretical 
contexts .  Those employed in 
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.\edit ing" 

the present research are 
underlined; only the oral 
sequences are l isted, not 
their nasal counterparts, 
which can be easily 
obtained substituting -n- 
for -d- and -m- for -b- :  

ada ade adi ado 
H a m - 1 3 1 1 3 3  
î d ä î d ' é î d î î d ô  
1da 'Idë ldi ldo 
rda rde rdi rdo 
213 nde “6.1.1 EE 
aba abe abi abo 
iba ibe ibi ibo 
'EBE ube ubi ubo 
'IB'ä'I'b'ë'IBî lbo 
H a m m e r s  
.ËËE .EEE 'EBÏ mbo 

A native male Italian 
speaker o f  2 9  years old 
uttered the words in our 
laboratory. The words were 
recorded on a tape. The 
splicing o f  the final 
vowels from the rest  o f  the 
word was carried out on the 
basis o f  the observation o f  
both the oscillograms and 
spectrograms o f  the natural 
signals, along the convent- 
ional segment boarders. The 
operation o f  inversion be- 
tween the final vowels o f  
each pair o f  words was e f -  
fected by means o f  'a  DSP- 
sonagraph 5500  "gatinq 

procedure (such 
device allows to choose the 
"cutting" point. with an 
approximation o f  :3 m s ) .  
A group o f  23 Italian stud- 
ents o f  foreign languages 
and l i teratures between 19 
and 27 years old was then 
asked to l isten to both the 
natural and. a r t i f ic ia l  se-  
quences and to give their 
judgment about them. The 
test was organized as fol— 
lows:  each o f  the 5 2  words 
making up the 26  pairs was 
presented aurally ( in  head— 
phones) in i t s  natural 
shape and at the same time 



the subjects could read i t  
on a special form prepared 
for them; the natural stim- 
ulus was then followed by 
two artif icial sequences 
built up with the phonic 
material o f  the corres— 
ponding minimal pair ( e .  g .  
the natural word strada was 
followed by an art i f icial 
stimulus made up with 
strad- plus the final -a  
from strana and by one made 
up with stran- and 73 from 
s t rada ) ;  the order o f  the 
natural stimuli was com- 
pletely random, and so was 
the order o f  the two 
artif icial stimuli follow— 
ing the natural one; the 
listeners were asked to 
decide which o f  the two 
art i f ic ial  - stimuli heard 
resembled best the natural 
stimulus previously heard 
and read. 

2.RESULTS AND DISCUSSION 
Following str ict ly the 
phonological models o f  
Italian, one would expect 
the substitution of  a final 
nasalized vowel with a non- 
nasal ized one and viceversa 
to  have no e f f e c t  on the 
perception o f  the sequence, 
as the nasality o f  the 
consonant, which is consi- 
dered the only pertinent 
manifestation o f  nasality, 
is  perfectly preserved. So, 
start ing from the na tura l '  
stimulus strada, one can 
consider the art i f ic ia l  
strad+v¥ to be phono- 
IogIcal y the "same" as the 
natural sequence, and 
stran+v° a "di f ferent" se-  
quence. So, al l  answers to  
the tes t  can be c lassi f ied 
as "phonological" (+phon) 
i f  the "same" stimulus is 
indicated to resemble best  
the natural one, and "anti- 
phonological" (-phon) i f  
the "di f ferent"  stimulus is 
chosen. 
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Globally, the answers given 
by the students are as 
follows: 

answers 

type number percentage 

+phon 314 26.2% 
-phon 8 8 2  7 3 . 8 %  

The results will now be 
presented and examined 
according to the variables 
above listed… A general 
discussion will follow. 

a)  Preceding context 

answers 

V- type number percent.“ 

a- +phon - 4 7  2 5 . 5 %  
-phon 137 74.5% 

i-  +phon 57 2 4 . 8 %  
-phon 173 ~ 7 5 . 2 % ~ u -  

u- +phon 83 45.1% 
—phon 101 5 4 . 9 %  

C- type number percent. 

1- +phon 7 4  4 0 . 2 %  
-phon 110 59.1% 

r -  +phon 3 6  19 .6% 
—phon 148 _ 80.4%qfl, 

N- +phon 17 7 . 4 %  
-phon 213 9 2 . 6 %  

As can be seen from the 
above tables, the number of 
-phon answers always ex-i 
ceeds the +phon. The most 
favorable contexts for such 
e f fec t  are the presence of  
a nasal [ N — l  and - ' a n  
alveolar vibrant [ r - ] .  Also 
with [ a s ]  and [1- ]  the re- 
sults are pretty good in 
the direction o f  an anti- 
phonological behavibr; 
while af ter  [u - ]  and [1—1 
the answers approximate a 
random distribution o f  50%4 
50%. 
b)Following context 
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answers.  

—v type number percent. 

- a  +phon 9 4  2 5 . 5 %  
-phon 2 7 4  7 4 . 5 %  

-e +phon 37  13 .4% 
-phon 239 8 6 . 6 %  

-1 +phon 158 49.1% 
-phon ‘164 50.9% 

-o +phon 2 5  10 .9% 
-phon 205 89.1% 

In this c a s e ,  too, some 
contexts seem to  be very 
favorable to  a -phon behav— 
ior, such as [ - o ] ,  [ - e ]  
and, to  a lesser extent ,  
[ - a ] ,  and one context, [ -  
i ] ,  with a random distrib- 
ution of  the answers. 
cJPlace o f  articulation 

answers 

place type numb. percent 

alv.  +phon 120 17.4% 
-phon 570 82.6% 

bilab +phon 194 38 .2%.  
-phon 312 61 .8% 

The d i f fe rence is rather 
large in favour o f  the 
alveolar" place o f  art icul- 
ation, which shows a high 
percentage o f  -phon answ- 
ers ;  with bilabials the e f -  
fect  is smaller, though 
st i l l  exceeding a casual 
distribution enough to be 
considered meaningful. 

-d)Di rect ion o f  the e f f e c t  

. a n s w e r s  

-C- type numb. percent 

oral +phon 174 29 .1% 
-phon 4 2 4  7 0 . 9 %  

nasal +phon . 1 4 0  2 3 . 4 %  
-phon 4 5 8  7 6 . 6 %  

As indicated above, the 
results o f  a. previous test 
had shown an asymmetrical 
perceptual e f f e c t  o f  - t h e  
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inversion of  the vowels, so  
that the sequence CH,—Vo was 
generally perceived as CO- 
Vo, while the perception o f  
C ”VN as CNFVN was also 
frequent but not to  the 
same extent.  In the present 
test  there is  s t i l l  a 
slightly higher number o f  
wphon answers for nasal 
than for  oral consonants, 
but the d i f ference is  too 
l i t t le  to be meaningful. 
T h e ' r e s u l t s ,  on the whole, 
witness a very strong e f -  
f e c t  o f  the v o w e l ' s  nasal- 
i ty feature on the percept- 
ion o f  the preceding con- 
sonant. Even the lowest 
percentages obtained, which 
s t i l l  exceed 5 0 % ,  show that 
in case  o f  inconsistency 
between the nasality feat -  
ure in the consonant and in 
the vowel, the f i r s t  does 

.no t  prevail automatically, 
as phonologists seem to 
presume, when they exclude 
that the nasal izat ion o f  
vowels has any pertinence 
in I tal ian. In case  o f  
random distribution o f  the 
answers, the feature.  o f  
nasal i ty can be  said to  
have an equal weight in 
consonants as in vowels. 
But the general resul t  o f  
the t e s t ,  and. the. par t i c -  
ular result  in most  con- 
t e x t s ,  is that _the weight 
o f  nasal i ty in consonants 
and in vowels is  not the 
same, and that the feature 
o f  onasa l i t y  seems t o  be 
much more important for 
vowels than for  consonants 
in I tal ian. 
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ABSTRACT 
The use of F1 onset information, which 
constitutes a cue to the voicing contrast 
in English, but not in French, was 
investigated in French-English bilinguals, 
classified according language bias. 
Results show evidence of code-switching 
in production but not in perception. 
English-bias bilinguals were more 
strongly affected by the F1 onset cue 
than French—bias bilinguals. 

1. INTRODUCTION 
Perceptual studies with bilinguals 

investigate whether phonemic 
categorisation is affected by higher order 
linguistic information, by presenting a 
same continuum with different language 
precursors. The voicing contrast is 
particularly useful for such 
investigations, as it is marked differently 
along the Voice Onset Time (VOT) 
dimension in languages such as French 
and English. Results of such studies are 
contradictory. Some have not found 
evidence of any language effect on 
categorisation (eg. [l]) while others have 
only found evidence of code switching in 
perception for strong bilinguals [2]. In 
this study, the effect of language bias 
was controlled by testing bilinguals both 
in France and in Great—Britain. 
Computer-edited natural stimuli were 
used together with careful test procedures 
to ensure that subjects were sufficiently 
induced into a particular language set. 

A novel approach was to focus 
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attention on the use by French-English 
bilingual and monolingual subjects of 
spectral cues to the voicing contrast. In 
English, fust formant cutback in the 
vowel following long-lag voiceless 
plosives contrasts with a rising first 
formant onset following short-lag voiced 
plosives while, in French, a rising first 
formant onset is present after both voiced 
(lead) and voiceless (short-lag) plosives. 
F1 onset therefore constitutes an 
additional cue to the voicing contrast in 
English but not in French. 

2. STIMULI 
The [peu!—[ben] minimal pair was 

chosen as it is meaningful both in 
English ("Ben — pen") and in French 
("benne - penne"). Test continua were 
created using digitised natural Speech 
waveforms. In all continua, VOT ranged 
from -40 ms to +40 ms in 10 ms steps. 
In the first continuum (Pen/VOT), the 
[en] portion, burst transient and 
aspiration were taken from a voiceless 
[phen] produced by a male speaker. A 
"cut and paste" technique was used to 
create intermediate stimuli. For Stimuli 
with positive VOTs, the aspiration was 
progressively deleted, in 10 ms slices, 
following the burst release. For stimuli 
with negative VOTs, the prevoiced 
portion was edited out of a voiced [ben], 
appended to the front of the burst release 
then cut back in 10 ms steps. In the 
second continuum (Ben/VOT), the [en] 
portion from a [ben] token was used. The 



same technique as described above was 
used to obtain the VOT continuum. The 
two ranges therefore varied in the 
spectral characteristics of the vowel. In 
order to create French and English test 
conditions, each of the stimuli described 
above was preceded by a precursor: 
"répète" in the French condition and 
"repeat" in the English condition. For 
each condition, an identification test tape 
was prepared by randomizing and 
recording ten tokens of each of the nine 
stimuli. 

3. SUBJECTS 
Four groups of listeners were tested: 8 
bilinguals living in London, 13 bilinguals 
living in Paris, 11 British monolinguals 
and 13 French monolinguals. All subjects 
reported normal hearing. 

4. PROCEDURE 
Testing was carried out over two one— 
hour sessions on separate days (one 
session only for monolinguals). At each 
session, only one language was used. 
The session started with a speech 
recording of "accent-revealing" sentences 
and of minimal pairs. The Pen/VOT and 
Ben/VOT stimuli were then presented in 
two-a l te rna t i ve  forced-choice 
identification tests. Stimuli were 
presented free-field at a comfortable 
listening level. 

5. RESULTS 
5.1 Classification of subjects 
Bilingual subjects were classified 
according to strength of bilingualism and 
language bias. Strength of bilingualism 
classification was based on judgments by 
phonetically trained listeners in France 
and Great-Britain of the recordings of the 
"accent-revealing" sentences on a scale 
of 0 (native) to 5 (foreign). Language 
bias, seeking to reflect what would be 
considered the "base language" for a 
particular bilingual, was determined on 
the basis of a questionnaire where 
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information was collected on main 
language spoken with family and friends, 
at school, etc. There were 10 English- 
bias bilinguals (4 "mid" and 6 "strong") 
and 11 French-bias bilinguals (4 "mid" 
and 7 "strong"). 
5.2 Production 

VOT measurements were made of 
five repetitions of [pen] and [ben] for 
each speaker in each language. Means 
were then obtained according to subject 
group and language mode (Fig. 1). There 
is clear evidence of code switching in 
production, even though values obtained 
for bilinguals differ from monolingual 
values. The mean values obtained for 
"mid" bilinguals in their weaker language 
were furthest from the average 
monolingual values. 
5.3 Perception 

Mean labelling functions obtained 
for monolinguals and for bilinguals 
grouped according to language bias are 
presented in Figure 2. The mean 
phoneme boundary estimates were 
obtained using a maximum likelihood 
estimation technique, which fits a 
cumulative normal function to the data. 
For the Ben/VOT condition, mean 
boundary values of +1.4 ms were 
obtained for French monolinguals and 
+17.6 ms for English monolinguals. A 
sizeable phoneme boundary shift was 
obtained in the Pen/VOT condition for 
both groups of monolinguals with 
boundaries of -lO.6 ms for English 
subjects and -22.4 ms for French 
subjects. Even though Fl onset is not 
contrastive in French, the presence of 
"abnormal" spectral characteristics 
therefore led to a greater proportion of 
voiceless responses by French listeners 
with only stimuli with greater than 20 ms 
of prevoicing consistently labelled as 
voiced. The labelling function obtained 
for English monolinguals was less sharp; 
even stimuli with prevoicing were not 
consistently labelled as voiced. 

For the bilingual groups, each 
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graph contains four functions 
representing the labelling of the 
Pen/V OT and Ben/VOT conditions with 
French and English precursors. Phoneme 
boundaries (Table I) obtained for the 
Ben/VOT condition were similar for the 
French- and English-bias bilingual 
groups and intermediate to values 
obtained for monolingual listeners. There 
was little evidence of a significant shift 
in boundary between French- and 
English—precursor conditions as the 95% 
confidence interval ranges overlap 
considerably. For the Pen/VOT 
condition, English-bias listeners showed 
a much greater boundary shift relative to 
the Ben/VOT condition than French-bias 
listeners. As French monolinguals, 
French-bias bilinguals were able to 
consistently label stimuli with greater 
than 20 ms prevoicing as voiced despite 
conflicting spectral cues in the vowel. 
However, their labelling of the 
continuum was much less categorical 
than that obtained for monolinguals. 
Again, for bath groups there was little 
evidence of boundary shift induced by a 
difference in the language of the 
precursor. 

6. DISCUSSION 
There is clear evidence of code- 

switching in production. The effect of 
strength of bilingualism was seen as 
weaker bilinguals showed a less 
complete shift in VOT between their 
productions of the French and English 
contrasts than stronger bilinguals. In 
perception, little evidence was found to 
support code-switching. On average, 
changing the language of the precursor 
did not generally lead to a significant 
shift in phoneme boundary, although 
evidence of code—switching may be 
found for individual bilinguals. A change 
in the spectral characteristics at vowel 
onset did however have a differential 
effect on labelling according to language 
bias. There is therefore some evidence 

for the theory that bilinguals have a 
"base language" which determines which 
speech pattern cues are used in 
perception. Indeed, bilinguals exposed to 
English early were shown to be more 
sensitive to changes in spectral 
characteristics of the vowel and showed 
this sensitivity both in French and 
English modes. Further support for a 
"base" language in bilinguals can be 
found at a different level of processing. 
Indeed, Cutler et al. [3] found that only 
French-dominant bilinguals made use of 
syllabic segmentation, which is 
appropriate for French but not English, 
even though all subjects in the study 
were strong bilinguals. There is therefore 
evidence from different sources that even 
in highly proficient bilinguals, one 
language dorrrinates in terms of certain 
aspects of language processing. 
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Table I: Phoneme boundary measures 
(ms VOT) 

FRENCH-BIAS BILINGUALS 
Mean 95% conf.int. 

Ben/VOT B 11.5 6.9 ——) 15.9 
Ben/VOT F 7.7 2.6 —) 12.9 
Pen/VOT E -9.8 -lS.8 —9 -3.8 
Pen/VOT F -i4.7 -l7.9 _) -11.5 

ENGLISH—BIAS BILINGUALS 
Ben/VOT E 8.0 * "‘ 
Ben/VOT F 9.7 -l.2 _) 19.4 
Pen/VOT E -20.4 -32.2 -—> -12.1 
Pen/VOT F -21.4 -27.5 —> -16.5 
* not estimable 
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Figure 1: Mean VOT measurements for 

productions of lpen/ and [ben] by 
monolingual speakers and bilingual 

speakers in each language. 

Figure 2: Mean labelling functions for 
monolinguals and bilinguals grouped 
according to language bras. 
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TEMPORAL CUES IN THE PERCEPTION OF THE VOICIN G CONTRAST IN RUSSIAN 

S. M. E. Barry 

Department of Psychology and Speech Pathology, 
Manchester Polytechnic 

ABSTRACT 
The perceptual role of several temporal characteristics as cues to the voicing 
contrast in Russian is investigated. The following parameters were examined: du- ration of the closure, duration of the pre— ceding vowel and duration of voicing during the closure. In identification exper- iments, all three factors contributed to one the contrast. The duration of closure vorcmg was an important cue. Consonant and vowel duration contributed either when they were co—operating with the vorcing cue or when the voicing cue was ambiguous. In addition, the results sup- port a_ model where the absolute duration of voicmg, rather than voicing duration relative to closure duration, is perceptually relevant. 

1. INTRODUCTION ' Th_e_relevance of temporal cues to the v01c1ng contrast has been widely investi- gated, both with regard to English (closure voicing and consonant duration [5] ,  vowel duration [8] ,  the consonant/vowel ratio [2, 7], consonant and vowel duration as independent cues [6]), and, for example, French [3] and _German .[4]. This paper extends the investigation to Russian, testing temporal differences which were found in production [1]. It was found that, as in English, voiced consonants were shorter than their voiceless counterparts and the vowel preceding the consonant longer. The present perception experiments were desrgned to investigate whether these differences could be perceptual cues to the contrast, and if so how they interact with a third cue: the duration of voicing during the closure. 

58 

2. METHOD 
2.1 Stimuli 
Two pairs of tokens were selected from 
recordings previously analysed [l]. The 
tokens were /rota/ [ 'rota] (military 
company) and /roda/ ['roda] (sort, 
gen.sg.). A pair was taken from two female speakers’ recordings (referred to 
below as Set 1 and Set 2 respectively). In 
Set 1, the Iroda! token contained voicing 
at _the ld] burst, as the stop was fully veiced; this cycle at the burst was not cut out in the editing (see below); in Set 2 
vorcing at the burst was absent, voicing 
during the closure having ceased before 
the burst. 

The vowel and stop durations (in msec) of the tokens are as follows: 

Set 1 Set 2 
stop vowel stop vowel 

Iroda/ 65 168 ' 8 1  165 
lrota/ 113 145 ‚114 144 

difference +48 —23 +33 —21 

n_ote: stop duration refers here to the dura- tion of the hold phase only. 

The four" original tokens (sampled at 
20kHz) were digitally edited as follows: 
51) Jt/ in /rota/ was shortened: to 65 msec in Set 1 and to 81 msec in Set 2. 
b) /d/ in /roda/ was lengthened: to 113 
msec in Set 1 and 116 msec in Set 2. 
c) /o/ in [rota/ was lengthened by repeating 
a section of the steady state vowel: to 169 
msec in Set 1 and 165 msec in Set 2. The 

stop duration was kept as in the original 
token. 
d) /o/ in Iroda/ was shortened by cutting 
out a section of the steady state vowel: to 
144 msec in Set 1 and 143 msec in Set 2. 
The stop duration was kept as in the 
original token. 

In each of these eight stimuli, therefore, 
one one has been introduced which con- 
flicts with the other information present in 
the token. A comparison of responses to 
the edited stimulus and to the unedited to- 
ken will show the effect of this alteration. 

To test the interaction of stop or vowel 
duration and voicing during the closure, 
in each of the above 8 stimuli, together 
with the 4 original tokens, the closure 
voicing was edited out in stages, in the 
case of /roda/ stimuli, or added in in 
stages, in the case of lrota/ stimuli. 12 se- 
ries of stimuli were thereby created, each 
with a gradually increasing duration of 
voicing during the closure. 

The series resulting from an original lrota/ 
token are referred to below as lrotal 
stimuli, those from a /roda/ token as lroda/ 
stimuli. 

2.2 Procedure 
There were 10 presentations of each of the 
78 stimuli. The experiment was in two 
parts: Set 1 and Set 2 stimuli being 
presented separately. Within each part the 
presentations were randomised, and 
preceded by 10 other words recorded by 
the same speaker. The experiment was 
carried out in Moscow, with 37 subjects 
who were native Russian speakers aged 
17-40 resident in Moscow (18 female, 19 
male). The subjects heard the stimuli 
played on a cassette recorder in quiet 
surroundings, 27 with headphones, 10 
without. The format was a forced choice 
identification task, and subjects wrote 
their responses on prepared answer 
sheets. 

3. RESULTS AND DISCUSSION 

3.1 Voicing during the closure 
Figures 1 and 2 present the mean re- 
sponses to the [rota] stimuli Set 1 and 2 
and the Iroda/ stimuli Set 2. It can be seen 
that voicing during the stop is an impor- 
tant cue. Full voicing leads to approxi- 

mately 100% ld! responses. Absence of 
voicing leads to 100% lt! responses in the 
case of lrota/ stimuli, and in the case of 
/roda/ stimuli to 47.7%, 60% and 80.6% 
It] responses, depending on stop and 
vowel duration. Full voicing is, not unex— 
pectedly, a sufficient cue to override all 
others, including in the case of from! 
stimuli all other cues to a It] present in the 
original token. The absence of voicing 
does increase lt/ responses but is not, at 
least in the case of this particular token, a 
sufficient cue to a N. 

a. lrotal stimuli Set 1 
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Figure 1: Responses to [rota] stimuli 
with 1=original stop and vowel 
duration, 2=shortened stop, and 
3=lengthened vowel. 

22 of the 37 subjects gave a 100% ld] re- 
sponse to the lroda/ Set 1 stimuli, even 
when the consonant or vowel duration 
had been altered and there was no voicing 
during the closure. Only two subjects 
gave a 50% or more It] response to any 
stimulus. The most likely characteristic 
leading to this almost total [(1] response is 
the presence of voicing at the burst. 

For one subject only, there was an 80- 
100% It/ response to all [rota/ stimuli, 
even with consonant or vowel duration 
changed. For this subject, at least in the 
case of these particular tokens, closure 
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voicing is not a sufficient cue to a Id! and 
is being ovenidden by another cue or cues 
to a It! in the token. His results are ex— 
cluded from the mean results for the /rotal 
stimuli presented below. 

100 
3 80 .3 n.. 601 2 
VJ 

8 40. 
E 1 
$ 00- 

0. 

0 20 40 60 80 100 
voicing during stop (msec) 

Figure 2: Responses to lroda/ stimuli 
Set 2 with l=original stop and vowel 
duration, 2==lengthened stop and 
3=shortened vowel. 

3.2 Vowel duration 
Figures la and b show a small decrease in 
lt] responses to lrota/ stimuli with a 
lengthened vowel, where closure voicing 
is ambiguous. There is a small difference 
in the 50% crossovers between the two 
labelling functions: of 3.1 msec (Set 1) 
and 4.8 msec (Set 2). In both cases t-tests 
for paired samples show this difference to 
be significant (Set 1: t = —3.40, p = 
0.002; Set 2: t = —6.62, p < 0.001). 

Figure 2 shows that in lroda/ Set 2 stimuli 
the shortened vowel has an effect on re- 
sponses where the closure voicing has 
been almost completely edited out. The 
combination of vowel duration and ab- 
sence of voicing is a stronger one than the 
absence of voicing alone, although not a 
sufficient cue to completely override oth- 
ers in the signal. In the case of the stimuli 
with 8 msec closure voicing, the differ- 
ence in It] responses is 12.6%, which a 
paired samples t—test showed to be signifi- 
cant (t = 4.89, p < 0.001). 

It is possible that the difference in re- 
sponses is small because the amount by 
which the vowel duration had been altered 
was small. The alterations were this size, 
however, in order to be representative of 
the differences found in production. 

3.3 Stop duration 
In the case of how] stimuli, the change to 
a Id! percept occurs with less closure 

voicing when the stop is shortened than 
when it is not (figures la and b). The dif— 
ference in the 50% crossover points was 
23.2 msec (Set 1) and 14.1 msec (Set 2), 
which in paired samples t-tests were sig- 
nificant (Set 1 t = 49.45, p < 0.001; Set 
2 t = —12.62, p < 0.001). 

A possible interpretation of these results is 
that the shorter consonant duration is an 
additional cue to a ld]. However, as 
shortening the stop automatically in- 
creases the proportion of the stop which is 
voiced (for a given absolute duration of 
voicing), it is possible that the difference 
in response is due rather to the listeners 
using the voiced proportion of the stop as 
a cue, and not the absolute duration of 
voicing [3]. To test this, the responses 
were analysed as a function of the 
proportion of the closure which was 
voiced (figure 3). 
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Figure 3: Responses to lrota/ Set l 
stimuli as a function of the percentage 
of the stop which is voiced (1=original 
stop duration 2=shortened st0p). 

The change to a ld/ response is now later 
(that is, when there is a greater voiced 
quotient) when the stop is shorter than 
when it is the original length. This was 
the case for Set 2 stimuli also. The differ- 
ence between the 50% crossover points 
was 7.1% in Set I and 10.0% in Set 2, 
and was significant (Set l t = 6.49, p < 
0.001; Set 2 t  = 9.54, p < 0.001). 

If the voiced quotient was the sole factor 
determining the response, the two la- 
belling curves would be identical. This 
significant difference between the curves 
is unlikely to be due to the shorter conso- 
nant duration itself contributing, as the 
difference is in the opposite direction to 
that expected from production findings: 
here, a shorter stop appears to require a 
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greater voiced quotient to be perceived as 
a ld]. If, however, it is the absolute dura— 
tion of the voicing, and not the voiced 
quotient, which is relevant in the percep- 
tion of the contrast, the difference in fig- 
ure 3 would be explained: a stimulus with 
the shorter stop will have a greater voiced 
quotient than a stimulus with equal abso- 
lute duration of voicing but a longer stop. 

If it is the absolute duration of voicing 
which is perceptually relevant. figure 3 
would not contradict the hypothesis that a 
decreased stop duration is contributing to 
a Id! response: there would be no direct 
evidence as to whether stop duration is 
relevant or not. 

%
 lt
! re

sp
on

se
s 

. 

N
 

o 20 40 60 80 100 
voicing as % stop 

Figure 4: Responses to lroda/ Set 2 
stimuli as a function of the percentage 
of the stop which is voiced (l=original 
stop duration. 2=lengthened st0p). 

If it is correct to conclude that the absolute 
duration of voicing is a cue, and not the 
voiced quotient, an explanation for the 
difference in the curves in figures 1a and 
b (voicing in msec) is that the difference 
shows the contribution of the decreased 
stop duration to the perception of a ld]. 

This conclusion is supported by re- 
sponses to the /roda/ stimuli (figures 2 
and 4). Whether closure voicing is 
analysed in terms of proportion of closure 
duration (figure 4) or absolute duration 
(figure 2), a longer stop leads to more N 
responses when there is little voicing 
during the closure. The difference be— 
tween the two labelling functions in It! re— 
sponses to stimuli with 8 msec voicing 
(32.6%) was significant in a paired sam— 
ples t—test (t = 6.99, p < 0.001). The dif- 
ference between the labelling functions 
when 10% of the closure is voiced is also 
significant (difference 24.4%, t = 5.86, p 
< 0.001). Stop duration is therefore con- 
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tributing to cue a N. however voicing is 
analysed. 

4. CONCLUSION 
The duration of closure voicing is for 
most of the above subjects an important 
cue to the voicing contrast in Russian, al- 
though not in all cases does it override 
other cues present in the signal. The anal— 
ysis supports a model in which the abso— 
lute duration of voicin g is relevant and not 
the duration of voicing in proportion to 
that of the stop. 

Stop and preceding vowel duration are 
additional cues to the voicing contrast in 
Russian. They have been analysed in this 
paper as independent factors; further anal- 
ysis will investigate whether or not the re- 
sults support a quotient model in which 
consonant to vowel ratio is the relevant 
perceptual cue. 
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ABSTRACT 
According to a known hypothesis, the 
perceived degree Of openness in vowels 
is given by the CB-rate difference 
(tonotopic distance) between F1 and 
F0. Synthetic vowels and diphthongs 
with non—stationary Fo and/or F1 were 
used to find out whether it is the instan- 
taneous Fo, its average, or the prosodic 
baseline, that is relevant here. Most 
subjects behaved in accordance with 
the basic hypothesis, but some attached 
a smaller weight to Fo. The results sup- 
port the relevance of the prosodic base- 
line as well as that Of the instantaneous 
value of Fo. Between speaker differ- 
ences in behaviour were prominent. 

1. INTRODUCTION 
It is well known that the phonetic qua- 
lity of phonated vowels, in particular 
their perceived degree of Openness, or 
vowel "height", depends not only on the 
frequencies Of their formants but also 
on their Fo. According to one hypothe- 
sis, the perceived openness is given by 
the tonotOpic distance (CB—rate differ- 
ence) between F1 and F0 [6]. Data on 
F o and the formants of vowels produced 
at different degrees of vocal effort and 
by speakers with differently sized vocal 
tracts are largely compatible with such 
an hypothesis [S, 7]. It is, however, still 
in question whether it is the instan- 
taneous Fo, its average, or some other 
kind of context dependent reference 
value that is relevant here. 

The tonotopic distance hypothesis 
was first proposed to explain the results 
Of perceptual experiments with syn- 

thetic vowels [6]. Its quantitative valid- 
ity has been questioned on the basis of 
results obtained in another perceptual 
experiment, in which the influence of 
Fo turned out to be smaller [4]. The dis- 
crepancy can be explained if it is as- 
sumed that listeners relate F1 to the 
prosodic baseline rather than to an in- 
stantaneous or average value of Fo [8]. 
Such a baseline is obtained by inter- 
polation between successive minima in 
the Fo-contour of the breath-group in 
question. 

Data on Fo in different styles of 
speech show that an invariant minimal 
value of Fo is characteristic of each 
speaker [9]. That value of Fo is nor- 
mally reached close to the end Of state— 
ments. It appears to be stable in various 
types of paralinguistic variations, such 
as the degree of involvement [1] and in 
different styles Of speech [2, 3], at least 
as long as these do not involve an over- 
all change in vocal effort. More pre- 
cisely, the invariant value Of Fo is 
slightly above its minimum, and it 
might represent an average of the base- 
line. 

If this is to be reflected in speech 
perception, listeners should, in efiect, 
relate F1" to an estimate of the speaker’s 
prosodic baseline in judging vowel 
Openness. According to slightly differ- 
ent hypotheses, the minimum Fo in the 
whole breath-group or in a smaller unit 
of speech might be relevant instead. In 
order to test the various hypotheses, an 
experiment was performed with syn— 
thetic vowels and diphthongs in which 
either F1 or Fo varied or both varied in 
unison. 

2. METHOD 
2.1 Stimuli 
The stimuli were synthesized digitally 
by means of a terminal analog Of the 
vocal tract, using a three-parameter 
voice source and 8 formant filters in 
cascade. The excitation signal used imi- 
tated that observed, by inverse filtering, 
in a vowel produced by a woman. Thus, 
Fo followed a natural intonation con- 
tour. The nominal Fo~va1ues referred to 
in the following are amplitude 
weighted mean values. These were 161, 
250, 347, 453, 569, and 697 Hz, repre- 
senting steps of 1 Bark. The stationary 
positions of F1 were 250, 347, 453, 569, 
697, and 838 Hz. The formants above 
F1 were in all stimuli invariably at the 
following positions in Hz: 2 220, 3 406, 
4 434, 5 050, S 741, 6 785, 7 829. 

The stimuli had a duration of 470 
ms. Prospective diphthongs were ob— 
tained by frequency modulation of F1 
and/or F0 with part of a sinusoid with a 
period of 360 ms, phased such that the 
nominal target values Of F1 and Fo were 
reached 30 ms after the beginning and 
80 ms before the end of the stimuli. 
The asymmetry was motivated by a 
final decrease in excitation amplitude. 

The nominal Fo-targets for the diph- 
thongs were 250 and 453 Hz (stimulus 
series 3a and 3b), 161 and 569 Hz (4a 
and 4b), and 250 and 347 Hz (Sa and 
5b). The targets of F1 were in each 
sereis 1 Bark above those of Fo. 

2.2 Subjects 
The stimuli were listened to and tran— 
scribed phonetically by 20 subjects, re— 
cruited among the personnel and 
students of the institute. Their first lan- 
guages were Swedish (12), German (2), 
Finnish, Estonian, Russian, Bulgarian, 
English, and Portuguese (1 each). The 
subjects reported no hearing disorders 
and they claimed good vocal profi- 
ciency in 4.7 languages, on average. 

2.3 Procedure 
The stimuli were presented binaurally 
through headphones in 8 series with 6 
(first two series only) or with 9 stimuli 
each, as follows: (1) nominal Fo = 161 
Hz, F1 rising in steps of 1 Bark. (2) 
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Both Fo and F1 rising in steps of 1 Bark. 
The remaining series (3a to 5b) con- 
tained stimuli in which both F0 and F1 
varied between the chosen target 
values. Each Of these six series included 
also one sample of each combination Of 
stationary target values: Fo low, F1 low; 
Fo low, F1 high; and Fo high, F1 high. 
Series a and b differed only in the order 
of presentation. 

3. RESULTS 
The stimuli were predominantly heard 
as front unrounded vowels with or 
without diphthongization. In some 
cases subjects heard front rounded 
vowels. The responses were computed 
according to the associated degree of 
Openness as follows: [i y]: 1, [e a]: 2, 
[a]: 2.5, [a (B]: 3, [ae]: 4. For diacritical 
marks "more (less) open" 0.5 was added 
(subtracted). In order to accommodate 
various diphthongs, the responses were 
quantified using four subsequent values 
according to the following model: [e]: 
2222, [ej], [e']: 2221, [ei]: 2211, [°i]: 
2111. 

Fig. 1 shows the average perceived 
degree of openness in the vowel series 
with subsequently rising F1 with and 
without rising Fo (series 1 and 2). The 
last one of the four values assigned to 
each response was ignored. The vowels 
with the same Fo and the same higher 
formants, but with subsequently rising 
F1 were unanimously perceived as sub- 
sequently more open, from [i] to [ae] 
(upper line). The spread in perceived 
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openness was small. As for the stimuli 
in which both F1 and Fo increased 
(lower line), ten subjects perceived es— 
sentially no change in openness, hear- 
ing all as [i] (lower dashed line), while 
the other ten were less uniform in be- 
haviour. For them, only about 40 to 70 
% of a shift in F1 was compensated by 
an Fo-shift equal in Bark (upper dashed 
line). The subjects behaved in a unani- 
mous fashion only up to Fo = 250 Hz. 

Fig. 2 shows the effect of variations 
in F1 on the perceived degree of open- 
ness as a function of time from the 
beginning to the end of each stimulus 
in the series 3 to 5. The two non-termi- 
nal openness values have been aver- 
aged for these figures. The figure shows 
the results pooled over all subjects and 
over all three choices of extreme values 
for F1 and F0. There was no noticeable 
difference between the two orders of 
presentation. Fig. 2a includes the four 
cases in which Fo was low, while F1 was 
low (1), rising (r), high (h), and falling 
(f). In Fig. 2b, Fo is falling, while F1 is 
either high or falling. In Fig. 2c, Fo is 
rising, while F1 is either high or rising. 

Fig. 3 is analogous to Fig. 2, but it 
shows the effect of variations in Fo 
when F1 is given. Fig. 3a includes the 
four cases in which F1 was high, while 
Fo was low (I), rising (r), high (h), or 
falling (f). In Figs. 3b and 3c, F1 is rising 
and falling, respectively, while Fo is 
either low or rising and falling with F1. 

The stimuli in which F1 and Fo were 
"stationary" were often heard as finally 
diphthongized. This tendency is exag- 
gerated in the results, since even a 
slight degree of closing diphtongization 
in open vowels was often transcribed as 
[V'] or [Vi]- 
4. DISCUSSION 
The results of the first experiment show 
that the typical listener behaves quite 
precisely in accordance with the tono— 
topic distance hypothesis. The results 
of the large group of listeners who ap- 
pear to attach a smaller weight to F0 
are troublesome. Considering the quite 
high degree of naturalness of the 
stimuli, these results tell us that there 
will be large between speaker discre- 



pancies in perceived phonetic quality 
even in natural speech produced at 
high vocal effort, in particular by child- 
ren, and in soprano singing. As for the 
age-conditioned variation per se, which 
is also reflected in an approximately 
uniform shift in F0 and F 1, there is a cue 
to vocal tract size in the formants above 
F2, which is likely to reduce between 
listener variation for that case. 

Fig. 3 demonstrates clearly that the 
instantaneous Fo (or a short time aver- 
age) is of some importance. If the sub- 
jects were only sensitive to F0 averaged 
over the whole stimulus, the contours 
in each panel would run in parallel, 
with a vertical displacement. If they 
were only sensitive to the Fo-minimum 
within each stimulus, the contours in 
each panel, except h in 3a, would coin- 
cide. If they were only sensitive to the 
baseline, all contours would coincide 
within each panel. On average, the data 
show a combination of baseline and in- 
stantaneous effects, the relative weight 
of the latter increasing from 0.36 to 
0.68 during the course of the stimuli, 
but this does not hold for each subject. 

The responses of individual subjects 
to the stimuli of Figs. 2 and 3 are not 
generally predictable from their re- 
sponses to those of Fig. 1. This is shown 
in Fig. 4, in which the Fo-sensitivity (in 
% compensation) in the two types of 
context is shown for each subject. The 
comparison includes only the stimuli 
with "stationary" Fo. The correlation be- 
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tween the two sets of data is low (0.44). 
There were some subjects who relied 
entirely on the instantaneous Fo, while 
others relied on the baseline. The 
former appear along the diagonal (y = 
x), the latter where y = 0. Thus, be- 
tween speaker differences turned out 
to be very prominent. 

In a previous experiment, in which 
the perception of F2’ was in focus, it 
was also observed that some subjects 
behaved consistently in agreement with 
the tonotopic distance hypothesis, 
while others showed a reduced in- 
fluence of Fo and often a less consistent 
behavior [10]. The proportion of the 
latter was lower among speakers of 
Swedish than among speakers of 
Turkish. Apparently, it had been still 
lower in speakers of Austrian German 
[6]. This might then be correlated with 
functional load: The minimum number 
of openness distinctions which are nec- 
essary to describe the phonological dis- 
tinctions in the vowel systems is two for 
Turkish, three for Swedish, and four for 
Austrian German. As for the balance 
between instantaneous Fo and its base- 
line, the functional load of tone might 
be of importance, but there are no data 
to substantiate such a hypothesis. 
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PROBLEMS OF TRANSCRIPTION AND LABELLING IN THE 
SPECIFICATION OF SEGMENTAL AND PROSODIC STRUCTURE 

Martine Grice and William Barry 

Department of Phonetics and Linguistics, University College London 

ABSTRACT 
A consensus transcription by two inde- 
pendent phoneticians of four speakers' 
readings of a two-minute passage was 
compared with the hand-labelling of the 
same recordings. A broad phonetic level 
of transcription was employed as this 
level of representation is usual in speech 
technology applications; the same symbol 
inventory was used for labelling. A num- 
ber of differences between transcription 
and labelling are discussed with reference 
to the theoretical problems of relating 
auditory symbolic representation to the 
acoustic signal; the mapping of tran- 
scribed elements onto temporally defined 
acoustic segments is less than straight- 
forward. 

1. INTRODUCTION 
There is a long tradition behind a num- 

ber of internationally established conven- 
tions for the auditory specification of the 
segmental structure of utterances. In the 
case of prosodic structure, the conven- 
tions are of a more language-specific and 
theory-bound nature. With the growing 
availability of digitised speech recordings, 
facilities for representing the speech signal 
graphically, and the urgent need for large 
annotated speech databases, these con- 
ventions are being challenged. Labellers 
are faced with the task of relating two 
phenomenologically different manifesta— 
tions of speech: a symbolic representation 
using transcription symbols and a two 
dimensional transformation of the physi- 
cal speech signal on the screen. 

This paper addresses this theoretical 
dilemma. The cases of segmental structure 
examined include a)voiceless schwa b) the 
occurrence of glottal stop or constriction 
and c) linking and syllabic /r/. Though 

these are only a small number compared 
to the speech sounds transcribed and 
consistently segmented and labelled in 
these recordings, they are the product of 
normal articulatory processes, not freak 
events which could be safely ignored in 
the description of normal continuous 
speech. While they disappear as "noise" 
in the training distributions of stochasti- 
cally based speech-recognition systems, 
they are in fact signal properties which, 
consistently labelled, could provide addi- 
tional structural information for the gen- 
eration of phonological rules. The 
prosodic investigation focusses on tone- 
group demarcation in the transcription: the 
consistency with which transcribers place 
tone-group boundaries and the relation- 
ship of these boundaries to labelled 
pauses. 

2. SPEECH MATERIAL AND ITS 
REPRESENTATION 

For the segmental analysis, four 
recordings of approximately two minutes 
each of the "Numbers Passage" from 
EUROM.O, the first CD—ROM database 
of the Esprit Project 2589 (SAM) were 
transcribed by two trained and experi- 
enced phoneticians. They were also hand- 
labelled by a number of SAM research 

“ assistants and cross-checked by the au— 
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thors. - 
The level of detail given in the auditory 

transcription can be described as "broad 
phonetic". Only symbols available from 
the phonemic inventory of Southern 
Standard English were used, but changes 
to the phonemic structure of words result- 
ing from continuous speech processes 
were captured, e.g. [k@m bi] for "can 
be" or [b{ g k@Uld] for "bad cold". On 
the other hand, similar assimilatory pro- 



cesses such as dentalisation of ln! in se- 
quences such as "on the" or "in that" are 
not distinguished from regular alveolar 
realisations. Syllabic sonorants were rep- 
resented (e.g. [=m, =n, =l]). 

The same inventory was employed for 
labelling which was based on visual 
scrutiny of the speech pressure waveform 
and simultaneous auditory examination of 
sections no shorter than one syllable in 
length. 

3. TRANSCRIPTION VS 
LABELLIN G 

3.1. Segmental issues 
The discussion concentrates on those 

aspects of symbolic description which are 
sensitive to a) the difference in size of 
processing frames generally available in 
auditory transcription compared to those 
used at a labelling workstation, and b) the 
discrepancy between the transcription goal 
of merely perceiving a string of appropri- 
ate sounds and the need in labelling to an- 
notate every part of the signal and to as- 
sociate each element in the symbol string 
with a discrete signal segment. 
a) Voiceless schwa? 

The possible elision of schwa in ex— 
tremely reduced syllables is well accepted 
for English (e.g."pr0prietary" ending in 
[t@ri] or [tri] [2]), but it is not usually 
given as a possible process in the weak 
form of "to". However, in the many oc- 
currences of the phrase "to the", there 
were several cases of the N release merg- 
ing into the following interdental fricative 
/D/. Perceptually, the impression was of 
two, albeit extremely short, syllables, so 
the Broad Phonetic transcription was, 
logically, [t@D@]. The labelling decision 
was just as clear: in the case of stop- 
vowel sequences, the release burst and 
associated following frication are nor- 
mally counted as part of the st0p, period- 
icity in the signal is necessary for the la- 
belling of a vocalic segment. Consequent- 
ly, the absence of a part of the signal on 
which to attach a vowel label led to the 
labelled sequence [tD@]. 

Although a narrower phonetic tran- 
scription might have shown the schwa to 
be voiceless, it is doubtful whether, given 
the disyllabic percept, and the occurrence 
of a true vowel very soon after, that the 
voicelessness of the first syllable can be 
perceived in the normal flow of the 
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phrase. Only by isolating the two sylla- 
bles with a speech editor does this become 
apparent. The artificiality of the segmen- 
tation criteria is readily apparent; post-re- 
lease aspiration, however short, has the 
function of identifying both a vowel and a 
consonant. In contrast, devoicing of liq- 
uids in stop-liquid sequences is a gener- 
ally accepted phenomenon (e.g. in 
"place", "try"). Here transcribers and la- 
bellers can be in complete agreement: pe- 
riodicity is not required, so the frication 
following the stop burst may be labelled 
as part of the liquid. 
17) Glottal stop or constricrion? 

The glottal stop is not part of the 
phonemic inventory used for transcription 
and labelling. However, glottal stops are 
clearly audible in the recordings. It is well 
known that the glottal stop has a number 
of functions in English. It can reinforce 
voiceless plosives, replace N. and mark 
the vocalic onset of a stressed syllable. 
These three different functions corre- 
spond, at least in theory, to different 
manifestations in the speech signal: 
Reinforcing /p, t, kl, it occurs just before 
the period of silence resulting from the 
step closure [2]. In both of the other two 
cases it can occur between vowels; glottal 
onset occurs at the beginning of stressed 
syllables and glottal N replacement alone 
only occurs before unstressed vowels. 
The combination of glottal N replacement 
+ glottal vowel onset is differentiated 
from glottal vowel onset alone by the 
checked nature of the preceding vowel. 

Thus, perceptually there are no prob- 
lems in identifying them, and in a narrow 
transcription task their occurrence could 
be recorded. In a labelling task, however, 
they present manifold problems, since 
they cannot be treated consistently. A per- 
ceived glottal stop may consist of a period 
of total glottal closure similar to a stop 
closure, but more frequently it is charac- 
terised in the speech signal by either of the 
following: 
i) a rapid increase in the duration of the la- 
ryngeal period, and, after a number of 
very long periods, a return to normal du- 
ration; 
ii) a reduction in initial peak amplitude 
over one or two cycles, often accompa- 
nied by irregular period duration. 
We use the cover term "glottal constric- 
tion" for the above two cases when there 
is no "glottal step" as such. 



Preceding a period of silence, length- 
ened or irregular glottal periods can ar- 
guably be considered part of the preceding 
vowel or sonorant (since the spectral 
properties are unchanged). They may, 
however, signal the preparation for a 
glottal onset of the following vowel (and 
are therefore a cue to the ensuing glottal 
closure), the reinforcement of a stop con- 
sonant (the closure phase of which consti- 
tutes the silence) or the replacement of a It/ 
(where the silence is due to a glottal clo- 
sure). All three can be auditorily distin- 
guished and do not pose problems for the 
labeller at the broad phonetic level since 
the only symbol type permissible is a 
plosive which can be conveniently at- 
tached to the silence; the glottal minforce— 
ment of vowels does not have to be 
marked. 

In the case of N replacement, there are 
problems with glottal constriction; the 
amplitude and period irregularity in the 
signal may constitute the only part of the 
signal which can be associated with the 
N. Furthermore, it does not need to be 
very accurately placed to result in an ac- 
ceptable percept. It may be regarded as an 
"overlay" on a slowly changing vocalic or 
sonorant sequence, and it does not always 
occur in the transitional phase. In one ex- 
treme case, "point zero" was produced 
with the glottal It! replacement occurring at 
the beginning of the [n] segment (see 
figure 1). The most accurate labelling of 
the event was [polt=n], although this 
aberrant sequence was only perceivable 
after isolation with the speech editor. 
c) Linking and syllabic M 

[@r/ and /r@/ sequences resulted in a 
number of transcription-labelling diver- 
gencies. They were consistently tran- 
scribed as diphonic, while in seven cases 
they were labelled as [=1]: in "numerals", 

p ()l t 

“score and" and "number eight". The case 
of "numerals" is similar to that of words 
such as "preference" and "different", 
given in the literature [3] where compres- 
sion can also occur. Two labelled ver- 
sions were found: [njum=r@lz] and 
[njumr@lz], depending on whether two 
or three syllables were perceived. Syllabic 
Ir] is not generally said to occur as a mani- 
festation of linking /r/. In "score and" and 
"number eight" it was found for both /1@/ 
and [@r/z [sk0:=m] and [ab=r eIt]. 
The nature of schwa and /n/ make their 
segmentation in the speech signal arbit- 
trary, even when a schwa is clearly pre- 
sent. In the seven cases recorded as [=r], 
there was no schwa portion distinguish- 
able from the /r/, and the /r/ was con- 
firmed as syllabic by listening to it with 
only the preceding context (using the 
speech editor). Listening to the syllable 
sequence in context (transcription mode) 
reduced the clarity of the [=r] percept. 

3.2. Tone-group demarcation 
Common to most systems of intona- 

tional representation is the provision for 
intonational boundaries of some kind. 
Within the British approach, such units 
consist of the tone-group, containing an 
obligatory nucleus. Since the only proso— 
dic labelling of Eurem-0 presently avail- 
able is the specification of pauses, the 
consistency across transcribers in placing 
these boundaries and the relationship of 
these boundaries to labelled pauses were 
examined. To this end, eight experienced 
British phoneticians were asked to tran- 
scribe tone-group boundaries in the first 
two paragraphs of one speaker's rendition 
of the numbers passage. 

Of the 43 boundaries which appeared 
in the transcripts, 32 were unanimously 
transcribed. 26 of these coincided with 

n z l@ 
Figure ! Glottal replacement ol‘ ltl in the phrase "point zero" 
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pauses (>50ms)' m the signal and six had 
complete agreement without a signal 
pause. Discrepancies m the transcriptions 
were found at 11 locations (none with 
signal pauses). 
Four cases of disagreement occurred in 
the sequence "two, three, four, five, six, 
seven, eight, nine". Its tonal structure can 
be informally described as an alternating 
sequence of relatively high and relatively 
low shallow rises of the type: 
IWO c four five SIX seven etc. 

Two of the transcribers grouped together 
sequences of "high" rises followed by 
"low" rises and six marked a tone-group 
boundary between each item in the se- 
quence. 

The tonal and rhythmic patterns in the 
sequence suggest that there is a need for 
capturing a hierarchical structure beyond 
that of tone groups and intonational para- 
graphs. The list of digits might most satis- 
factorily be seen as a pattern of minimal, 
single-word units, co-ordinated, in turn, 
within larger ones. Whether the single- 
word units are below that of the tone 
group (cf Beckman and Pierrehumbert's 
intermediate phrase[l]) or above, is an 
issue for further theoretical discussion. 
What matters is that, for the transcription 
of continuous speech, a variety of proso- 
dic boundary types might engender great- 
er consistency amongst transcribers, a ne- 
cessary prerequisite for the investigation 
of correspondences between transcribed 
boundaries and properties of the signal. 

It is clear that the elements in the se- 
quence are syntactically linear since they 
are components of a simple list. It would 
be interesting to ascertain whether tran- 
scribers would be more consistent in 
placing boundaries when a syntactic hier— 
archy is apparent such as in the phrase 
"red book, green pen, brown desk" where 
a similar tonal pattern might be produced: 

red book green pen brown desk 
A second area of inconsistency was in 

the case of a) "be composed", b) "no 
system" and 0) "keep pace" A boundary 
was marked by five transcribers in a) and 
b) and by four in c). In a) and b), there 
were also discrepancies between the tran- 
scriptions of accented syllables. In c), all 
were transcribed m m .  In all three 
cases, there was a high pitch on the first 
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word and a low level pitch on the second 
as follows. 

”be conqæscd Wm system °)kœ ppace 
Transc rs who recorded a boundary 
after the second word also marked it as 
accented. Some transcribers may have 
been reluctant to place a boundary in these 
positions because the pitch on the second 
word was level, this being the most 
problematic of the tones in a theory where 
dynamic pitch is generally seen as an indi- 
cator of nucleatity. 

A hierarchical intonational structure 
might facilitate the task of the transcriber 
here too. The intonation of the phrase in 
which b) and c) appear: "no system could 
keep pace", might thus have a larger unit 
consisting of both step-down contours, 
but each would also be a unit in its own 
right. 

4 CONCLUSION 
The divergencies discussed in the 

above sections highlight the theoretical 
problem underlying the association of 
auditory and signal-based analysis. At the 
segmental level, the facility for precise, 
de-contextualised replay may lead to more 
closely signal-linked percepts than is 
possible (or even desirable) in traditional 
auditory transcription. Also, the demand 
in labelling to allocate only one symbol to 
any given stretch of signal contradicts the 
known parallel nature of information 
transfer in speech. In fluent continuous 
speech, this will always lead to conflicts, 
however clearly segmentation criteria may 
be formulated. At the prosodic level, it 
appears that inconsistencies in marking 
tone group boundaries were mainly a 
result of the inability of the system as it 
stands to capture a hierarchical structure. 
As at the segmental level, overlapping 
units cannot be consistently forced into a 
linear string. 
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ABSTRACT 
Natural speech tokens were passed through a 
Bark-scaled channel vocoder simulation and 
the outputs of the 18 BP. analysis filters 
were quantised at various multiples of the 
Sone scale and the intensity-j.n.d.-scale. The 
resulting synthetic speech was presented to a 
group of listening subjects and intelligibility 
scores were obtained for each type and level 
of quantisation. The results suggest that the 
Sone scale is preferable to the intensity j.n.d. 
scale at mid frequencies where many 
important Speech cues are to be found. 

1. INTRODUCTION 
There is more than one way of measuring 
human perception of sound intensity. Apart 
from the measurement of intensity thresholds. 
there are three main procedures. One 
procedure involves the measurement of just 
noticeable differences (j.n.d.‘s or difference 
limens) [5]. The second procedure involves 
the examination of which intensities are 
equivalence at different frequencies (the Phon 
scale) [4] The third procedure asks what 
changes in intensity are required to produce 
a doubling (for example) in the perceived 
loudness (Sones) [1]]. A fundamental 
question that has still not been fully 
addressed is how these measures relate to 
each other and to the perception of speech. It 
might be expected that the Sone scale would 
be more relevant to speech perception than 
intensity j.n.d.'s as the former can be derived 
from both complex sounds and pure tones 
whilst the latter was originally derived from 
pure tones. Moore and Glasberg [8]  argue 
that the loudness of even pure tones "depends 
upon the integration of loudness over a 
certain frequency region" (eg. ! Bark or l 
ERB). The main disadvantage of the Sone 
scale is that it is very difficult to derive for 
individual subjects whilst it is relatively 
straightforward to determine the amplitude 
j.n.d.’s. This may explain the tendency for 
people working with cochlear implants to 
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quote implant performance for individual 
subjects in terms of j.n.d.’s relative to the 
overall dynamic range [I]. 

2. PROCEDURE 
A channel vocoder simulation developed for 
another project [7] was modified to 
incorporate a quantisation module after the 
analysis BP and LP filters (see figure 1). The 
vocoder had identical analysis and synthesis 
filter banks consisting of 18 Bark-scaled 
filters the outputs of which were 
demodulated by identical 50 Hz LP filters. 

Two quantisation procedures were utilised. 
one based on the intensity- j.n.d. scale 
(henceforth the j.n.d. scale) and the other 
based on the Sone scale. The j.n.d. scale was 
taken from Gulick [5]  (pl 15) and the values 
were logarithmically interpolated in the 
frequency dimension to obtain approximate 
j.n.d. curves for each of the 18 centre 
frequencies of the BP filters. For each centre 
frequency the 0 j.n.d. point was set as the 
threshold intensity and the l j.n.d. point was 
determined to be the threshold plus the j.n.d. 
value at the threshold intensity. The 2 j.n.d. 
point was determined to be the intensity at 
the l j.n.d. point plus the j.n.d. value at that 
intensity and so forth to give curves similar 
to that depicted in figure 2. The Sonc scale 
was developed in the following way. Firstly 
the Phon values were determined (after 
Robinson & Dadson [10]) for each of  the 
filter centre frequencies. For 40 Phons and 
above Sone values were derived from phon 
values using the formula of Kinsler et al [6] 

_ L = 0.046 x 10““) 
(where L is loudness in sones, and Ln is 
loudness level in phons) 
Below 40 phons this relationship. no longer 
holds accurately and so values were derived 
from the data given in Fletcher [3]. This 
procedure directly produces the sone curves 
for each of the filter centre frequencies 
similar to the curve given in figure 2. 



The tokens were quantised at the output of 
the analysis demodulation LP filters at 4 
different j.n.d. levels (1. 2, 4 and 8 j.n.d.s') 
and at 6 different sone levels (0.2, 0.4, 0.8. 
1.6. 3.2 and 6.4 sones) as well as a "normal" 
16 bit quantisation utilising the same filters 
and forming the benchmark condition. This 
gave 11 sets of data in all. The quantisation 
curves (at 1000 Hz) for the 4 j.n.d. and the 6 
sone conditions are shown in figure 3. 

The test items were 11 vowels in an /h_d/ 
frame and 19 consonants in a CV frame 
(V=/a:/) Spoken by a speaker of Australian 
English. These tokens were recorded to 
professional audio standards in an echo free 
room digitised and vocoded on a VAX 
computer. The tests were conducted in a 
sound treated room using calibrated TDH-49 
headphones with standard cushions and 
circumaural seals. The test tokens presented 
unmasked at 70 dB s.p.l. (ref. 20 uPa). The 
20 listeners were all native speakers of 
Australian English and none had a history of 
hearing or speech pathology and all were 
screened with a speech discrimination test 
which ensured that they were reliably able to 
identify monosyllabic words presented at 40 
dB s.p.l. Relevant pairs of intelligibility 
conditions and classes were compared using 
the chi square test and tested for significant 
difference at the 0.01 level 

3. RESULTS AND DISCUSSION 
The intelligibility results for the 11 test 
conditions are shown in figures 4 and 5 for 
various phonetic classes. Figure 4 indicates 
that even the greatest levels of quantisation 
do not achieve a great deal of intelligibility 
loss for the vowels (as a class). The 
intelligibility of the vowels for the 3.2 and 
6.4 sone conditions are nevertheless 
significantly lower the that of the 0.2. 0.4, 
and 0.8 sone conditions. lt must also be noted 
that at about this level of quantisation the 
quality of the vowels deteriorates dramatically 
and they sound like they are spoken under 
water. lt is interesting to note that some 
cochlear implant patients comment that the 
speech that they hear via their implant sounds 
like it is being spoken under water. For 
consonant intelligibility the 8 j.n.d. condition 
18 significantly lower in intelligibility than the 
16 bit condition whilst the 1.6. 3.2 and 6.4 
sone conditions were significantly lower than 
the 16 bit and 0.2 sone conditions. An 
examination of both the curves and the above 
statistics suggests that the 8 j.n.d. condition 
may be equivalent in its effects on consonant 
intelligibility to either the 1.6 or the 3.2 sone 
conditions. 

71 

An examination of the results shown in 
figure 5 indicate fairly clear patterns for 
three of the classes (the stops being difficult 
to interpret). For the fricatives. 1.6. 3.2 and 
6.4 sone results are significantly lower than 
the 16 bit and 0.2 sonc results whilst the 8 
j.n.d. results are significantly less than the 16 
bit and 1 j.n.d. results. Examination of the 
curves suggests that for the fricatives the 8 
j.n.d. condition seems to produce equivalent 
results to the 1.6 sone condition. For the 
nasals. similar results occur with significant 
drops in intelligibility at 1.6 sones and 8 
j.n.d.’s and it would seem that the 0.8 sone 
and 4 j.n.d. conditions are equivalent in their 
effects upon intelligibility. [n the case of the 
continuants the 6.4 sone condition is 
significantly lower than the 0.2 sone 
condition whilst all of the j.n.d. conditions 
are not significantly different. The equivalent 
points on these two curves appear to be the 
3.2 sone and the 8 j.n.d. conditions. 

In summary. for all phonetic classes there is 
no significant deterioration in intelligibility 
from 1 to 4 j.n.d.‘s and from 0.2 to 0.8 
sones. These conditions also show very little 
degradation (relative to the 16 bit case) in 
overall speech quality. Intelligibility 
deteriorates between 0.8 and 1.6 sones and 
between 4 and 8 j.n.d.’s and evidence from 
both the statistics and the intelligibility 
curves suggests that the 4 j.n.d. condition is 
approximately equivalent to either the 0.8 or 
the 1.6 sone condition. Neither the 0.8 sone 
nor the 4 j.n.d. condition ever display a 
significant drop in intelligibility relative to 
the 0.2 sone or the 1 j.n.d conditions 
respectively. These conditions can be 
considered the maximum levels of 
quantisation allowable before the 
intelligibility significantly deteriorates (at 
least for some classes) and they are also the 
coursest levels of quantisation that do not 
show a noticeable drop in speech quality. An 
examination of figure 3 indicates that the 4 
j.n.d. curve intersects the 0.8 j.n.d. curve a 
little below 40 dB and that it intersects the 
1.6 sone curve at about 50 dB (at 1000 Hz 
for a presentation level of 70 dB). This 
implies that the maximum allowable 
quantisation level is determined by the 
degree of quantisation down to about 40 dB 
and that about one quantisation step is all 
that is required below this level. It seems 
that the maximum degree of quantisation 
allowable before intelligibility and quality 
deterioration occurs is around 1 sone and 
that at the minimum intensity for which there 
appear to be significant cues (ie. down to 
about 40 dB) the j.n.d. curve which matches 



the ] sone curve the closest is the 4 j.n.d. 
curve. 

A 70 dB presentation level was chosen for 
several reasons. Firstly, it is a comfortable 
listening level corresponding to the level of 
normal conversation. Secondly. the shape of 
iso-response auditory nerve tuning curves 
have consistent shape up to about 70 dB but 
increasingly distort above that level as 
saturation occurs [9]. Further. Dowel] et al 
[2] found 60-70 dB but not 80 dB to be good 
presentation levels for cochlear implants. 
These similar figures imply that auditory 
nerve saturation is the limiting factor for both 
normally-hearing and cochlear implant 
subjects. lt is reasonable to assume that we 
have adapted our normal speech levels to 
make use of that part of the intensity range 
(70 to 40 dB s.p.l.) where there is both 
sufficient intensity to pick up important cues 
up to 30 dB below the speech level and yet 
the intensity is not so high as to cause 
distortion of those cues through auditory 
nerve saturation. 
It must be stressed that the curves at 1000 Hz 
are a fairly good representation of the sone 
and j.n.d. scales between 1000 and 4000 Hz, 
however as the frequency drops to 200 Hz or 
rises to about 10,000 Hz the l sone and the 
] j.n.d. curves become almost equivalent over 
the range of 40 to 70 dB. Many cues occur, 
however, in the frequency range where the 
curves in figure 2 and 3 apply and so the 
number of quantisation levels available would 
need to be determined from either the 1 sone 
or the 4 j.n.d. scale. 
When cochlear implant performance is 
defined in terms of the number of j.n.d.’s in 
an overall dynamic range (eg. [1] dynamic 
range 2.6 to 16.4 dB and difference limens 
0.2 to 0.8 dB) the number of available 
quantisation levels may actually be one 
quarter that implied by the quoted figures. 
For example. a dynamic range of 16 dB with 
difference limens of around 0.8 dB seems to 
imply the existence of 20 quantisation levels 
whilst it may be that there are only 5 
quantisation levels available. 

4. CONCLUSIONS 
It seems that for much of the frequency range 
the maximum amount of quantisation that 
will not result in significant drops in 
intelligibility for at least some phonetic 
classes is l sone. In this frequency range and 
for the range of intensitics that appear to 
contain most speech cues (70 to 40 dB for 
presentation levels of 70 dB) the 4 j.n.d. 
curve appears to produce similar results to the 
1 sone quantisation level. These results 
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support the notion that the reference point in 
sone calculations (40 phons or 40 dB at 1000 
Hz equal to one sone) is not an arbitrary 
reference point but may be related to the 
effective data quantisation that occurs in the 
process of human speech perception. This is 
not a surprising finding when one realises 
that there is a power relationship between 
sones and phons above 40 phons (1 sone) 
but not below that point. It is reasonable that 
we would adapt our speech perception to the 
intensities with a more stable relationship to 
loudness. 
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PERCEPTUAL EVALUATION OF SPECTRALLY 
CONFUSING STOPS AND NASALS 

Shigeyoshi Kitazawa 
Shizuoka University, Hamamatsu, JAPAN. 

_ ABSTRACT 
Spectral Similarity does not necessar- 
ily correlate to perceptual similarity. BayeSian classifier showed overlaps be- 
tween consonants in spectral represen- tation. The perceptual test of mis- 
class1fied_ consonants was 90 % correct. Concermng 10 % of low intelligible con- 
sonants, half of the misperceptions cor— 
responded to Spectral deviations. The 
remaining misperceptions showed a. sys- tematic tendency which can be inter- 
preted in terms of distinctive features. 

ill} INTROÂJUCTION 
_e_ inten e to c rtifi ' '- gibility ofdsEeech data (Œâdt o? ÈËËÈIË recognition y machine. Since observed recognition errors may be due to low in- telligible speech, we designed a percep- tion test of stop consonants misclassi— fied with a Bayesian classifier. This ex- ' 

periment unintentionally correlated to the hypothesis that speech sounds are 
perceptually decomposed into distinc- 
tive features. 

his is to study the difference be- tween machine and human being with 
respect to the recognition constituents. 
The reason why a machine does not dis- 
tinguish speech sounds which a human can easily hear is discussed through the 
perception test of natural speech. 
2. PROCtElgURE} h e con ex we av ' - ple syllables consistinegcofpsiialédiiisorsildgt and a vowel following. The langua e is Î‘äench. The pho/nemes tested inc ude 

consonants ?,p,t,k,b,d, mn, n 
followed by 11 of 16 Firencgli vovéelé 
/a,o,eu,e,ai,ou,u,i,an,in,on/. We as- 
sumed a phoneme /?/ before the iso- 
lated vowel syllables. All of the sylla- 
bles. came from 40 male speakers liv- 
ing in Paris. The test sample consists 
of 4200 independent phonation of sylla- 
bles. Most speakers are native French. 
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In order to qualify articulation of the 
speech data base, 200 syllables selected 
randomly from 5 speakers’ speech were 
presented to 11 listeners in a quiet lis- 
tening room. French speaking listen- 
ers could identify consonants with more 
than 97 % of accuracy. 
3. STATISTICS 

As a certificate of the speech quality, 
syllables were classified according to the 
initial consonant[1]. The acoustic pa- 
rameters were 28 LPC cepstrum coeffi- 
crents using a 256 point Hamming win- 
dow (effectively about 15 ms width un— 
der 16 kHz sampling frequency) shifted 
every 5 ms. Along these windows, the 
cepstrum coefficients are averaged over 
3 consecutive frames resulting a set of 
I_O frames of smoothed cepstrum coeffi- 
cients at every 10 ms. 

The burst point of stop consonants 
and the release point (Opening of the 
oral passage) of nasal consonants are 
determined as precisely as possible 
through visual inspection of waveforms. 
For initial vowels, initiation of vibra- 
tion was inSpected. The third analy- 
SIS frame is at this critical point deter- 
mined. With these procedure, conso- 
nant specific features are extracted. 

The classification is b ed on the 
multi-dimensional statistical analysis of 
the above shown 290 scalars foneach 
sample. The stepWise discriminant 
analysis selected around 50 to 70 ele- 
ments of the vector. Then, Bayesian 
1gllassjfier determined the correct classi— 

cation rates . In the separate anaJySis, 
87 % for stops and 85 % for nasals were 
the scores. 

Syllables tested were 4200 from 40 
male speakers and 425 misclassifica— 
tiions were observed as shown in Table 

4. SPEECH PERCEPTION 
Inspection of previous reports and 

our own experience show that syl- 

lables are highly intelligible if heard 
under low noise and wide frequency 
band condition. In our experimental 
paradigm, those syllables in which con- 
sonants are correctly classified are re- 
garded to be intelligible, and those mis- 
classified are subjects for perceptual ex- 
periments. Our preliminary experiment 
showed that most of the syllables were 
highly identifiable (97 % in average). 

Syllables used for perceptual tests 
were 425 which were misclassified in the 
closed discriminant analysis[2]. This 
list contains all the possible syllables 
except /ou/, /teu/, /kon/. Each syl- 
lable were recorded _on an audio cas- 
sette tape at a samphng rate of 16 kHz. 
The listeners heard the stimuli through 
headset, one syllable each 4 sec, and 
identified the syllables by writing. 

All the 11 listening subjects are na- 
tive French speakers. Records were 
kept of all responses. 
5. RESULTS 

Effective responses were 4620, among 
which 655 misPerception were ob- 
served, therefore 86 % was correctly 
perceived. Half of the correct answers 
were unanimous among all listeners. 
The first finding means imperfection of 
recognizer, that is we missed some im- 
portant features of consonants but puz- 
zled with phantom features. 

Among misperceptions, 462 are con- 
cerned with consonants(Table 2.), 237 
of them coincide with machine errors, 
and the rest 225 were different per- 
ception from machine errors(Table 3.). 
Misperceptions concerning vowels was 
231, which consists of 193 vowel errors 
and 38 consonant and vowel errors. Ta- 
ble 2. and Table 3. show in percent of 
each consonant presentation. Subtrac- 
tion of Table 3 from Table 2 gives coin- 
ciding errors. 

About half of consonant mispercep- 
tions coincided with isclassificat'ons. 

s_ means acoustic eatures use _ or 
clasSification reflect perce tual Similar- 
ities. Amongst all, 7 syl ables are co— 
incidentally misperceived by 10 of 11 
hearers. Inspection of the waveforms 
showed that 3 errors from /b/ to /p/ 
and one /d/ to / t / were not proceeded 
by prevoicing. In /bu/ to /u/ case, 
both prevoicing and burst were not ob- 
servable. In / t /  to /p/ transition, very 
fast rising of amplitude at the onset 
without fricative noise was clearly ob- 
served. 

The average correct response rate 
was 90 % which is 7 % lower than av- 
erage. As usual, errors tended to ac- 
company specific vowels or to concen- 
trate to specific speakers and listeners. 
The score deviated from 87 % to 95 % 
between listeners. Five of the speakers 
also participated in the listenin test. 
They can hear their own voice etter 
than others. 

Observing confusion matrices, we can 
find characteristic. distributions. The 
perceptual conqions, Table , dis- 
tributed along the diagonal and dencer 
in the up er triangular matrix. On 
the other hand, the matrix of machine 
recognition, Table 1, distributed differ- 
ently. This is shown more clearly in Ta- 
ble 2 as the machine specific error dis- 
tribution. Deviation to. the lower tri- 
angu ar matrix is very Sigm cant com— 
paring to the almost equal distribu- 
tion in machine error (Table 1.). An- 
other comparison with Bayesian classi- 
fier is in Table 4 as human specific er- 
ceptions. The distributions are a litte 
sparse to draw definite knowledge, how- 
ever, rather frequent in the upper trian- 
gular matrix. 

In these asymmetry of matrices, 
there is some specific characteristics 
of human perception. Confusions ob- 
served in Tgble 3 were sorted i terms of 
distinctive eatures as in Tab e 5. The 
table indicated meanin ul tendency of 
perceptual transition. e will discuss 
in the following section. 
6. DISCUSSION 

Perception test of misclassified con- 
sonants is a unique experiment where 
several factors are combined; insuffi— 
ciency of the features used by a clas- 
sifier, difference of the perceptual space 
of s eaker and hearer etc.. Since speak— 
ers ear their own voice, speaker reco - 
nize their speech to be correct. Defi 
nitely most of speeches convey sufficient 
acoustic information. Normally, the er- 
ror rates of these speeches are very low, 
so it would take a long time to obtain 
accurate estimates of the error proba— 
bilities. However, misclassified conso— 
nants are low intelligible syllables or 
low intelli ibility items which cause sig- 
nificantly iigher error rates. 

The importance of distinctive fea- 
tures in perception of consonants was 
demonstrated. For each feature, one 
feature specification (+ or —) tended to 
dominate over the other. As demon- 
strated in Tables 2, 4 and 5, there was 
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for each feature an asymmetry in the 
frequency of + and- feature specifica— 
tions in error responses. With the ex- 
ception of anterior, the dominant fea- 
ture s ecifications are all’ ’unmarked”, 
accor ing to traditional phonological 
theory. One plausible explanation for 
the dominance of unmarked feature 
specifications 13 that the low intelligibil- 
ity of selected syllables leads to a sim- 
plification of the percept (i. e., a loss of 
information). In some of the percep- 
tual shifts, acoustic features such as loss 
of prevoicing and weakened burst noise 
were observable. 

The results from the present experi- 
ment are highly compatible with those 
from previous studies. 

Previous paradigms include prox- 
imity estimates[3], identification of 
masked or distorted speech[4], dichotic 
presentation[5], recall test with the 
short term memory[6], and natives vs. 
non- -natives[7]. However, much of this 
research dealt with listening conditions 
acoustically de raded or loaded stresses 
on listeners. €Such researche has pro- 
vided ample evidence that the number 
of distinctive features play an important 
role in perception of consonants and 
that the phonemes are not a perceptual 
unit. On the other hand, phonemes are 
a unit of classification. 

The proximity estimates assume 
symmetry of the distance matrix. The 
analysises of MN test data also assumes 
s mmetry of the confusion matrix. On 
t ie  other hand, dichotic listening and 
short term recall tests are substantially 
asymmetric. Wickelgren did not men- 
tion about asymmetry of confusions or 
tendencies observed 1n distinctive fea- 
ture system. ay en explicitly indi- 
cated the feature specification domi- 
nance and suggested the perceptual sys- 
tem to favor the simpler (unmarked) 
feature _specification in the presence of 
competmg cues. 

7. CONCLUSIONS 
The purpose of this study was to re- 

veal that the simple acoustic compar- 
ison is insufficient to explain percep- 
tual differences of consonants. uman 

steners can show essentially gher 
performance than machines but have 
different characteristics. The Speaker 
independent acoustic analysis showed 
more than 90 % correct discrimination 
between consonant place of articula- 
tions. Those syllables misclassified by 

Bayesian recognizer are further exam- 
ined. These OLitlierS are an interest- 
ing set of examp es providing an insight 
into human perception and production 
of speech. Most of them are phonet- 
ically perfect but uncovered by recog- 
nizers and a few of them are imperfect 
productions. 

Perceptual experiments, using native 
listeners, exhibited a high intelligibil- 
ity except for some acoustically confus- 
ing syllables. We found listeners made 
confusions under natural hearing condi- 
tion. Half of the incorrect answers coin- 
cided with the hmisc lissificati ns of the 
recognizer, perhaps t rough t e similar 
evaluation of the features. Asymmet- 
ric distribution of the confusion matrix 
suggested that there are differences 1n 
strategy between human and machine. 

The last point is important in re— 
lation to the hypothesis that speech 
sounds are perceptually decomposed 
into distinctive features. Analysis 
showed the tendency that perceptual 
system favors the simpler (unmarked) 
features in the presence of low intel- 
ligible cues. O_n the other hand, rec- 
ognizers minimize the total errors by 
distributing errors among possible so- 
lutions. 

The findings suggest that distinctive 
features play an important role for hu- 
man perception of phonemes. 
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Table l . Egghine Recognition Rate for Unknown Speakers 
. Actual Consonant. 

Clamfied m [n] m [k] m [d] rg] [rn] [n1 rm 
[ ? ]  .81 .08 .0 .0 .0  . 0  . 0  
[ p ]  11 .84 .05  .02 .02 .0  . 0  
[ t ]  .03  .04 .85  .08 .0  .2  .0  
[ k ]  ‚04 .04 .09 .90 .0 .0 .03 Not Examined 
[ b ]  . 0  0 0 0 . 8 6  .03  . 0 3  
[ d ]  . 0  0 0 0 .06 .92 . 0 4  
[p.] .o o o o .05 .03 .90 
[rn] .86 .10 .05 
[n] NotExamined .09 .83 .08 
in] .05 .07 .86 

Table 2. Intelligible Bazesian errors. Table 4. Percejfims off the Bayesian errors. 
obs. real consonants obs. real consonants 
% ‘2 p t !: b d g m n Ji % 2 p t k b d g m “ _ E  
7 7 2 3 6 ? 3 2 2 .6 .3 _.2 
p 34 3 6 p .2 4 4 4 l .2 
t 12 13 40 4 3 t 1 3 4 
k 17 5 40 2 9 k .2 .5 
b 15 3 b .8 .2 .4 2 .2 
d 32 14 d l .4 .8 
g 30 27 g .2 3 l 1 
m 26 35 m 4 .3 
n 43 26 n l 
y} 14 28 P _ .3 .8 l 

Table 3. Perceptual Confusions etc. 1 '3 '6 '4 A '4 
obs. real consonants 
% ’2 p t k b d g m n r 
') 99 10 2 2 2 .3 .2 
p .3 86 l l  5 6 l .2 
t 3 84 2 7 
k 1 1 88 ‘ 1 
b .8 .2 83 l 7 .2 
d l 4 88 4 
g .2 3 l 3 86 
m 4 98 5 
n 1 93 3 

I‘ .3 .8 .4 2 97 
etc. l 3 6 .4 .4 l 

Table 5. Percentages of feature specification 
for perceptual errors. 
features %+specification Ê—spccification 
Coronal 8.52 17.72 
Anterior 16.16 5.06 
Voiced 5.01 13.76 
Conson antal 0.32 15.76 
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ANALYSE ApOUSTICO—PHONETIQUE DU MESSAGE VERBAL. SON ROLE DANS LA RECONNAISSANCE LEXICALE. 
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Gilbert Brock 

Institut de Phonétique - Université de Strasbourg II 22 rue Descartes - 67084 Strasbourg Cedex - France 

_ ABSTRACT 
This study deals with spoken language 
perception and comprehension during 
wordîrecognition processes. In this per- 
spective, we tested the role of the 
acoustic-phonetic analysis for the acti- 
vation of lexical representations. The 
experimental work is based upon a lexi- 
cal decision task. We realized a real- 
t1me measurement of reaction—times for 
several listeners and in 3 different pri— 
rning conditions to show facilitating or 
mhlbiting effects of lexical access and 
to test the organization of the mental 
vocabulary. These effects are discussed 
in relation with theoretical modelisa- 
uons of spoken word recognition, like 
the Marslen-Wilson “cohort model”. 

1. DOMAINE D'INVESTIGATION 
_ Les travaux qui vont être décrits 

s'intéressent plus particulièrement au 
message verbal et à son traitement dans 
le cadre de la reconnaissance lexicale. On 
cherche à étudier grâce à différents proto— 
coles expérimentaux les processus de 
perception et de compréhension, et plus 
prémsément les interactions de ces divers 
processus lors de la reconnaissance lexi- 
cale. On a montré que les processus lexi— 
eaux, pour des sujets sains, facilitaient 
l'analyse acoustico—phonétique. Des 
études utilisant des mesures comporte— 
mentales comme le temps de réaction ont 
nus en évidence l'influence des processus 
de compréhension sur la reconnaissance de la parole (Marslen—Wilson et al. 1981, 
1984; Pisoni et Luce, 1987[5]; Wioland, 
Metz-Lutz, Brock, 1989[1]). II a été dé— 
montré que les processus de compréhen- 
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sion et en particulier la reconnaissance 
auditive du mot sont mis en œuvre paral- 
lèlement à l'analyse acoustico—phonéti- 
que. ll faut insister sur le fait que ce pro- 
cessus d'analyse perceptive est à la base 
du traitement cognitif (Pisoni,1986; 
Marslen-Wilson, 1989) et qu'il est priori- 
taire; il est asservi aussitôt aux processus 
de compréhension. On va donc effectuer 
une approche en temps réel du traitement 
perceptif; cette approche se fait au cours 
du déroulement de la séquence de parole 
et elle a comme objectif de rendre 
compte de l'interaction entre les diffé- 
rents niveaux de traitement du signal. 

2. ACCES AU LEXIQUE ET MODE- 
LISATION 

Un certain nombre de modèles ont 
été proposés pour décrire l'accès au lexi— 
que inteme. Ce dernier peut être défini 
comme l'ensemble des formes lexicales 
mises en mémoire par un 10cuteur donné. 

2.1 Le modèle de recherche de Forster 
Selon le modèle de Forster (1978) l'accès 
au lexique s'apparente au fonctionnement 
d‘une bibliothèque. On va chercher à at- 
teindre la cible par l'intermédiaire de fi- 
chiers et l'on dispose alors de deux prin- 
cipaux lieux de recherche : dans les fi— 
chiers (adresse de la cible) et dans la bi- 
bliothèque elle-même. Les fichiers péri- 
phériques et le lexique principal consti- 
tuent ainsi les deux composantes de la 
structure du lexique. On suppose égale- 
ment l'organisation de sous—fichiers dans 
lesquels les éléments sont classés suivant 
un critère de fréquence. Lors de l'accès au 
lexique, le traitement va comporter une 

recherche jusqu'à ce qu'un appariement 
convenable soit obtenu; l'examen prend 
alors fin et une cote renvoie au lexique 
principal. L‘ultime étape consiste enfin à 
comparer les deux représentations pour 
qu'une décision d'acceptation intervienne. 

2.2 Modèle d'activation : le modèle de 
la cohorte 
Soulignons ici que notre démarche expé- 
rimentale s'inspire du modèle déveloPpé 
par Marslen-Wilson (1978). 
Le modèle était au départ de type interac- 
tif et il a évolué pour donner naissance à 
un modèle révisé, en 1987[3]. Le modèle 
actuel préconise trois fonctions fonda— 
mentales dans la reconnaissance de mots: 
l'accès, tout d'abord, où intervient le pro— 
cessus d'appariement d'une entrée senso- 
rielle à plusieurs représentations lexicales 
qui forment alors une cohorte; la sélec- 
tion, traitement qui permet de faire un 
choix approprié parmi les éléments de 
cette même cohorte, et l'intégration, qui 
correspond à l'insertion du mot dans le 
discours. Cette modélisation insiste sur la 
priorité de l'analyse d'ordre acoustico— 
phonétique. Il ne s'agit pourtant pas de 
prendre en compte toutes les caractéristi- 
ques acoustico-phonétiques d'un mot. 
Ainsi un premier groupe d'informations - 
basé sur un ensemble de traits acousti— 
ques— est créé, et l'on peut alors délimiter 
un ensemble de candidats activés qui for- 
ment ce que l'on appelle la cohorte ini- 
tiale. L'étape suivante consiste à réduire 
la cohorte initiale par élimination succes- 
sive d'éléments de ce premier ensemble 
jusqu'à ce que seul le candidat adéquat 
soit conservé. Cette identification cor- 
recte s'effectue dans un minimum de 
temps et avant que la séquence vocale ait 
été totalement énoncée. On parle alors du 

_ point de reconnaissance, point, dans la 
séquence lexicale, où un mot est isolé par 
rapport aux autres candidats de la cohorte 
initiale. Une dernière caractéristique de 
cette nouvelle version du modèle met en 
évidence l'effet de fréquence, à savoir 
que pour des éléments fréquents il existe 
un niveau d'activation plus important; 
ceux-ci sont alors traités prioritairement 
par le processus de sélection. 

3. PREMIERS TRAVAUX 
A la base, la démarche expérimen— 

tale s'inspire du modèle interactif de la 
cohorte et on s'est intéressé à l'interaction 
entre les processus de perception et de 
compréhension (M-N Metz—Lutz, F. Wio- 
land, G. Brock, 1989). Cette première 
étude des processus d'analyse acoustico- 
phonétique a été effectuée à partir d'une 
tâche expérimentale de détection de syl- 
labe : cette tâche consiste à identifier 
pendant l'écoute d'un message verbal un 
segment de parole sans signification (une 
syllabe CV), ce qui permet d'évaluer les 
processus perceptifs eux—mêmes. Le 
temps de réaction pour la détection cor— 
recte de la syllabe est enregistré dans dif— 
férents contextes sollicitant tantôt une 
stratégie lexicale (une suite de mots tri- 
syllabiques dans lesquels la syllabe cible 
se trouve en position initiale ou finale), 
tantôt une analyse phonético—acoustique 
seule (une suite de non-mots trisyllabi— 
ques portant la cible en position initiale 
ou finale). L'utilisation d'une stratégie le- 
xicale se traduit, d'une part, par un allon- 
gement du temps de réaction pour la syl- 
labe en début de mot, d'autre part, par la 
réduction du temps de détection pour la 
syllabe en finale de mot, indiquant l'acti— 
vation d'une représentation lexicale pho- 
nologique du mot entendu. 
De plus, si l'analyse acoustico—phonétique 
est la première étape qui initie les proces- 
sus de reconnaissance lexicale, nous 
avons montré dans un contexte signifiant 
-mot ou énoncé— qu'elle est d'emblée sou- 
mise aux processus de reconnaissance le— 
xicale (Wioland, Metz-Lutz, Brock, 
1990[6]). En effet, le temps nécessaire à 
la détection d'une syllabe en début de mot 
est significativement plus long que pour 
la même syllabe isolée. Cet allongement 
du temps de détection n'est pas corrélé à 
la durée de la syllabe comme c'est la cas 
en syllabe isolée. Il semble donc que le 
processus perceptif lui-même soit déter- 
miné par les processus de recherche lexi- 
cale. 

4. APPROCHE EXPERIMENTALE 
4.1 La tâche de décision lexicale 
Dans les travaux sur l'accès au lexique, le 
paradigme expérimental classiquement 
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utilisé est la décision lexicale. Il est de- 
mandé au sujet de déterminer si des sé— 
quences de parole perçues auditivement, 
sont des mots ou des non—mots, c'est-à- 
dire si elles appartiennent ou non au ré- 
pertoire des mots du français. Le mot ou 
le non—mot sur lequel doit porter la déci- 
sron (la cible) suit de 400 ms un autre 
mot ou un non-mot, appelé amorce(en 
anglais,“prime"). Ce dernier peut être 
neutre, ou partager certaines caractéristi- 
ques _avec le mot cible. Rappelons que le pnnc1pe de l‘accès au lexique consiste à 

Séquence amorce —————. 

[Fig- 1] 
établir une correspondance entre les ca— 
ractéristiques perçues d'un stimulus et une représentation conservée en mé— 
metre. La reconnaissance dépend égale- 
ment des contraintes liées à l'organisation 
du lexique interne. Selon cette organisa— tion, on peut prédire des modifications du temps de décision lorsque certaines di— mensrons lexicales (sémantiques, syllabi— 
ques etc.) sont activées dans un contexte 
donné. On peut ainsi tester, en manipu— lant les condition d'amorçage d'un lexème donné, l'importance de ces dimensions le- x1cales pour l'accès au lexique interne. ((il'est ce que nous nous proposons d'étu- 1er. 

4.2 Procédure expérimentale 
L'installation se compose principalement dun tmcro-ordinateur et de plusieurs interfaces permettant une normalisation 
poussée des divers signaux cible et ré— panse. Un enregistreur à bandes repro- 

… ...… 
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duit, à partir d'une première piste, la sé- 
quence de parole; sur une autre piste se 
trouve un signal inaudible, l'impulsion 
cible, qui indique le début du mot sur le- 
quel va porter la décision (fig.1) et qui 
déclenche le chronomètre du micro-ordi- 
nateur. Le temps de réaction est calculé 
après que le sujet ait répondu et donc ar- 
rêté le chronomètre. Un logiciel de comp- 
tage des cibles et de chronométrage de 
ces temps de réaction, ainsi que leur mise 
en fichiers pour l'exploitation statistique, 
a été conçu pour notre étude. Soulignons 

r———- Séquence cible—-——-1 

Piste 2 _ impulsion cible [U=5VlT=2ms] 

que l'organisation physique du matériel 
verbal, enregistré au Laboratoire de Pho— 
nétique de Strasbourg, est vérifiée a pos- 
tenori par un enregistrement oscillogra- 
phique qui permet d'indiquer le début du 
motàidentifier (fig.l). 

4.3 Conditions d'amorçage 
Les temps de réaction sont comparés sui- 
vant plusieurs conditions d'amorçage. De 
cette façon, on va tenter de mettre en évi— 
dence l'influence, facilitatn'ce ou inhibi- 
tnce, qu'exerce la première séquence ver- 
bale sur la seconde. Ces conditions sont 
au nombre de trois et l'amorce peut être 
alors soit de type syllabique (fig.2), soit 
morphémique ou encore sémantique: 
elles doivent permettre de tester l'organi- 
sation du lexique interne. En effet, l'exis— 
tence de relations sémantiques entre les 
mots du lexique a été démontrée depuis 
les travaux princeps de Meyer et Schva- 
neveldt[4]. Selon la théorie de la cohorte. 

l'activation de certains membres du lexi— 
que repose sur l'identité du début des 
mots; on peut alors formuler l'hypothèse 
d'une organisation du lexique interne au— 
tour d'indicateurs de la forme phonologi— 
que, comme la syllabe initiale, ou de l'or- 
ganisation morphologique du mot pour 
les lexèmes polymorphémiques. Pour ces 
derniers, on peut comparer l'importance 
des relations entre les items du lexique 
interne selon que la syllabe initiale a un 
statut phonologique ou morphémique. 

$. DISCUSSION 
Il faut insister sur le fait que la re- 

connaissance d'un mot résulte de la 
somme des informations sensorielles trai- 
tées en ligne. On admet que c'est sur la 
base de ces informations que le sujet va 
décider de l'appartenance du mot cible au 
lexique français. Sa réponse est fournie 
dès que les indices sont suffisants. 
La finalité de la démarche expérimentale 
est d'étudier et de comparer les modifica- 
tions du temps de décision. Dans notre 
protocole expérimental, l'amorce précède 
le début de la cible de moins de 500 ms; 
on cherche à tester la possibilité d'une ac- 
tivation automatique du lexique interne 
(Marcel, l983[2]). 
Une perspective différente nous amène à 
considérer l'importance du choix des dif— 
férentes conditions d'amorçage; en effet, 
en précisant quel type d‘amorçage favo- 
rise une décision d'acceptation plus ra— 
pide, il est possible de mettre en évidence 
le rôle propre des différentes informa- 
tions concernant le mot phonologique ou 
morphologique et de préciser les modali— 
tés de la sélection finale. Au cours de l'a— 
nalyse acoustico-phonétique, la recon- 
naissance d'un segment du mot analysé 
peut correspondre, par exemple, à un 
morphème (surtout un préfixe). On peut 
se demander s'il y a amorçage de tous les 
candidats morphémiques et comment se 
situe une telle activation en regard de l'a— 
morçage syllabique, par exemple. La mo- 
dification du temps de décision, d'autre 
part, reflétera les processus liés à l'activa- 
tion de la cohorte et à la sélection du mot 
reconnu c'est-à—dire du bon candidat. S'il 
y a accélération cela montre que tous les 
mots de la cohorte restent activés. Dans ‘ 

le cas d'un allongement, on met en évi— 
dence le fait que la sélection du bon can- 
didat repose sur l'inhibition des autres 
éléments de cette cohorte, alors diffé— 
rents du mot cible. Dans un même ordre 
d'idées, le fonctionnement même du pro— 
cessus de réduction de la cohorte initiale 
suscite un grand nombre d'interrogations. 
Le principe de la cohorte implique une 
adéquation entre l'entrée sensorielle et 
une représentation mentale. Le choix du 
bon candidat, par l'analyse acoustico- 
phonétique, amène à s'interroger sur le 
sort des autres candidats. Comment sont— 
ils réduits ou détruits ? Restent-ils activés 
ou sont-ils inhibés ? 
Les résultats obtenus chez un groupe 
d'auditeurs francophones appartenant à 
différentes classes d'âge, cherchent à pré- 
ciser le rôle de l'analyse acoustico-phoné- 
tique initiale pour la reconnaissance lexi— 
cale. Ils permettront de discuter l'impor- 
tance des représentations lexicales pho- 
nologiques pour la reconnaissance des 
mots. 
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ABSTRACT 
This paper investigates the contribution 
of two phonetic word boundary markers 
on subjects’ perceived word segmentation 
of ambiguous meaningful and nonsense 
word combinations. Both were realized in 
natural (both contrasting boundary posi- 
tions intended) and synthetic speech (no 
boundary intended). Results show that 
markers are perceptually relevant, and 
that their contribution is the same for 
meaningful and nonsense stimuli. This 
suggests that phonetic markers are suffi- 
cient for word segmentation. 

]. INTRODUCTION 
In order to understand an utterance, its 
constituting words must be identified. To 
this end, a listener must (implicitly) lo- 
cate the onset and offset points of words 
in an utterance. This word segmentation 
is argued to be a by-product of successful 
word recognition [1]. Listeners use 
stressed syllables as hypothetical word 
onsets. After recognition, a listener can 
anticipate on the subsequent word bound- 
ary and word onset (or attempt lexical ac— 
cess from the following stressed syllable, 
if the word is not yet recognized). How- 
ever, this strategy only helps listeners in 
determining which syllables correspond 
to separate words. Word segmentation at 
the level of phonemes (or a110phones), al- 
though necessary for word recognition, 
cannot be achieved through this strategy. 
Moreover, sensory word boundary infor- 
mation is indispensable in certain cases 
(e.g. words-within-words) [2]. 

In previous research [3,4,5], several 
acoustic-phonetic correlates of the (inten- 
ded) word boundary have been identified. 
Roughly, two types of boundary pheno- 
mena can be discriminated: (l) 'explicit’ 
boundary segments, e.g. laryngealisation 
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or glottal stop (segmental, qualitative 
markers); (2) variations in segmental 
duration, e. g. word-initial consonant 
lengthening (durational, quantitative 
markers). 

In this paper, it is examined whether 
these word boundary phenomena contri- 
bute to listeners’ detection of word 
boundaries in connected speech, i.e. 
whether such phenomena are perceptually 
relevant. This can be investigated by 
means of manipulation of the boundary 
phenomena. If these markers are indeed 
perceptually relevant, then their manipu- 
lation should affect listeners’ perceived 
word boundary position. 

Given their (qualitative) nature, seg— 
mental boundary markers are less inter— 
esting for the present purpose. These 
"boundary segments" can only be per- 
ceived as the phonetic correlate of a 
(word or phrase) boundary. Hence, it is 
more interesting to assess the influence of 
durationa! cues on perceived word seg— 
mentation. This study concentrates on 
two such word boundary markers, viz. (a) 
the duration of the consonant adjacent to 
the word boundary, and (b) rise time of 
the vowel following the word boundary. 
In previous research [4,5], consonant 
duration was found to vary between 49 
ms for intended /CVC#VC/, and 71 ms 
for intended NC#CVC/; post-boundary 
vowel rise time varied between 19 ms 
and 13 ms, respectively [across 20 word 
combinations and 4 speakers]. 
' In this study, the same type of stimu- 
lus material is used. Ambiguous two— 
word combinations may yield. two dis- 
tinctive sequences of two meaningful 
Dutch words (excluding segmentations 
involving geminates). For example, the 
combination ldi(#)p(#)tn/ corresponds to 
the two Dutch two-word sequences diep 



in "deep in" and die pin "that pin". In 
addition, ambiguous combinations yield— 
ing two nonsense words were included as 
stimuli. These enable a further test of the 
manipulated boundary markers: the per- 
ceptual relevance of the latter need not be 
limited to meaningful two—word combina- 
tions. The (unknown) intrinsic lexical ef- 
fects on word segmentation are absent in 
nonsense word combinations. 

In addition, even stronger evidence 
for the perceptual use of boundary mark- 
ers can be obtained by using synthetic 
speech stimuli. Connected natural speech 
contains several acoustic-phonetic word 
boundary markers. The presence of all 
other (unmanipulated) boundary markers 
can be controlled in synthetic speech. If 
all other cues are absent, then any 
changes in the perceived boundary posi- 
tion between conditions can only be as- 
cribed to manipulations of the phonetic 
word boundary markers. 

In summary, the experiment reported 
here aims at providing evidence for the 
contribution of two durational boundary 
markers to listeners’ perceived word seg- 
mentation, for combinations of either 
meaningful or nonsense words. These are 
realized (a) as ICVC#VC/ in natural 
speech [containing cues to the intended 
[C#] boundary], (b) as ICV#CVC/ in 
natural speech [with cues to the intended 
/#C/ boundary], (c) in synthetic speech 
[containing no boundary cues]. In all re- 
alizations, boundary cues were mani- 
pulated by shortening and lengthening the 
durations of (a) the ’ambiguous’ conso- 
nant adjacent to the word boundary, and 
(b) the rise time of the post-boundary 
vowel. Combining all conditions yields a 
2x3x2x2 full factorial design. 

2. EXPERIMENTAL METHOD 
2.1. Stimulus material 
Stimuli were constructed by combining a 
monosyllable (either a meaningful word 
or a non-word) having an ambiguous off- 
set, with one having an ambiguous onset 
[c.g. /plat/ "plate", or flat! "late"]. Three 
types of boundary ambiguity were 
discriminated, depending on the number 
of intervocalic consonants and the possi- 
ble positions of the word boundary: 

Table I: Three types of word bounda ambiguig. 
n r . cons  ambi uit 

type 1 1 / v  c#v/  / v  #cv/ 
type 2 2 /vcc#vl /vc#cv/ 
type 3 2 /VC£CV/ /v#ccv/ 
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For all three types, the ambiguous 
boundary consonant could be either plo- 
sive, fricative or sonorant. However, 
type-3 word combinations with a sono— 
rant boundary consonant are not allowed 
in Dutch. For each of the (3+3+2=) 8 re- 
maining cells, 3 meaningful and 3 non- 
sense word combinations were construc- 
ted. For the meaningful (Dutch) word 
combinations, only monomorphematic 
words were used, and function words 
were avoided. Accent position was bal- 
anced between the two constituting words 
of a combination, and approximately bal- 
anced across boundary consonant catego- 
ries and ambiguity types. For correspond- 
ing meaningful and nonsense combina- 
tions, the same member was accented. 

In addition, 10 meaningful and 10 
nonsense filler combinations were con- 
structed, identical to the actual stimuli in 
all relevant aspects. \ 
2.2. Natural speech material 

Both contrasting versions of the 24 
meaningful combinations were embedded 
in a meaningful sentence, which allowed 
only one segmentation. Corresponding 
sentences were as similar as possible with 
respect to number of syllables and words, 
stimulus position in sentence, etc. No im- 
portant prosodic or syntactic break oc- 
curred within or immediately before or 
after the two-word sequence. In 9 out of 
24 cases, it was necessary to extend the 
second of the two relevant words (in both 
versions) with a suffix, in order to fulfill 
these requirements. Both contrasting ver- 
sions of the 24 nonsense combinations 
were embedded in a dummy carrier sen- 
tence, with a voiceless plosive immedi- 
ately before and after the relevant se- 
quence (for ease of excision). 

All 2x2x24 stimulus sentences and 
2x2x10 filler sentences were read twice 
by a professional speaker of Standard 
Dutch, and recorded on audio tape using 
high-quality equipment. Each two-word 
sequence was digitized (20 kHz sampling 
frequency, 9 kHz filtering, 12 bits) and 
excised from the carrier sentence [usually 
the second realization, unless affected by 
pausing, hesitation, mispronunciation, 
etc.]. Cuts were made at positive zero 
crossings (for nonsense sequences: after 
the preceding noise burst and within the 
following silent interval); no windows 
were applied. The resulting excerpts 
sounded natural, and did not suffer from 



’clicks’ at their onset or offset. 
Natural sequences were processed 

identically to the (already processed) di- 
phone source speech [6]. Digitized two- 
word sequences were fed into an LPC 
analysis (30 poles, window 25 ms, shift 
10 ms). Subsequently, source type 
(voiced / unvoiced) and F0 were es- 
tablished with a program using sub-har- 
monic summation and corrected if neces- 
sary. Filler combinations were digitized, 
excerpted and processed identically. 

Subsequently, the analysis frames 
corresponding to (a) boundary consonant 
and (b) post-boundary vowel onset were 
established, by means of a segmentation 
program with auditory feedback and 
time—aligned diSplays of amplitude, 
voiced / unvoiced source, F0, and original 
waveform. Vowel onset segments stretch 
from the first vowel frame to the frame 
with amplitude over 90% of the vowel 
peak amplitude (logarithmic). 
2.3. Synthetic speech material 

The 2x24 two-word sequences were 
generated by means of a diphone concate- 
nation program [6]. In order to obtain the 
diphones used by this program, speech 
segments had been produced within 
(Dutch) nonsense words by the same 
speaker who realized the natural speech 
material in the present experiment (see a- 
bove). From these utterances, the transi- 
tion segments had been digitized (20 
kHz, 12 bits), excerpted, and LPC-ana- 
lysed. 

The concatenation program was fed 
with phonetic transcriptions with accent 
symbols (no boundary symbols, "silence" 
phonemes or glottal stops). The output 
LPC analysis files (with marks for di- 
phone and phoneme boundaries) were 
written to computer disk. The "accent" 
symbol yields a prominence-lending 
(’pointed hat’) If) 
ate vowel, superimposed on a declination 
line. After resynthesis, the diphone sti- 
muli closely resemble natural stimuli. 
The crucial difference is that the syn- 
thetic speech does not contain any word 
boundary markers, since the diphones 
were originally realized word-internally. 
Again, filler combinations were input and 
concatenated identically. 

Analysis frames corresponding to the 
two relevant intervals were established by 
the procedure described above, aided by 
the phoneme and diphone boundary 

pattern on the appropri- 
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marks in the LPC files. Vowel onset seg- 
ments were not allowed to extend beyond 
the mid—vowel diphone boundary mark, 
nor beyond the F0 turning point within 
the vowel (if accented). 
2.4. Experimental conditions 

The ambiguous boundary consonant 
and the post-boundary vowel onset were 
shortened (67%) or lengthened (134%) 
with regard to their original duration. 
Durations were manipulated by changing 
the number of samples for the appropriate 
frames [8]. Finally, the (2x2x (48+96)=) 
576 manipulated two-word sequences, as 
well as the (2x2x10=) 40 unmanipulated 
fillers, were re-synthesised and stored on 
computer disk. 
2.5. Stimulus tapes 
The four stimulus conditions (meaning- 
ful--nonsense and natural--synthetic) 
were presented in separate blocks 
(pseudo-random order within blocks). 
Each block started and ended with 10 
fillers. Four stimulus tapes were con- 
structed, with counterbalancing between 
and within blocks. Tapes were recorded 
on DAT with 2.0 sec ISI (20 kHz, 9 kHz 
filter). 
2.6. Subjects and procedure 
Each tape was presented to 20 listeners 
(native Dutch, no reported hearing de- 
fects, language students) who received a 
small payment. They listened to the tapes 
over headphones (binaural) in a sound- 
treated booth. Their response sheet gave 
two possible reSponses (contrasting seg- 
mentations) for each stimulus; subjects 
were instructed to tick the appropriate 
one. Orthographic contrasts between re- 
sponses were to be ignored. A short break 
was allowed between blocks on the stim- 
ulus tape. 

Responses were fed (manually) into a 
computer, which calculated the rational- 
ized arcsine [7] of the proportion of [#C/ 
responses (/V#CV/‚ [VC#CV/ or 
/V#CCV/‚ depending on combination 
type). The following section presents re- 
sults of three tapes only, since remaining 
data are not yet available. 
2.7. Results 
The perceptual relevance of the manipu- 
lated boundary markers (a) consonant 
duration and (b) vowel rise time, should 
become apparent as a significant main ef- 
fect of these factors. Influence of (c) the 



speech source type and (d) the meaning- 
ful--nonsense difference on the percep- 
tual relevance should become apparent as 
a significant interaction between these 
factors. In order to determine these ef- 
fects, arcsine data were subject to an 
ANOVA with these four main factors. 
Two factors were added, viz. (e) the type 
of stimulus combination (8 types, fixed), 
and (f) the ambiguous combination (3 for 
each type, nested, random), see section 
2.1. Main effects and relevant interac— 
tions are summarized in Table 11; re- 
maining interactions were all insignifi- 
cant. 

Table ll: Summam of analysis of variance results. 
F df fac tor  D 

( A )  con3.dur. 7 4 . 1  1 ,32  . 0 0 1  
(B) vowel r ise 2 0 . 5  1,32 . 0 0 1  
(C)  sp.source 149 2 , 6 4  . 0 0 1  
(D) mean/none . 4  1 ,32 n . s .  
(B) stim.type . 8  7 , 3 2  n . s .  
(F) gtim.combi 2 8 , 3  32 .1152 ‚901  
AC 2 0 . 4  2 , 6 4  .001  
AD . 1  1,32 n . s .  
BC 6 . 1  2 , 6 4  .01  
BD 1 . 4  1 ,32  n , s ,  
AE 3 . 0  7 , 3 2  . 0 5  
AF 2 . 0  32,1152 . 0 1  
CE 2 . 3  1 4 , 6 4  . 0 5  
CF 1 0 . 4  64 ,1152 .001  
ACF 1 . 4  64.1152 . 0 5  

A Newman-Keuls post-hoe analysis on 
factor (C) showed a difference between 
natural stimuli, intended as [C#/, and both 
other speech source types (p<.05). Table 
III below illustrates the varying contribu— 
tion of both boundary cues between the 
gge source types (interactions AC and 

). 
Table m: Mean percentage of /#C/ responses, tor 
two manipulated boundary markers and three 
Speech source !!ŒS. 

manipulagion Natgi Na t tg  fizngh 
cons.dur. Long 18 62 50  

Short 18 50 39 
vowel ons.Long 16 5 6  4 4  

Short 20 57 45 

3. DISCUSSION 
Both durational boundary markers under 
study are shown to contribute to word 
segmentation: manipulation affects sub- 
jects’ perceived word boundary position. 
This perceptual relevance is identical in 
meaningful and nonsense conditions. 
Since the absence of anticipatory lexical 
information does not hamper word seg- 
mentation, phonetic cues seem to provide 
sufficient means to this end. 
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However, the natural speech condi- 
tions in Table III show that manipulations 
are only effective if they involve post- 
boundary markers (consonant in [#CJ, 
vowel onset in [C#/). In addition, these 
data suggest that subjects pay primary at- 
tention to unmanipulated markers in the 
natural stimuli, while the markers under 
study only play a secondary role. In gene- 
ral, subjects seem to perceive the intend- 
ed boundary position on the basis of 
unmanipulated (probably segmental) 
cues. Durational cues contribute to this 
judgement, but only if the relevant speech 
segment follows the intended word 
boundary. The clustering of natural stim- 
uli, intended as [#C/, with synthetic stim- 
uli suggests that the latter also contain 
(uncontrolled) cues towards a /#C/ 
boundary position. Presumably, cues for 
syllable-initial position (in which the con- 
sonant diphones had been realized origi- 
nally) were used for word segmentation 
in this experiment. 
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ABSTRACT 
This paper presents some results on per- 
ception of short vocal vibrato tones, us— 
ing a method of adjustment. Means, stan— 
dard deviations were computed and his— 
tograms plotted from 19 sets of responses 
(11 subjects, 28 types of short tones rang- 
ing from 1/2 vibrato cycle up to 2 vibrato 
cycles in steps of 1/4 cycle, 4 types of ini- 
tial phase, mean frequency of 440 Hz, vi- 
brato frequency of 6 Hz and vibrato am- 
plitude of 100 cents). The main results 
are: A) for short tones, the pitch does not 
correSpond to the mean frequency; B) the 
pitch depends on the shape of end of the 
tone; C) the pitch converges towards the 
mean frequency as the duration increases; 
D) the overal pattern of F0 has an influ- 
ence on perception, and some simple pat- 
terns seem to behave better perceptually. 

1 Introduction 
L’étude de la perception de hauteur 

tonale dans la voix chantée en présence 
de vibrato de la fréquence fondamentale 
est un domaine qui a été relativement peu 
étudié. Une étude [5] (par la méthode 
d’ajustement) sur la perception de notes 
longues, qui comportent lusieurs cycles 
de Vibrato par note, con ut à la percep— 
tion d’une hauteur moyenne (arithmétique 
ou géométrique, ce qui est peu différent) 
pour des amplitudes et des fréquences-de 
vibrato de l’ordre de grandeur de celle 
rencontrées dans le chant. Il est notable que cette perception moyenne est con— 
testée par plusieurs auteurs (par exemple 
[4] p. 46) qui affirment que la moyenne 
mais aussi les deux hauteurs extrêmes peuvent etre entendues, en fonction du 
contexte. Cependant, les différents au- 
teurs s’accordent pour reconnaitre qu’en 
dehors de consignes ou de contraintes par- 
ticulières, les sujets auditeurs percoivent 
la. hauteur moyenne. Les résultats sur les 
notes longues ne peuvent s’appliquer pour 
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expliquer comment sont appréciées les 
notes courtes, qui abondent dans les 
executions musicales. Lors d‘une premiere 
étude sur les notes courtes [1] nous 
avions émis quelques hypothèses sur 
la base d’expériences préliminaires qu’il 
etait nécessaire de reprendre de façon 
plus systématique. Cette communica- 
tion présente une étude pour mesurer 1a 
hauteur tonale perçue lors de l’émission 
de notes courtes vibrées, hors de tout 
contexte musical, donc dans des condi- 
tions d’écoute de test psychoacoustique. 
Malgré la différence notable de cette sit- 
uation avec celle d’une situation musicale ree le, nous pensons que les resultats peu- 
vent se révéler utiles pour expliquer des 
phénomènes observés dans la production 
des chanteurs ou dans la perception des 
auditeurs. 

2 Méthode 
Une méthode d’ajustement a été utilisée 

pour mesurer la hauteur tonale des notes 
courtes. Les exemples synthétiques étaient 
produit par un synthétiseur a formants 
en parallèle. Les formants, maintenus 
fixes avec des valeurs (F 1 : 650Hz, 
F2 = 1100112, F3 : 2900112, F4 = 
33001‘ir z), correspondaient à. un la] . Les 
experiences ont été menées par 11 su- 
jets, tous pourvu d’une éducation musi- 
cale. Certains sujets ont effectué plusieurs 
fers le test et 19 jeux' de réponses ont 
ete utilisé comme données expérimentales. 
Les stimuli étaient présentés de façon bin- 
aurale par un casque Beyer DT48 à. 80 
dB SPL. Pendant la présentation de la 
premiere série d’exemples, certains sujets 
ont attr'b ,és la différence entre les sous a une | erence de tunbre plutot q u a  
une différence de hauteur. La consigne 

onnée a donc été de se concentrer sur la difference de hauteur, mais l’influence de 
petites variations de hauteur sur le timbre 
mérite robablement une étude spécifique. 
Pour c aque test, les stimuli sont con- 
stitués d’une paire de sons: un son non 
Vibré toujours identique et un son vibré 

que le sujet pouvait choisir parmis 12 
sons de fréquences différentes ordonnées. 
(Ile vibrato suit une loi sinusoïdale autour; 

’une frequence moyenne de 440 Hz, lo: 
de fréquence (période 1/6s=167ms), ce qui 
correspont à. une double croche avec la 
noire a 88, soit une note musicale courte 
mais courante dans la pratique musicale. 
L’amplitude totale du vibrato est de 100 
cents (1/2 ton), la fréquence variant en— 
tre 428 et 450 Hz. Les fréquences des 12 
sons d’appariement s’échelonnent entre ces 
deux limites, ar pas de 2 Hz, les sujets 
devant répon re par un numéro entre 1 
et 12. Le seuil différentiel de fréquence 
(pour des sons purs, à. 440H et 80dB SPL) 
est légérement supérieur à. 2 Hertz à. cette 
fréquence. Les deux sons d’un même stim- 
uli sont de durée égale, et séparés par un 
silence de 300 ms. D’un test à l’autre, 
la durée des sons varie en fonction du 
nombre fractionaire de cycles de vibrato 
présent.La plus petite durée utilisée dans 
ces tests correspond à. une demi période 
de vibrato, soit une durée de 82 ms envi- 
ron, et la plus grande à. deux cycles com— 
plets, soit 343 ms. Les ? durées utilisées 
s’étagent par palier d’un quart de cycle (41 
ms). Pour chaque durée, quatres phases 
initiales ont été présentées, et 28 tests 
d’ajustement, correspondant à. 28 formes 
ont donc été proposés, comme le résume 
la figure 1. Une expérience préliminaire, 
a permis de tester la. perception de notes 
longues de dix cycles complets de vibrato, 
avec la méme méthodologie, et donne des 
résultats identiques à ceux de raportés 
dans [5] pour les mêmes valeurs de vibrato 
et de fréquences fondamentales: la hau- 
teur perçue est alors la moyenne soit env- 
iron 440 Hertz. 

3 Résultats 

Tous les sujets ont évoqué des diffi— 
cultés pour juger la hauteur dans certains 
cas, a cause du mouvement du fondamen— 
tal. Certains sujets ont même évoqué la 
possibilité d’entendre deux hauteurs, et 
la consigne a été d’ajuster à la meilleure 
hauteur possible (un tel phénomène est 
décrit dans [2] pour des glissandi de sons 
purs). Les résultats sont très cohérents 
malgré ces difficultés. La figure l résume 
les différentes formes (notées de 1 à. 28) 
ainsi que les moyennes" et écarts types 
obtenus. Les écarts types sont dans 
l’ensemble plutôt faibles, de l’ordre du 
seuil différentiel. Ils ne varient pas de 
façon significative d’une forme à l’autre. 

3.1 Moyennes 
La figure 2 reporte la. mo enne des 

fréquences perçues en fonction e la forme 
(notée de 1 à. 28, dans l’ordre). Les 
7 courbes comportent 4 points chacune, 
pour les stimuli de même durée: l’axe 
des numéros de formes est aussi l’axe _des 

urees crorssantes, avec quatre phases m1- 
tiales pour chaque durée. Pour une même 
durée les hauteurs erçues peuvent être 
trés différentes: les ormes de plus courte 
durée peuvent, par exemple, suivant la 
phase initiale du vibrato, être perçues de 
437 à 447 Hertz. En observant la courbe 
des 4 points d’une même durée, ou remar- 
que que ces formes se reproduisent à. in- 
tervallede 4: Ia cqu be 1 ressembf 5&3, 
5 ,1a2 a l a  6 ,1a3  ala 7. Les cour es e 
plus longues durées ont un ambitus plus 
petit. Cette ”pseudo-périodicité” percep— 
tive semble liée à la périodicité du vi- 
brato: la forme 5 (reSp. 6, 7) reproduit 
la forme 1 (reSp. 2, 3) à une période 
de vibrato près, au début. La fin des 
formes semble donc prédominer percep- 
tivement. Cette figure montre une con- 
vergence des hauteurs perçues, lorsque la 
durée augmente, vers la valeur moyenne 
perçue our les notes longues. La figure 
3 se dé uit de la figure 2 en joignant les 
points, selon les durées croissantes, qui 
possèdent une même phase initiale (soit 
les point 1,5,9,13,17,21,25 pour la phase 
1). Les 4 courbes obtenues oscillent, en 
convergeant vers la moyenne. Ces oscil— 
lations so t liées à._la variation finale, de 
a. forme nale, et 11 semble que ce n est 

pas la phase initiale qui domine percep- 
tivement. La figure 4 se déduit de la fig- 
ure 2 en joignant les points qui possèdent 
une demi-période finale commune. Les 
4 courbes convergent de façon assympto— 
tique, sans oscillations, vers la moyenne 
des notes longues. Il semble que la forme 
finale du son gouverne la perception de 
hauteur, avec une pondération due à la 
durée. Un tel phénomène a été observé [3] 
[2] pour différents glissandi de fréquence. 

3.2 Histogrammes 
Les histogrammes représentant le nom- 

bre de réponses obtenues pour une 
fréquence donnée et une forme fixée in- 
diquent la dispersion des réponses, donc 
leur certidude. La figure 5 montre les 
4 histogrammes obtenus pour une durée 
d’1/2 cycle. Deux situations apparaissent: 
les phases 1 et 3 donnent pics marqués, 
indiquant que les sujets ont perçu un peu 
de fréquences différentes; les phases 2 et 
4 montrent un étalement des réponses, 
qui implique une certitude plus faible. 
L’examen des histogrammes, qui ne sont 
pas tous reproduits ici par manque de 
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Phase Phase Phase Phase 
1 2 3 4 | 
forme forme forme forme 

0.5 1 2 3 4 
cy- 
cles in \ V f 
Moy. 447.05 437.26 433.16 443.79 
E.T. 2.34 2.23 1.92 1.87 

forme forme forme forme 
0.75 5 6 7 8 
c _ ii.. ". \: cf !‘ 
Moy. 440.94 434.53 441.58 444.74 
E.T. 1.92 2.19 3.16 1.66 

forme forme forme forme 
1. 9 10 11 12 
c _ ii.. "I: V V“ ][ 
Moy. 438.42 443.2 442.63 440.1 
E.T. 2.63 2.01 2.5 2.1 

forme forme forme forme 
1.25 13 14 15 16 
cy- 
cles “ V  V .  a A 
Moy. 441.79 444 439.05 437.37 
E.T. 1.99 2 2.78 1.5 

forme forme forme forme 
1.5 17 18 19 20 
cy- .... W‘ M. W JV 
Moy. 443.26 440.63 437.47 440.95 
E.T. 1.91 1.77 2.09 1.81 

forme forme forme forme 
1.75 21 22 23 24 
CY 
cles M “I W ” 
Moy. 441.16 438.21 441.37 442.10 
E.T. 1.54 2.39 1.77 2.35 

forme forme forme forme 
2. 25 26 27 28 

:.. M: W W‘ m, 
Moy. 439.26 441.47 441.36 440.84 
E.T. 1.19 2.09 2.22 1.80 

Figure 1 

place, donne une indication des formes 
de variation du fondamental qui semblent 
Ferceptivement préférables, surtout pour 
es sons les lus courts. Les sons plus long 

possèdent es histogrammes pointus qui 
indiquent une dispersion faible, comme le 
montre la figure 6. 

4 Conclusions 
Les tests d’ajustement pour des sons 

vocaux vibrés de courte durée indiquent 
que: A. les sons de courtes durées don- 
nent lieu à des perception de hauteur très 
différentes de la hauteur moyenne; B. la 
demi-période finale permet de prévoir 4 
sortes d’incidences sur la hauteur perçue: 
incidence haute pour une 1/2 arche posi- 
tive (forme 1); incidence moyenne haute 
pour la 1/2 arche montante (forme 4); 
incidence moyenne basse pour la demi- 
arche descendante (forme 2); incidence 
basse pour la 1/2 arche négative (forme 3); 
C. avec l’accroissement de dtfrée la hau- 
teur perçue se rapproche de 3. moyenne; 
D. la. forme globale du son importante, 
elle se combine avec les formes de fin_et montre une pseudo- enodiute perceptive 
liée à. la périodicite du vibrato; E. les 
formes courtes qui possèdent un seul maxi- 
mum (1,3,10,12) sont perçues avec plus de 
certitude que les autres formes de même 
durée; F. lorsque la durée's’accroit la cer- 
titude des ju ement devient égale et haute 
quelque soit a forme. 
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SPEECH INTELLIGIBILITY IN DEEP DIVIN G 

Harry Hollien, Ph.D. and Patricia A. Hollien, Sc.D. 

University of Florida 
Gainesville, Florida, USA 

ABSTRACT 
Good communications are impor- 

tant in saturated diving. How— 
ever, since heliox gas mixtures 
exhibit different sound trans- 
mission properties than normal 
a1r -- and high ambient pressures 
interact with them —- speech 
intelligibility tends to be 
degraded at depth. Attempts to 
improve communications here 
include the use of electronic 
processors and (in this case) 
modification of divers' speech. 
While i t  is known that divers can 
upgrade their speech at depth, 
l ittle information is available 
about what they do to improve. 
niver/talkers were trained to 
independently manipulate speech 
intensity, rate and FB. Record- 
ings were made at the surface and 
at 92.3m; intelligibility levels 
obtained via standardized listen— 
ing sessions. The three vocal 
shifts that enhanced intelli- 
gibility were: low F0, slow 
speech rate and high intensity. 

1. INTRODUCTION 
‘ I t  must be conceded that 

divers are rather inefficient 
underseas workers [ 3 ] .  

A 
_ __ _ _ Aencuumo 

'— MODIFICATION 

L _ _ _ _ spasm. 
LEXICON 

Thermal effects, high pressures, 
weightlessness and especially 
poor comunication, combine to 
limit a diver 's ability to cope 
with the deep ocean environment 
and carry out reasonably complex 
tasks while doing so. In turn, 
divers' speech intelligibility 
is degraded primarily from 
exotic breathing gas mixtures, 
high ambient pressures, neural 
deficits, stress and hypothermia 
[6,8,11,12,15,l7]. 

The four approaches which 
have been employed to restore 
the integrity of HeOZ/P 
distorted speech can be found 
sumnarized in Figure 1. The use 
of trained decoders (D) is one 
remedial approach [16]; so is 
the use (C) of electronic 
devices [2,4,6,8, 14,16]. 
Third, attempts have been made 
to restructure language (B) as a 
compensation [ l ,  8 ] .  However: 
while i t  must be noted that a 
totally new divers' lexicon 
probably would not be practical, 
apprOpriate data-bases are being 
collected and studied [13]. 
Finally, of the approaches 
portrayed in Figure 1, i t  is the 
articulatory characteristics (A) 
that may be both the easiest to 

SATISFAÇTORY 
COMMUNICATIONS 

SPECIAL 
D DECODERS 

FIGURE 1 
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change and the most effective 
compensation for speech degra- 
dation in the HeOZ/P milieu. 

Figure 2 [7 ]  will demonstrate 
that saturated divers experience 
severe reductions in conmunica- 
tive ability as a function of 
depth. The disparity here ap— 
pears to be due to the effects 
of environment (reverberation, 
noise etc.),  equipment, human 
variability and even HPNS (high 
pressure neural syndrome, 17). 
No simple solutions appear ten— 
able; probably some combination 
of the four remedies will be 
necessary. While all require 
further study, the most critical 
need may be to determine how 
divers can modify their speech 
to become better communicators. 
This capability has not been 
addressed in the past. 

… 
. 

“_ . . . .  mm: moo-II 
„ „  '.“. D —  E "  ( ” n ‘ a ,  

‘A. o-—-- ME I west. mm 
'\_'-_ o-—- mn Eau lun-al 

\ \ _ — _ .  

. à ;. i. J. à. à. un au .. «. 
m m … - l … ! -  

FIGURE 2 

Finally, the speech changes 
which occur when divers attempt 
to common icate in HeOZ/P 
environments have been docu- 
mented to some degree. Briefly, 
these variations include non- 
linear shifts in vowel formant 
structure [2,6]  and (often) 
raised speaking fundamental 
frequency (FE), at least on a 
behavioral basis [9 ,  12].  
Other changes may or may not 
include shifts in VC ratios and 
the presence of nasal quality 

_ . _ .  

[7,8,12,15]. However, it  should 
be stressed that these investi— 
gations have been focused on the 
(analysed) speech of diver/ 
talkers -— when in environments 
which have varied extensively. 
Few investigators have attempted 
to study controlled/manipulated 
speech and these efforts have 
been confined primarily to 
shallow water [ 8 ] .  

2 . PURPOSE 
This study was conducted to 

investigate the effect of con- 
trolled articulatory modifica— 
tion on the intelligibility of 
divers' speech. To that end, 
diver/talkers were trained to 
separately alter, in turn, a 
single speedh parameter while 
controlling all others. 

3 .  METHOD 
As stated, this investigation 

was carried out under highly 
controlled conditions with 
experienced divers who had 
completed a rigorous speech- 
control training program. It 
was conducted in the hyperbaric 
chambers located at the 
wastinghouse Ocean Research and 
Engineering facility, Annapolis, 
Maryland. 

Subjects were twelve talker/ 
divers (s ix  males and six 
females) drawn from the 
University of Florida diver 
team. All were trained in 
phonetics and speech research, 
were certified/experienced di- 
vers and had served as subjects 
in previous experiments of this 
type. Moreover, to be included 
in the experiment, each had to 
demonstrate that he or she could 
produce the utterances with 
acceptable precision. Subjects 
were divided into equal groups; 
the first produced the required 
speech with normal sidetone, the 
second wore TDH—39 earphones 
into which was fed an 85 dB 
noise signal -— a procedure 
which_ essentially eliminated 
feedback. This approach permit- 
ted comparisons between talkers 
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who could hear their speech well 
enough to attempt enhancement to 
those who could not. 

All talkers read eight 
Griff i th's [5 ]  minimal contrast 
word lists in the seven dif- 
ferent speech modes with the 
sequence counterbalanced to a— 
void order effects. The speak— 
ing modes were: 1) normal 
articulation, 2) “most intel— 
ligible", 3) high fundamental 
frequency, 4) low F0, 5)  slow 
speaking rate, 6)  fast speaking 
rate and 7) high vocal inten- 
sity. As stated, subjects 
received extensive training in 
using each mode (except the 
f i rs t  two, of course) while 
keeping the others constant. 
Fundamental frequecy was moni- 
tored using the IASCP 
Fundamental Frequency Indicator 
(FFI), during training sessions 
and the dive; intensity by means 
of a calibrated sound level 
meter, and rate by means of a 
stop watch. During the dive, 
flashcards were employed at 
chamber portholes to caution 
talkers who were drift ing from 
these rigid protocols. All 
procedures were carried out 
twice for both teams: f i rs t  at 
the surface in air and secondly 
at 92.3m (305 fsw) in an 
environment consisting of 86% 
helium and 3% oxygen. 

The recordings were made by 
means of calibrated, at depth, 
ElectroVoice 664 microphones 
coupled to Ampex 661 tape re- 
corders (outside 'the chamber). 
I t  was concluded that, since 
less than S-dB variations were 
obtained for frequencies up to 
nearly 10 kHz, the microphones 
were capable of functioning 
adequately at the experimental 
depth. 

The experimental tape re- 
cordings were spliced, random- 
ized and presented to groups of 
12-15 listeners selected on the 
basis of (1) being native Eng- 
lish speakers, (2) having normal 
hearing, and (3) being able to 
perform the listening task. 

Before. their responses were 
evaluated, listeners were 
required to score at least 92% 
on a hearing screening test. 
Once the listening sessions were 
complete, the resulting data 
were tabled, analysed and 
statistical procedures applied. 

4 .  RESULTS 
One of the f irst contrasts 

was to compare the overall 
performance of the two groups. 
I t  was reasoned that, i f  train— 
ing was effective, mean scores 
for the groups would show no 
differences. Indeed, they were 
found to be virtually identical; 
intelligibility levels at the 
surface slightly favored the 
group that spoke in quiet (95.3% 
vs. 92.8%). At depth, however, 
this difference was in favor of 
the group speaking in the high 
noise environment; here the 
difference was 2%. Further, no 
Lombard effect was observed in 
the speech of any of the 
talkers. These findings -— 
coupled with the expected 
male-female contrasts which were 
virtually identical at the 
surface and only slightly 
favored the men at depth - 
served to demonstrate the 
robustness of the training. 

Inspection of Figure 2 will 
reveal that a 36-60% reduction 
in speech intelligibility can be 
expected at depths around 166m. 
The present data are consistent 
with that prediction. Even 
though the subjects employed in 
this research were trained, an 
overall degradation of nearly 
30% occurred at depth. Here the 
normal speaking condition 
(67.0%) again was found close to 
the overall mean and speech 
intelligibility was poorest for 
the two conditions of fast rate 
(61.0%) and high FB (62.1%). 
The lowered FB, however, result- 
ed in a slightly better than 
average intelligibility level 
(69.0%) —- a finding that is not 
surprising since lower Fß also 
would tend to reduce (at least 



slightly) the raised vowel 
formants. The three speaking 
conditions that demonstrated the 
best overall performance invol- 
ved those where best intelli— 
gibility was attempted (73.0%),  
speaking intensity was increased 
(72.0%) and speaking rate was 
slowed (70.6%). Other than the 
maximum intelligibility condi- 
tion, the only relationship 
found statistically significant 
(ANOVA) was loudness (F=23.8, df 
l l ,  132); this factor also was 
significant when a post hoc 
Duncan's multiple range test was 
applied. Even though the trends 
for the low intelligibility 
conditions (fast rate; high F0) 
were consistant across the noise 
conditions and gender, they were 
not statistically different from 
the others. 

5. CONCLUSIONS 
I t  is suggested that saturat- 

ed divers attempting to 
communicate in the HeOZ/P 
environment can improve their 
performance i f  they consciously 
attempt to do so. Helpful 
modifications include: 1) lower- 
ed fundamental frequency level, 
2) reduced speech rate, 3) 
increased speech intensity and 
4) attempted articulatory 
precision. Of course, i t  is 
conceded that these speech 
nodifications might not be 
equally effective for all 
ambient pressure levels, gas 
mixtures and noise levels. 
Nonetheless, they did result in 
speech improvement under the 
conditions of this experiment. 
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Aspects théoriques et pratiques des études sur le 
systéme phonétique d'une langue. 

L.Bondarko 

Université d'Etat de Leningrad 

ABSTRACT 

A phonological theory 
.cannot. be developed i f  a 
phonologist ignores the 
speech activity o f  native 
speakers. Systematic analy— 
s is  o f  Russian sound struc— 
ture has revealed a discre— 
pancy between units and 
operations used to  describe 
the phonology o f  speech 
activity and those postula— 
ted by the 'c lass ica l ’  pho- 
nology. 

L'étude théorique du 
système phonétique du russe 
contemporain langue litté— 
raire a pour tâche de 
spécifier et ( s i  besoin es t )  
de corriger des idées con- 
cernant les relations entre 
1e système des unités pho- 
nologiques et leurs réali- 
sations phonétiques dans la 
parole. 

Le moment est  venu de 
comparer ces deux ordres de 
fa i ts et d ' en  tirer des 
conclusions que aideraient à 
rénover les conceptions 
phonologiques. 

Dans la série " trai t  
dist inct i f  — phonème — 
morphème — mot" chaque 
élément est généralement 
caractérisé comme un 
ensemble d'éléments d 'un 
niveau plus bas: phoneme — 
ensemble des t ra i ts  dis— 
t inct i fs ,  morphème - 
séquense de phonèmes, mot - 

ensemble de morphèmes. 
Cependant, pour les locu— 
teurs chaque unité linguis— 
tique est  plus que la somme 
des unités d'un niveau plus 
bas.  C ' e s t  pourquoi on doit 
se demander quel matériel 
linguistique suff irait pour 
qu 'on puisse en t i rer  des 
conclusions sûres. C ' e s t  
dans cet ordre d ' ideès  qu'on 
a procédé, i l  y a quelques 
années, à la création du 
fond phonétique russe 
(FPhR), qui doit constituer 
la base des recherches 
ultér ieures. A 
fond comprend: , 
A .Des  enregistrements sono— 
r e s  de d i f férentes sor tes:  
les syl labes CV où toutes 
les consonnes sont combinées 
avec toutes les voyel les,  
des mot isolés les plus 
fréquents et ceux qui 
présentent des variantes 
orthoépiques (3000 mots en 
t o u t ) ;  des textes suivis, 
contenant des mots 
fréquents. Tout ce.matérie1, 
enregistré dans la pronon— 
ciation de 4 locuteurs,est 
conservé sous forme d 'enre-  
gistrements sonores sur 
bande magnétique et en forme 

.digital isée dans la mémoire 
de l 'ordinateur. Tout le 
matériel est  présenté comme 
une série de syllabes 
ouvertes avec des marques de 

présent ce  

segmentation à l ' in tér ieur .  
On procède à l 'é tude des 
caractéristiques de ces  
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syllabes; avec les auditeurs 
porteurs de différentes 
langues ( y  compris le russe) 
on fait des expérimente au 
cours dequels on modifie le 
matériel primitif de diver— 
ses manières pour étudier le 
rôle de certaines caracté— 
ristiques acoustiques pour 
la perception de 
[ 1 ] .  
B.Un système de transcrip- 
tion automatique qui donne 
la possibilité de faire une 
transcription phonématique 
ou proprement phonétique des 
textes orthographiés et 
d'obtenir différentes 
caractéristiques statisti— 
ques. 
C.Des dictionnaires des 
morphèmes russes ( à  la base 
des 3 dictionnaires morpho- 
logiques) conservés dans la 
mémoire de l 'ordinateur, ce 
qui rend possibles des étu— 
des statistiques. 

Pour le problème qui nous 
occupe l 'analyse de la forme 
sonore des morphèmes 
présente un intérêt parti- 
culier. 
D .  Des dictionnaires gram— 
maticaux et morphologiques, 
ce qui donne la possibilité 
de comparer les structures 
phonétiques des constituants 
de mot (morphèmes) avec leur 
distribution 
dérivés et formes grammati— 
cales de mots. Ces diction— 
naires sont la base pour les 
études sur des réalisations 
sonores des formes gramma— 
ticales du mot russe.  
En combinant les résultats 
de toutes ces  recherches on 
peut déterminer, avec assez 
de sûreté, certains procédés 
phonologiques employés par 
les sujets parlant et qui 
concernent les structures 
phonémiques et les réalisa- 
tions sonores des unités 
significatives. 

Selon la tradition, parmi 
les trois caractéristiques 
phonétiques du système 
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la parole“ 

dans l e s .  

vocalique russe (anterio— 
rité—postériorité, degré 
d'ouverture et labialisa— 
ticn) seules les deux der— 
nières sont considérées 
comme relevantes, puisque 
l'antériorité de la voyelle 
dépend, dans une grande 
mesure, de la consonne 
précédente, dure ou mouill— 
ée.  Dans certaines études 
expérimentales, cependant, 
on a démontré que cette 
affirmation est incorrecte, 
car les modifications arti- 
culatoires des .voyelles 
aprés les consonnes mouill- 
ées représentent un ”geste 
articulatoire" d'une nature 
particulière: c ' e s t  le pas- 
sage de la langue d'une 
position avancée et élevée, 
propre aux consonnes 
mouillées, & la position 
reculée, propre aux voyelles 
postérieures. Le degré 
d'ouverture, comme le mont— 
rent les données du FPhR, 
est aussi variable, et 
dépend: 
1) des habitudes personnel- 
les des locuteurs e t ;  
2 )  de certaines circonstan— 
ces de la parole. Ainsi, en 
prononçant ” l e s  syllabes du 
type CV ceux des locuteur;- 
qui ont un débit rapide ont 
les [ c ]  et [ e ]  assez 
fermés,ce qui a pour résul— 
tat la perception des 
voyelles comme [u ]  et 
[ i ] / D a ] .  Des modifications 
d'ouverture plus grandes 
encore sont observées dans 
les textes suivis, où les 
voyelles sont généralement 
réalisées comme plus fermées 
qu'i l ne faut d'après leur 
caractéristique phonologi— 
que. 

I l  s ' e n  suit que la 
variation d'une caractéris— 
tique phonétique ne donne 
pas le droit de la considé- 
rer comme irrélevante. La 
différence entre les voyel- 
les antérieures et posté— 
rieures dans le systéme 



phonologique du russe est 
dûe au fait que l'opposition 
entre les consonnes dures et 
mouillées en syllable CV 
n ' es t  guère possible que 
devant les voyelles posté— 
rieures: / 'sadu/ (au Jardin, 
De t . )  - /s'adu/ ( J e  m'as-  
soirai) (Cepedant la nou— 
velle possibilités de réa— 
liser cette opposition con— 
sonantique devant /e / : ,  

{pas ' t 'e l ' /  ' l i t '  - /pas'-  
te l ' /  'pastel' peut entraî— 
ner des changements dans le 
systéme vocalique russe). 

L'analyse des formes 
sonores des morphèmes permet 
aussi d ' en  tirer quelques 
conclusions concernant le 
niveau phonologique du rus- 
se .  L'un des fondements de 
la phonologie c ' e s t  l ' idée 
sur la priorité de la fonc- 
tion distinctive du phonème. 
L'étude du matériel phoné— 
tique — composition phoné- 
matique des morphèmes - a 
montré, contrairement à ce 
qu'on attendait, que cette 
fonction ne se réalise que 
dans un nombre assez  rest-  
reint de cas.  L'analyse des 
racines les plus fréquentes 
du type CVC (11 y en a près 
de 700) montre qu ' i l  y a 
très peu de paires minimales 
différenciées par les 
voyelles: 279 racines n'ont 
pas de paires minimales; 113 
racines ne peuvent former 
qu'une seule opposition 
vocalique, trois oppositüms. 
vocaliques sont possibles 
dans 23  contextes consonan— 
tiques, et i l  n ' y  a que 6 
contextes oonsonantiques où 
4 oppositions sont possib- 
les.  

Les 35 consonnes qui sont 
possibles à l ' initiale de 
morphèmes auraient pu former 
une série de 35 quasi-ho- 
monymes; cependant, la série 
la plus longue n 'en compte 
que 11 (des cas semblables 
sont t rès ra res ) ,  les séries 
les plus fréquentes ne 
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comptent que de 2 à 5 raci— 
nes .  

Ainsi, la fonction dis— 
tinctive du phonème n ' es t  
réalisée que dans une petite 
partie des cas théoriquement 
possibles. On peut voir 
cette faiblesse relative de 
la fonction distinctive du 
phonème en étudiant la 
différenciation des formes 
grammaticales de mot. En 
russe, la principale infor— 
mation grammaticale (pour 
les substantifs c ' e s t  le 
genre, le nombre, le cas) 
est portée par les désinen- 
ces ,  c 'es t -à—di re  par la 
partie post—tonique du mot 
que est  sujette à une forte 
réduction phonétique. Dans 
cette situation les facteurs 
phonétiques l'emportent sur 
les facteurs phonologique; 
c 'es t -à—di re  sur la néces- 
sité de dif férencier les 
formes grammaticales. L'ho— 
monymie des désinence * st 
surtout fréquente dan la 
parole continue, où l ' on  
observe aussi une homonymie 
grandissante des autres 
morphèmes. Donc, un locuteur 
russe ne rencontre que 
rarement des cas où la 
différenciation des unités 
significatives dans le texte 
se fasse grâce aux opposi— 
tions phonématiques. 

Une des questions les 
plus importantes pour toute 
théorie phonologique c ' e s t  
l'interprétation phonémati— 
que des segments sonores. Le 
plus souvent on procède à 
l ' identif ication phonémati- 
que d'un son recourant aux 
oppositions en position 
for te,  c 'es t—à-d i re  en 
position de différenciation 
maximale. Pour les voyelles 
russes c ' e s t  la syllabe 
accentuée. Parmi les 
morphémes du russe c ' e s t  la 
racine qui est le plus sou— 
vent accentuée, les suf f ixes 
le sont bien plus rarement, 
les préf ixes - plus rarement 



encore. 
Le traitement des donnéls 

du RDD [ 2 ]  (116666 mots) a 
permis de diviser tous les 
cas d'apparition de préf ixes 
comportant une voyelle en 2 
groupes selon la présence ou 
l'absence d'accent.  I l  y a 
t rès peu de cas où le 
préf ixe porte l 'accent de 
mot ( à  l '  exCeption de - qui 
est souvent accentué): 

voyelle du prf ixe 

(orthographe) 

e (Jés—gape-Sea ~gépmui) 
nullité inapte 

u (npd—ucx —npu-H9rs ) 
m ine accepter 

o (ét—n (LK -or—nyc.1uu) 
cons lâcher 

a (pou-yan —pa3 -ÿmmzä) 
raison raisonnable 

(Bbi— nJCk —Bb\— —nyCKQT6) 
émission émettre 

La comparaison de ces 
chif fres fai t  penser qu ' i l  
est peu probable qu'un 
locuteur russe, qui. comme 
on sa i t ,  tient compte, dans 
la parole, des caractéris— 
tiques probabilitaires, 
détermine la qualité phoné— 
matique des voyelles en 
recourant à la position 
forte.  I l  semble raisonnable 
de supposer que pour les 
locuteurs la "position 
typique" est aussi impor- 
tante que la ”position for- 
te“  pour le linguiste. 

Ainsi ,  la réalité du 
phoneme pour les locuteurs 
est liée en premier lieu à 
son rôle dans la structure 
phonétique du mot. Les cas 
où le modèle phonémique du 
mot est réal isé intégrale— 
ment pendant la production 
de la parole ne sont pas 
plus fréquents que ceux où 
ce modèle es t  seulement 
esquisse: p .  ex .  dans (Acc .  
du rouge' a d j .  Nom. f é m . )  
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la suite posttonique /uJu/ 
est réalisée phonétiquement 
comme groupe de voyelles 
[ ] ,  où [ ] es t  la réali— 
sation de la séquence 
/J/+/u/.  

Dans les actes de per- 
ception de la parole la 
réalité du système de 
phonèmes se manifeste comme 
les facultés des locuteurs 
de rétablir la forme phoné— 

accentuée inaccentuée 

13 3291 

2 4  1495 

86 6174 

1399 6226 

1353 1641 

mique du mot en utilisant 
une information phonétique 
défectueuse. 

Le système phonologique 
dont se servent les porteurs 
de la langue n ' es t  pas en 
tous points semblable à 
celui établi par le lin- 
guiste, ce qui nous oblige à 
une étude minutieuse _du 
matériel linguistique et de 
l 'activité_ langagière des 
locuteurs. 
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LA SEMIOLOGIE DE LA PHONOLOGIE 

Jaap J. Spa 

Universiteit van Amsterdam/Université de Provence 

Although human language is the 
most elaborate semiotic that 
exists, man invented other . 
sign systems to remedy the 
flaws-inherent to the use of 
language. For the same reason 
scientists had recourse to 
non-linguistic signs: Phonolo— 
gists proposed iconic diagrams 
»to circumvent the linearity of 
discourse. As phonology deve— 
lopped further other sign spe- 
cies were created —- the mea- 
ning of which could not be 
transmissed by language —- to 
describe newly discovered 
facts. 

1. INTRODUCTION 

Le langage est le plus complexe 
de tous les systèmes sémiolo— 
giquee utilisés par l'homme. Le 
corollaire de cette complexité 
est le caractere extrêmement 
sophistiqué des messages lin— 
guistiques. Pourquoi alors 
l'homme a—t—il éprouvé le be- 
soin de se doter d'autres sys- 
tèmes de signes ? C'est que la 
communication langagière est su- 
jette & des restrictions, dues à 
la nature de l'instrument ou aux 
circonstances dans lesquelles on 
peut l'employer: Un défaut dans 
l'appareil récepteur, l'ambiguï- 
té fréquente du message linguis- 
tique, l'absence de code partagé 
etc. (voir [9] pp 21-27) néces— 
sitent le recours à un substi— 

tut. Ainsi toutes les anthrcpo— 
sémiotiques non linguistiques 
ont—elles été inventées pour 
pallier une ou plusieurs limita- 
tions du langage: L'anthropo—sé— 
miclogie est à la linguistique 
ce que la médecine est à la bio- 
logie humaine. 

2. L'ICONE 

Voici donc pourquoi une sémiolo- 
gie de la linguistique, et par— 
tant une sémiologie de la phono- 
logie est possible. Hagège [5] , 
p. 1 a affirmé: "La linguistique 
(...) étudiant la langue le fait 
en langue.“ A mesure que les 
théories linguistiques se déve— 
loppent, le langage peut s'avé— 
rer être un outil défectueux 
pour les formuler. Le linguiste 
a dès lors recours à des signes 
non linguistiques possédant des 
prepriétés qui font défaut au 
langage: Les éléments d'un mes- 
sage linguistique n'ont entre 
sur que des rapporté linéaires, 
"horizontaux". Si le linguiste 
veut exprimer des rapports "ver- 
ticaux“ 23_"horizontaux" entre 
deux concepts théoriques, il ne 

' peut le faire au moyen du langa— 
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se. Ainsi Hellwag, [4] p. 25, a 
été amené à poser son triangle 
vocalique, un signe iconique bi- 
dimensionnel, pour représenter 
les relations entre les voyelles 
de l'allemand: 

u & i 
o ö e 

a 8 
a 



L'iconicit‘ do co signe consiste 
; representer verticalement l'a— 
perture et horizontalement le 
lieu d'articulation, ce qui cor— 
respond grosso modo à ce qui se 
passe dans la rêalit‘. Si on &— 
vait voulu rendre les rapports 
”vertical" et "horizontal" au 
moyen d'ênoncês linguistiques on 
aurait pu y parvenir mais au 
prix de formulations laborieu- 
ses. Un simple coup d'oeil sur 
l'icône, cependant, suffit pour 
rendre ces rapports évidents. 
L'iccnicit‘ de ce signe n'est 
pas pour autant parfaite: le - 
rapport “horizontal" entre [a] 
et [i] ou entre [6] et e] ne 
correspond pas a ce qui se passe 
dans la rêalit‘. 

Les consonnes avaient déjà fait 
l'objet d'une représentation i- 
conique 150 ans plus tôt par 
Montanus, [5] p. 19. Ni Hellwag, 
ni Montanus n'ont êtê les pre- 
miers & avoir employ! dos icônes 
en phonologie. Cet honneur rs. - 
vient & Panini (of. [6], p. 69). 
mais sa description était tombes 
dans l'oubli, de sorte qu'elle 
devait être r‘inrentêe par les 
Européens Mbutanus et Heilung. 

Outre les schênas iccniques ela- 
bor‘s par Hollwag, Montanus, PE; 
nini, d'autres icônes furent _ . 
proposés dont l'objectif fut de 
donner une image plus fidèle de 
la réalité, notamment quant a la 
façon dont les sons étaient pro- 
duits. Ainsi les images ci—des— 
sous de John'Wilkins, citêes par 
[1] , p. 115, représentent-elles 
ce qui se produit dans les cavi- 
tés pharyngale, nasale, buccale 
au moment de l'articulation des 
sons [t, d, s, l] : 

o 

o 

..
. 

. 

r 
I 

- 
". 

. 
I 

, 
r‘

 

‘- 
"

"
 

.. 
‘- 

. 
_ 

.
.

.
—

_
_

.
 

_
_

-
 

—
—
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Dans ces icônes on aperçoit la 
representations visuelle d'un 
certain nombre d'Cv‘neuents dont 
les principaux ne sont pas visi- 
bles à l'oeil nu ou also poo vi- 
sibles du tout mais seulement 
audibles ou eventuellement tan- 
gibles. C 'es t  pourquoi je propo- 
serais pour ce type d'icone 
l'appelstion d'icone sygestnfgiy 
gg , o.ä.-d, un icône dont le 
signifiant s'adresse d'un seul 
des 5 sens mais dont le signifi‘ 
relève de sens diff‘rents. 

3. LE SIGNAL ET LE SIMBOLE 

Sebeok, [3] pp 231-248, recon- 
nait 6 types do signes. Outre 
l'icône dont il a dejà Cte ques— 
tion, il distingue le signal, lg. 
M g ,  le emptôme le nom, 
l'indice, La flëche_î—)) do la 
phonologie genêrative peut Ctre 
considlrle comme un signal, par— 
ce que selon Sobook co dernier 
demande une action de la part de 
celui qui le perçoit. En l'occu- 
rence l'action consiste à rl!- 
orire une sequence. / (= dans le 
contexte) peut des lors Ctre „; 
considere comme un bole un 
signe pour lequel signifiz et 
signifiant sont lies par une ?>" 
convention arbitraire. Les trois 
autres types ne sont pas en—Ÿ}. 
plcyês, à ma connaissance, dans 
la litt‘rature linguistique. 

Pourquoi des signes conne -+ et 
/ se sont-ils substitue: à des 
expressions langagières ? C'est 
parce que celles-ci sont trop 
longues et trop souvent stilts 
sées. L'homc significans aime se 
servir do signes mais pas tou— 
qrs des mêmes. Il rentals de- 
vant l'obligation de reeuployer 
chaque fois le meme ‘nonc‘ quand 



un moyen plus simple s'offre à 
lui. En outre la formalisation de 
la linguistique permet la déduc- 
tion rapide de prédictions faites 
à partir d'assertions théoriques 
généralisantes, de sorte que cel- 
les-ci, le cas échéant, peuvent 
être rapidement falsifiées. 

4..L'ICONE METAPHORIQDE 

Les icônes dont il a été question 
avaient la propriété dite iconi- 
cité topologique (cf. [10], p.88) 
0. d. la configuration de leurs 
parties constitutives est sembla— 
bles a celle d'originaux qui . „ 
existent dans la réalité. Récem- 
ment la phonologie a.vu naître 
des icônes métaphoriques (cf. 
[10] ,p. 89): La configuration dos 
parties constitutives de ce der- 
nier typo reproduit un original 
qui n'a qu'une existence métapho- 
rique: Une personne gant placée 
n'est pas quelqu'un qui se situe 
quelques mètres au-dessus du sol 
mais qui est à la tête d'une hié— 
rarchie. Une telle métaphore est 
à la base de la description sui- 
vante de la structure syllabique: 

s' o— qr 
! /\ /\ 
R 0 R 0 R 
I\ A |  I 
N Cd N N 
| |  | | 
‘V c c c 0 V C V 
I l  I I I I  I I  
9 ‘k t r u a J o 

Les symboles ersont hiérarchi— 
'quomont supérieurs à 0 et R , 
qui à leur tour dominent N —et 
Cd. Ensuite viennent V et_ 0 ot 
on bas de l'échelle so trouvent 
les sons concrets. Une telle . 
hiérarchie peut être exprimée é- 
galement par un schéma plat, 
unidimensionnel: 

[' If L’ [ : ] ]  c f  o‘kngm 
:- 

Cette possibilité n'existe pas 
pour l'icône topologique qu'est 
le triangle vocalique car l'ori- 
ginal n'est pas quelque chose de 
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l i n ‘ a i r h  

5e LE SIGNE TRIDIMERSIÛHNEL 

La toute dernière méthode pour 
décrire scientifiquement les - 
sons est le schéma tri—dimensi- 
onnel, illustrant le fait que la 
séquence sonore est le résultat 
de différentes strates, reliées 
à un axe central, le squelette, 
sur lequel se trouvent des uni- 
tés chronologiques. Un tel sché; 
ma combine les propriétés des 1- 
cônes tcpologique et métaphori— 
que. Le tout prend à peu pris la 
forme d'un éccuvillon. C'est  
dire qu'on pourra bientôt s'at- 
tendre d co que les manuels de 
phonologie soient conçus comme 
certains livres pour enfants où 
il suffit d'ouvrir une page 
quelconque pour voir se former 
une image tri-dimensionnelle. 

6. L'ECRITUHE 

Le plus vieux domaine de la sé- 
miologie de la phonologie est 
l'écriture. Chez les anciens E— 
gyptiens les signes de l'écritu— 
re étaient encore de nature ico- 
nique parce que, quand un mot 
avait comme segment initial le 
v de vache, ce v ainsi que tous 
les autres v étaient rendus par 
une tête do. vache. On peut dès 
lors parler d'un icône dérivé. 
Celui-ci se transforme en 
bols (arbitraire) lorsqu'il est 
emprunté par une autre langue 
pour exprimer le segment v a— . 
lors que dans cette langue le 
mot pour vache ne commence pas 
par v. L'écriture a été conçue 
pour —remédier à la volatilité do 
la langue parlée. 

7. CONCLUSIONS 

1. Quatre limitations inhérentes 
à la communication langagiere 
ont provoqué l'introduction de 
signes substitutifs en phonolo- 
gie: la volatilité du discours 
oral, la linéarité du langage, 
la monotonie de l'emploi fré- 
quent de messages linguistiques 



identiques, l'inadêquation du 
langage do se prtter d dos d‘— 
duotiona fiables. 

2. Le langage est la plus {labo- 
r‘es des anthropo—s‘miotiques. 
Cela se voit aussi au nombre 
d'entr‘es dans [2300111e à oe- 
lui dans [7] . Aussi est-os la . 
linguistique qui peut fournir la 
ol‘ donnant scale a l'anthropo— 
s‘miologie. 
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VOWEL PALATALIZATION IN MONGOLIAN 

Jan-Olaf Svantesson 

Lund University, Sweden 

ABSTRACT 
Most Mongolian languages have gone 
through a process of palatalization which 
has affected the vowel and consonant sys— 
tems in different ways in different langua— 
ges. In this paper, phonetic data are given 
from the Khalkha dialect where consonant 
palatalization is contrastive, and where 
vowels preceding palatalized consonants 
have been umlauted. The umlauted vowels 
are realized as diphthon gs, and at least for 
some speakers they contrast with original 
diphthongs with i as the second element. 
The contrast is realized as differences in 
spectral timing. 

1. BACKGROUND 
1.1 The vowel system 
Classical Mongolian had seven vowels 
(shown below) and a vowel harmony 
system based on palatality with three front 
vowels c, a, y, three back vowels a, o, H, 
and one neutral vowel i. It is believed that 
the oldest stages of the language had a 
back unrounded vowel i as well. There 
has been a vowel shift in East Mongolian 
languages (Mongolian proper and Buriat), 
by which the vowel it became a pharyn- 
geal ([—ATR]) vowel a), and the front 
vowels y and a became n and e, respec— 
tively [3][4] (in Southern Mongolian 
dialects, e.g. Baarin, e became 9, as 
well). At the same time, the phonetic basis 
of vowel harmony shifted from palatality 
to pharyngeality ([ATRD, the vowels a, o, 
a) being pharyngeal ([—ATR]), e, o, 11 non- 
pharyngeal ([+ATR]) and 1? neutral [4]. 

i y u i u i u 
e a a o o o 

e o a a 
a o a 0 

Classical Khalkha Baarin 

Vowel length is contrastive in modern 
Mongolian, but only in the first syllable of 
a word. 

1.2 Palatalized consonants 
The vowel 1' caused palatalization of both 
consonants and vowels. Consonants pre- 
ceding 1' were palatalized, and in many 
cases the conditioning vowel disappeared 
(especially when word final) or became 
assimilated to a following vowel, in parti- 
cular when that vowel was a: ama>am 
‘mouth’, ami>am’ ‘life’; bara>bar ‘to 
finish’; bira>b’ar ‘strength’. Paiatalization 
did not always take place when an 1' 
followed, however: miqa > max ‘meat’. 

In this way a whole class of palatalized 
consonant phonemes appeared in Khalkha 
(b”. p’. m'. W’. d’. t’. n’. I". r’. g’. X’). 
contrasting with the corresponding plain 
consonants. (In Khalkha, lis realized as a 
lateral fn'cative [13].) _ 

The palatalized consonant phonemes m 
Khalkha have a limited distribution, occur- 
ring only in words with pharyngeal 
vowels. In non-pharyngeal words there is 
no contrast between palatalized and plain 
consonants, a fact that indicates that pala— 
talization of consonants took place before 
the'vowel shift that converted the front 
vowels y and a! to H and a. 

1.3 Palatalized vowels 
The palatalized consonants in pharyngeal 
words have in their turn palatalized (um- 
lauted) preceding vowels. Thus, a), o, a 
"have umlauted allophones, here written as 
di, 5, ii, before palatalized consonants 

In some Southern Mongolian dialects, 
e.g. Baarin, the umlauted v'owels are 
realized as monophthongs v, œ, æ, but in 
Khalkha they are diphthongic. Both short 
and long vowels were umlauted in a 
similar way. 



Another source of palatalized vowels is 
original diphthongs with i as the second 
element, mi, oi, ai. In Khalkha they are 
retained as diphthongs, but in Baarin they 
became monophthongs, merging with the 
umlauted vowels. There is also a non— 
pharyngeal diphthong ur' in Khalkha (y in 
Baarin). Instead of expected *ei or *ei, e 
is found both in Khalkha and Baatin. 

2. PHONETIC INVESTIGATION 
2.1 Method 
The data presented here are based on 
recordings of three male speakers of 
Khalkha Mongolian, XB, DD and BB. 
They were born, grew up and are still 
living in Ulaanbaatar. Their age was 36, 
26 and 21 years, respectively. A word-list 
illustrating various phonetic phenomena, 
including palatalization, was recorded. 
Each word was read in isolation 3-5 times 
by each informant. The recording was 
made in Ulaanbaatar using a cassette 
recorder of fairly high quality. The record- 
ings were analyzed using the MacSpeech- 
Lab II digitizer and analysis programs. 

2.2 Results and discussion 
22.1 Umlauted vowels vs. i-diphthongs 
The umlauted vowels ä, 5, &) and the i- 
diphthongs ai, oi, wi were compared by 
measuring F1 and F2 at the beginning and 
end of the vowel, and at three intermediate 
equidistant points. The words a:}: ail, 

2000 1500 1000 
‚.. 

" 3 0 0  

- - 4 0 0  

- - 5 0 0  
ul!— 

“ 6 0 0  
_ | -  

" 7 0 0  
c l -  

iFBOO 

Figure 2. F1-F2 plots for speaker DD. 
Umlauted vowels ö, :5, a are shown as 
solid lines and i-diphthongs mi, of, ai as 
dotted lines. 
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|- 

€;800 

Figure 1. Fl-Fz plot for all vowels of 
speaker BB. The i—diphthongs ui, ai, of, 
ai are shown as dotted lines and umlauted 
vowels a5, :5, a as solid lines. The average 
formant values (of 5 tokens) of mono- 
phthongic vowels are also shown. 

:5:1’, air, (5:1: mi] were used. The results 
are shown in Figures 1-3 and in Table 1. 
The simultaneous equality of F1 and F2 
was tested with Mahalanobis’ D2 test [2, 
p. 480] after converting the formant fre- 
quencies to the mel scale. 

The umlauted vowels and the corres- 
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Figure 2. Fl-F2 plots for speaker XB. 
Umlauted vowels di, :5, a are shown as 
solid lines and i—diphthongs wi, ai, ai as 
dotted lines. 
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ponding i-diphthon gs have similar paths in 
the F 1-F2 plane, starting at a point in the 
neighbourhood of the corresponding non- 
umlauted vowel and ending in the e~f 
area. According to the test results (see 
Table 1), a and ai are significantly 
different for speaker XB and also for DD, 
5 and of are different for BB and DD, and 
d)“ and toi are different for DD and XB. 
Some of the differences are perceptually 
yery salient. Although it is difficult to find 
invariant features which differentiate um- 
lauted vowels and i-diphthongs for all speakers, the three pairs differ in similar ways for each speaker. The difference lies 
in the tmnng structure of the diphthongs 
rather than in the starting point, end point 
or direction of the diphthong path. 

_The spectral timing of diphthongs often 
differs between different languages [l], but it is an unusual feature for a language to have diphthongs with the same general 
start and end points but which never- theless contrast because of their spectral timing. 

2.2.2 Palatalization of consonants 
following i-diphthongs 

Palatalized and plain consonants do not contrast after i—diphthongs. The quality of a consonant in this position was checked by measuring F1 and F2 at the beginning of âhe second vowel a in the word aiiar an comparin to lain lin bar] 
palatalized I’ingt’id ’alt): < ar and The results were (means of 5 tokens): 

BB DD 
F1 F2 F1 F2 batlar 501 1202 669 1387 ailar 505 1452 438 2002 äzl'ar 438 1594 365 2138 tests: 

batlar ~ ailar p<.01 p<.001 bazlar ~ ätl'ar p<.001 p<.001 ailar ~ atl’ar p<.05 p<.05 
As these results show, l in ailar is palatalized, but slightly less than the contrastively palatalized I ’in à:] ’ar. 
This seems to be the only case of progresswe palatalization in Khalkha. 

2.2.3 Influence of i on preceding 
consonants 

Both plain and palatalized consonants can occur before iin pharyngeal words, as in barlig and a:) ’i'g. The possible influence of 

1° on a preceding plain consonant was checked by measuring F1 and F2 at the 
end of the first vowel a: in the words 
batlar and baili'g, with the following 
results (5 tokens of each vowel for BB 
and DD, 4 for XB): 

BB DD XB 
F1 F2 F1 F2 F1 F2 

batlar 5931246 647 1213 672 1275 
batlig 6521321 645 1311 642 1418 
test: ns  IIS HS 

F2 is slightly higher at the end of a: in 
batlig than in badar, no doubt because of 
coarticulation effects, but this difference is 
not significant in my material according to 
Mahalanobis’ test. Since the vowel iis the 
historical source of palatalization in Mon- 
golian, it is somewhat paradoxical that i 
does not palatalize preceding consonants 
in Khalkha. 

2.2.4 The quality of i 
The vowel i is neutral in vowel harmony, 
but only in a restricted sense. Words with 
only this vowel are always non- 
pharyngeal, and in pharyngeal words, i 
occurs only in suffixes. The quality of iin 
pharyngeal words is influenced by the 
preceding consonant. In order to check 
this, F:; and F2 were measured at the 
beginning and middle of the f vowel in the 
words barlig, 5:113 and ailig, i.e. follow- 
ing a plain, palatalized and non-contras- 
tively palatalized consonant. The results 
are shown below where the first row for 
each word shows the beginning of the 1' 
vowel and the second row the centre: 

BB DD XB 
_ F1 F2 F1 F2 F1 F2 bailig 4731572 370 1949 445 1887 

_ . .  4651768 381 2083 449 2128 a111g 3541820 246 2135 354 2044 
_ 3701896 367 2211 363 2194 

ail’ig 353 1871 348 2083 —- 
351 1958 359 2181 — 

tests: . .  BB DD XB bazhg—athg p<.001 p<.01 p<.05 
_ . p<.05 p<.05 p<.05 

bailig ~ail’ig p<.001 p<.01 —-— 
_ _ _ p<.05 p<.01 —- 

a111g ~ ail‘ig p<.05 ns — 
ns ns - 

(5 tokens of all words for BB and DD; 4 
tokens of batlig and 3 of ailig for XB.) 

There is a large difference between 1' 
following plain and palatalized consonants 
(as is the case for the other vowels as 
well). The difference is still present at the 
middle of the vowel but is smaller there. 
Thus, coarticulation between a plain 
consonant and a following idoes not lead 
to palatalization of the consonant, as is the 
case in many languages, including Old 
Mongolian, but rather to “de— 
palatalization” of 1', resulting in lower F2 
and higher F1, a relation which is 
characteristic within each pair of non- 
pharyngeal vs. pharyngeal vowels (e~a, 
o~o, u~a>,' cf. Figure 1). 

In Baarin and other South Mongolian 
dialects, the contrast between plain and 
palatalized consonants seems to have dis- 
appeared, and i has split into two pho— 
nemes, non-pharyngeal ([+ATR]) iand 
pharyngeal ([—ATR]) 1, thereby repairing 
the asymmetry of the harmony system 
which resulted from the loss of i in Old 
Mongolian. 

3. CONCLUSION 
Mongolian has gone though a palatali- 
zation cycle. First 1' palatalized preceding 
consonants and was then lost in many 
cases. The contrastive function of the lost 
vowels was transferred to a palatalized] 
plain contrast in the consonant system, 
supplemented by the appearance of 
umlauted vowels, realized as diphthongs, 

before palatalized consonants. This is the 
stage found in Khalkha. In Baarin and 
other Southern Mongolian dialects, um- 
lauted vowels have become mono- 
phthongs and carry the contrast, 
contrastive palatalization having 
disappeared, at least partly, from the 
consonant system. 

In Khalkha, there is a contrast between 
umlauted vowels and original i—diph- 
thongs, both being realized as diphthongs, 
but differing in their spectral timing. In 
Baarin these two sets of vowels have 
merged. 
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Table 1. Mean values of F1 and F2 at five equidistant points in the umlauted vowels and 
i-diphthongs. The number of tokens of each vowel is given as well as test results for 
Mahalanobis’ test, for each point testing whether the two vowels have the same F1 and F2 
values. 

BB DD XB 
äxl' 743 683 623 563 435 5 802 795 759 698 528 5 748 603 435 390 340 3 

1482 1591 1654 1708 1716 1697 1784 1828 1923 2016 1401 17222144 21881958 
ail 772 669 598 536 405 5 802 778 753 647 457 5 780 761 735 617 4403 

1531 15801645 1691 1672 1621 1776 18422013 2092 1478 15731709 18772013 
test: HS ns ns ns ns ns ns ns ns <.05 <.05 ns<.01<.01 ns 

5:1' 628 598 596 533 4215 707 680 650 592 500 4 612 585 571 558 4081 
1091 11721308 14501605 1187 1248 13941615 1853 857 911 938 12651713 

air 601 569 539 506 449 5 735 688 620 582 519 5 630 607 594 544 4603 
1104 12001330 1461 1594 1192 1289 13631471 1596 1052 11601260 14781623 

test: ns <.05<.01 ns ns ns ns ns<.001<.01 ns ns ns ns ns 

öfl‘ 466 441 416 408 362 5 395 398 387 377 333 4 367 405 381 385 295 3 
816 9251081 13681678 765 932 11941608 1965 789 8791077 16051985 

mil 451 424 402 389 348 5 354 372 376 358 340 3 395 426 431 413 354 3 
' 865 9841178 14961713 1088 1265 14911695 1854 757 9431265 17001831 

test: ns ns ns ns ns <.05 <.05 ns ns ns ns ns ns ns<.05 
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UNIVERSALS OF NASAL ATTRITION 

Bruce Come" and John Hajek 

Phonetics Laboratory, University of Oxford 

ABSTRACT 
The claim that there is a hierarchy 

governing the attrition of nasals according 
to place of articulation is put to the test in 
this paper by examination of cross- 
linguistic data from two language groups 
which are unrelated genetically and 
geographically: the Romance dialects of 
Northern Italy and the Lower Cross group 
of South-Eastern Nigeria. Results of this 
new survey provide interesting food for 
thought: developments in the Northern 
Italian dialects support, to a large extent, 
predictions that follow from phonetic 
considerations. However, the Lower 
Cross languages at first appear to 
contradict expectations. This suggests 
that other factors may need to be taken 
account of, before a true universal- 
tendency, if one exists,. can be 
established. 

]. UNIVERSAL TENDENCIES OF 
VN SEQUENCES 

_ There have been numerous studies 
of the diachronic development of both 
vowels and nasals in VN sequences, e.g. 
[1, 4, 7, 8, 9, ll]. As a result, many 
generalizations have been made with 
purported universal or quasi-universal 
effect. With reference to the distinctive 
nasalization of vowels, we note such 
claims as: (1) nasalization affects low 
vowels first, before spreading to higher 
vowels; (2) front vowels are nasalized 
before back vowels of similar height; (3) 
stressed vowels are nasalized before 
unstressed vowels. As for nasal 
consonants, it has been variously‘claimed 
that : ( l )  nasal. consonants are 
preferentially deleted when in 
tautosyllabic rather than in heterosyllabic 
position; and (2) weakening and deletion 

of N, i.e. N-attrition, occurs first in 
word-final position before spreading to 
N+C clusters. The particular claim we 
wish to examine here is the suggestion 
that the development of N-attrition is 
universally governed by, among other 
things, a parameter of place of 
articulation, i.e., that N-attrition will 
predictably affect one place of articulation 
before spreading in a determinable fashion 
to other places of articulation. Of special 
interest is the fact that Opinions conflict 
as to the precise nature of this place of 
articulation parameter. Chen [1] states 
explicitly that N-attrition and nasalization 
of the preceding vowel affects anterior 
nasals [m, n] before spreading to 
posterior [13]. Some fine-tuning of 
Chen's claim can be made, since it is also 
obvious in the diagrammatic 
formalizations he presents of relative 
backness and of nasalization processes in 
Chinese dialects, that he expects N— 
attrition and subsequent distinctive vowel 
nasalization to affect Nm! sequences 
before spreading to /Vn/ and then finally 
to [Vn/. Chen claims'that historical 
developments in a sample of Chinese 
dialects support his observations. 

.Hombert [7, 8] in an- analysis of 
the historical development of nasal 

- consonants and N+C clusters in the Teke 
languages (Bantu B70) of Central Africa 
agrees that vowel nasalization and N— 
attrition affect IV ml (< Proto-Bantu 
"‘/ l, "‘/Vmbl) before [Vn/ (< "‘/Vn], 
*Nndf). However, Hombert [7] also 
notes that the velar nasal in IV13/ (< */13g/) 
is frequently deleted, but without evidence 
of expected vowel nasalization. To 
account for the apparently anomalous 
behaviour of the velar nasal, he can make 
only the unsatisfying suggestion that loss 
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of /13/ is an independent and unrelated 
phenomenon. 

In contrast to Chen and Hombert, 
Foley [4] suggests that the order of any 
place of articulation parameter of N— 
attrition is reversed: N-attrition affects the 
velar nasal preferentially, before 
spreading along the parameter to affect In! 
and only then to lm], i.e., 13 > n > m; cf. 
also Lightner [9]. Historical develop- 
ments in Portuguese, and German are 
cited as exemplifying the suggested 
directionality of the parameter. 

We wish to constrain possible 
scenarios of sound change by providing 
phonetic explanations for them. Given 
this approach, it appears at the outset that 
Foley and Lightner's parameter of N— 
attrition is perhaps the most plausible, 
since it is most consistent with the 
phonetic observations of Ohala [10] who 
notes (p.297) that, "the alternation [r3] » V 
should be more common than the 
alternation of other nasals with V“, as 
suggested by perceptual experiments. 
This is explained (following House 
1957), "by noting that the velar nasal has 
primarily just a single resonating cavity 
with a small, perhaps negligible side- 
cavity, unlike other nasals, and thus 
negligible anti-resonances with large 
bandwidths and is more like that of a 
nasalized vowel than are those of any 
other nasal." Following from this, "is 
the prediction that of all nasal consonants 
one would expect [13] to be most prone to 
change or deletion. Insofar as the zero of 
[13] is situated in the more attenuated 
higher frequencies, it is less perceptible 
than the zeroes of other nasals, and thus 
malä: [sic] [13] just that much less of a 
nas ." 

However, while there are good 
phonetic reasons to claim that [13] is 
inherently weak and most prone to loss, 
Ohala’s prediction as to the inherent 
phonetic propensity of [13] towards 
attrition is apparently not entirely borne 
out by cross-linguistic data. The 
extremely limited sets of data used by 
Foley [4] and Lightner [9], do concur; on 
the other hand, Chen's work cited earlier 
claims that [m, n] are weaker than [13], 
while Hombert's suggests that devising a 
place hierarchy may not be such a 

straightforward matter as was at first 
thought. The apparent contradiction in 
data may be the result of intervening 
elements such as: (1) poor methodology 
and interpretation of data; and (2) 
language-specific factors that may have an 
over-riding effect on the expected 
Operation of universal factors normally 
governing N-attrition. In order to 
distinguish between language-specific 
factors, still to be ascertained, and 
universal factors, an examination of 
developments in languages other than the 
small set of languages referred to above 
may cast some light on the purportedly 
universal nature of N-attrition. 

2. NORTHERN ITALIAN 
We have examined in detail the 

diachronic development of nasal 
consonants from Latin to the present day 
in a sample of Northern Italian dialects. 
While Latin final consonants were lost 
after the Classical period, the loss of final 
atonic vowels, combined with the rise of 
jp/ (< L. Lat. lnjl). resulted in a new set 
of permissible final consonants, and a 
three-way contrast in final nasals: 
lm, n, pl, cf. the limited set of examples 
in Fig. l. 

Fig.1: Developments of PM /*31, *n, *ml. 

Despite appearances, loss of 
word-final lnl. and related distinctive 
vowel nasalization are historical 
phenomena in Bolognese and Cairesc. 
The presence of velar [13] in place of 
historical word-fmal /n/ in Bolognese and 
Cairese is a recent development and, for 
reasons not given here, is not evidence of 
place shift from alveolar to velar, but is 
the result of a process of consonantization 
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of nasalized glides that developed 
subsequent to the deletion of word-final 
In], cf. Hajek [4, 5]. 

It is evident that in Northern 
Italian dialects, [11] is significantly more 
prone to N-attrition than either [m] or [p]. 
Attrition of final [p] is completely 
unknown in our sample, while loss of 
final [m] is recorded very sporadically in 
Imolese and Lughese. For historical 
reasons we can make no conjectures about 
the place of [n] along any place of 
articulation parameter. However, 
developments in Northern Italian indicate 
the following order for the other nasals: 
n > m > p. The suggested phonetic 
explanation for such an ordering in 
Northern Italian is based on duration 
measurements of nasal consonants in 
various Romance languages which 
correlate with diachronic developments 
concerning N—attrition in Northern Italian: 
temporally shorter nasals (i.e. [u]) are 
more prone to reduction and loss than 
longer nasals (i.e. [m], and in particular 
[u]), cf. Hajek [6]. With regard to the 
relative ordering of [n] and [m], 
developments in Northern Italian support 
Foley and Lightner's suggested 
parameter. 

3. LOWER CROSS 
Nineteen languages have been 

identified in the Lower Cross group 
(Connell [2, 3]). a sub-branch of Benne- 
Congo situated in 8-13 Nigeria. Across 
the group, a common inventory of 
possible consonants in final (pre-pausal) 
position exists: lb d k m n nl. Among 
certain languages of the group there is a 
strong tendency towards final consonant 
attrition, and while this has affected the 
different languages to varying degrees, 
broadly speaking, the group may be 
divided into two camps: those that have 
retained and those that are losing final Cs. 
While we focus here only on nasals, there 
seems to be little difference between oral 
and nasal consonants with regard to a 
possible place of articulation hierarchy 
regarding attrition, though it seems that 
oral consonants disappear at a faster rate. 
than nasals. 

To date only a preliminary 
analysis has been conducted; this, though, 
is sufficient to determine certain broad 

trends. For this, a set of 200 words was 
used for comparison across the group. 
Table One gives figures for a 
representative selection of languages in 
the group which reflect the extent of final 
N-attrition across the group according to 
place of articulation. Figures given are a 
count of the number of instances of final 
nasals found in the 200-wordlist for each 
language. 

Table 1: Final-N retention in LC. 

These figures show clearly that 
[n], contrary to prediction, is the 
'survivor', while b0th [m] and [n] appear 
to go at approximately the same rate (only ' 
Oro does [n] appear tobe going faster than 
[m]). It is not surprising, given that the 
side—cavity for [m] and [n] are closer in 
size to each other than either is to that of 
[l]], that these two should behave in a 
similar manner; however since the 
phonetic structure of these consonants 
does seem to be playing some role in their 
attrition, it is not clear why other 
expectations do not obtain. One 
hypothesis is that [13] is produced with 
greater nasal airflow, making it 
perceptually stronger. Preliminary 
aerometn'c investigation of Ibibio supports 
the claim that [n] is produced with greater 
nasal airflow, and this may be the case 
across the group. 

Further insight into the attrition of 
nasals can be gleaned in examining this 
phenomenon in LC in other than final 
position. The same three nasals occur in 
what may be referred to as ambisyllabic 
position, and while there is no strong 
evidence for complete loss of consonants 
differentially across the group, there is a 
strong tendency for consonants to weaken 
in this position. This weakening is to a 
large extent governed by speech rate and 
style, with greater reduction apparently 
occurring in faster and more casual styles. 
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In this ambisyllabic position, however, 
the opposite tendency to that of final 
position is found; i.e.‚ In! reduces more 
than either of [ml or ln]. Typical 
realizations of the latter two in this 
position are as tapped stops, [m, ñ], 
whereas In] is often a nasalized 
approximant [117] or may even be deleted. 
This we consider to be an articulatory 
phenomenon, rather than acoustic; i.e., 
the articulation of II)/, being achieved with 
the tongue dorsum, will be more affected 
by consonant/vowel coarticulation than 
either of Im! or /n/. 

4. CONCLUSIONS 
Work reported here has attempted 

to clarify some of the phonetic factors that 
may be involved in the attrition of nasals. 
It is obvious both from previous studies 
and from our own work that attempting to 
account for this phenomenon simply in 
terms of a place of articulation hierarchy 
will not work, and that other factors need 
also to be considered. Among those 
identified in the present work are the 
relative durations of the consonants in 
question, their position within the word, 
and possibly the degree of nasality. It is 
also apparent that where In! disappears 
more readily than other nasals, this may 
be due to articulatory, rather than 
acoustic, considerations. Regarding a 
place of articulation hierarchy, once other 
considerations, such as the role of 
duration in Northern Italian, have been 
taken into account, it appears that 
differentiating between [m, n] on one 
hand, and [13] on the other, is the most that 
can be done at this point. 
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ABSTRACT 

Much recent work in theoretical phonology 
has revolved around issues of representation. 
As the structures grow in size and complex- 
ity. it becomes increasingly difficult to rep- 
resent them and reason about them. In this 
article we shall explore techniques from com- 
puter science for abstract specification in or- 
der to provide a solution to these represen- 
tation and reasoning problems. Our starting 
point is the assumption that phonological rep— 
resentations are simply rather special kinds 
of data types. Once this connection has been 
noted. techniques for specifying and accessing 
data structures can be carried over to phonol- 
ogy. with some interesting results. Example 
applications to metrical structure and feature 
geometry will be provided‘. 

1 ABSTR ACT DATA TYPES 

In this section we illustrate how a particu- 
lar theory of phonological representation may 
be recast as a definition of a certain class of 
data structures. i.e. as a specification of an 
abstract data owpez. 
Specifications are written in a conventional 
fon-n at consisting of a declaration of sorts. op- 
eration symbols (opus). and equations (eqns). 
Preceding the equations we list all the vari— 
ables (vars) which figure in them. As an il- 
lustration, we give below a specification of 

1 We are grateful to Michael Newton and Jonathan 
Calder for their comments on this paper. Our work 
is supported by ESPRIT Basic Research Action 3175 
(DYANA). 

a For a more thorough definition of these leans. see 
[7]. There are various systems for the computational 
implementation of abstract specifications, e.g. [8.9]. 

the data type BINARY TREE, where the leaves 
are labelled a. 
BINARY TREE = 
sorts: leaf, netree < tree 
opus: a : -o leaf 

(„-) : tree tree —+ netree 
left - : netree —» tree 
right - : netree _» tree 

vars: T1 ,T2 : tree 
eqns: left (T,,T2) = T1 

"'8’“ (EH) = 7'2 
The sorts line lists the three sorts leaf. netree 
and tree. The < sign indicates that leaf and 
netree are subsorts of tree. Anything of sort 
leaf or sort netree is also of sort tree. and 
anything of sort tree also has the sort leaf 
or netree, but not both. The Operation sym- 
bol (-,._) (where ‘-' marks the position of the 
operator's arguments) is it called a construc- 
tor: it builds trees out of trees (and indeed 
out of leaves and non-empty trees. since op- 
erators are defined for all subsorts of teir 
domain 50:03. Iefi - and _right _ are '»; l as 
selectors: they pull trees into their 1 «…. ::nt 
parts. The equations specify the bChaViUu. of 
the two selectors. 
Suppose we now wish to modify the. <? fini- 
tion of binary trees to obtain metrical trees. 
These ”are binary trees where branches are or- 
dered according to whether they are labelled 
‘3' (strong) or ‘w’ (weak). We encode this 

° In general. let a. c'. and r be sorts such that 
a'<a,letfbean0peratorofranke—or.andlett 
be a term of sort c'. Then [(r) is defined. and is a term 
of son 7. From a semantic point of view. we are saying 
that if a function assigns values to members of particular 
set X. then it will also assign values to members of 
any subset X' of X. See [5.11] for discussion of this 
approach to inheritance. 
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information by augmenting the left or right 
angle bracket of our (-, _) constructor with ‘8’ 
according to whether the left or right branch 
is considered strong. 

À 
w S w 

All trees have a distinguished leaf node called 
the ‘highest terminal element’. which is con- 
nected to the root of the tree by a path of ‘s' 
nodes. The specification is as follows: 
METRICAL TREE 
sorts: leaf, netree < tree 
opus: o : _» leaf 

(…-) : tree tree —+ netree 
(-‚-)‚ : tree tree -+ netree 

vars: L : leaf,T1‚T2 :tree 
eqns: hte L = L 

hte (,T1,T2) = htc TI 
htc (T,,Tz). = htc T2 

The equations state that the highest terminal 
element (htc) of a tree is the highest terminal 
element of its strong subtree. Another way 
of stating this is that the information about 
the highest terminal element of a subttee T is 
percolatcd up to its parent node. just in case 
T is the ‘s' branch of that node. 

2 FEATURE GEOMETRY 

The particular feature geometry we shall 
specify here is based on the articulatory struc- 
ture defined in [4]. The five active articula- 
tors are grouped into a hierarchical structure 
involving a tongue node and an oral node. as 
shown in the following diagram. 

root 

glottal velic oral 

tongue labial 

dorsal coronal 
This structure is specified below. The nine 

sorts and the first three Operations describe 
the desired tree structure, using an approach 
which should be familiar by now. However. 
in contrast with our previous Specifications. 
this specification permits ternary branching: 
the third constructor takes something of sort 
glottal and something of sort velic and corn- 
bines them with something of sort oral to 
build an object of sort root. 
FEATURE GEOMETRY = 
sorts: glottal, velic, dorsal,coronal 

labial,tongue,oral,root < gesture 
opns: (-,-) :ooronal dorsal _» tongue 

(„-) : tongue labial -> oral 
(_, _, ..) : glottal velic oral _» root 
_ coronal : tongue —> coronal 
- dorsal : tongue _» dorsal 
- tongue : oral _» tongue 
- labial :oral -+ labial 
- glottal : root —+ glottal 
.. velic : root _. velic 
_ oral : root —+ oral 

vars: C : coronal,D : dorsal,T: tongue, 
L : Iabial‚G : glottal,V : velic,0 : oral 

eqns: (0,0) coronal = C 
(C,D) dorsal = D 
(T, L) tongue = T 
(T‚L) labial = L 
(G,V,0) velic = V 
(G,V,O) oral = 0 
(G,V,0) glottal = G 

The selectors (eg. coronal) occupy most of 
the above specification. Notice how each se- 
lector mentioned in the opns section appears 
again in the cans section. Consider the ::: renal 
selector. Its opns specification states that it is 
a function defined on objects of sort tongue 
which returns something of sort coronal. The 
correSponding equation states that (C, D) coronal = 
C. Now C has the sort coronal and D has the 
sort dorsal. By the definition of the first con- 
structor. (C,D) has the sort tongue. Further- 
more. by the definition of the coronal selec- 
tor, (C,D) coronal has the sort coronal. So 
the equation (C,D) coronal = C respects the 
sort definitions. 
Selectors can be used to implement structure- 
sharing (or re-entrancy). Suppose that two 
segments S 1 and S 2 share a voicing specifica- 
tion. We can write this as follows: S; glottal = 
S; glottal . This structure sharing is consis- 
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tent with one of the main motivating factors 
behind autosegmental phonology. namely. the 
undesirability of rules such as [a voice] —-> 
[a nasal]. The equation S glottal = S velr'c 
is illsorted. 

Now we can illustrate the function of se- 
lectors in phonological rules. Consider the 
case of English regular plural formation (-s). 
where the voicing of the suffix segment agrees 
with that of the immediately preceding seg- 
ment. unless it is a coronal fricative (in which 
case there must be an intervening vowel). Sup- 
pose we introduce the variables $1.52 : root. 
where S; is the stem-final segment and S; is 
the suffix. The rule must be able to access the 
coronal node of S1. Making use of the selec- 
tors. this is simply Slam! tongue coronal (a 
notation reminiscent of paths in feature logic. 
[10]). The rule must test whether this coronal 
node contains a fricative specification. This 
necessitates an extension to our specification, 
which will now be described. 

Browman & Goldstein [4:234ff] define ‘con- 
striction degree percolation’, based on what 
they call ‘tube geometry'. The vocal tract can 
be viewed as an interconnected set of tubes. 
and the articulators correspond to valves which 
have a number of settings ranging from fully 
open to fully closed. These settings will be 
called constriction «figures (CDs). where fully 
closed is the maximal constriction and fully 
open is the minimal constriaion. 

Velour 

E crows: 

Lips Tip Body 
The net constriction degree of the oral cav- 
ity may be expressed as the maximum of the 
constriction degrees of the lips. tongue tip and 
tongue body. The net constriction degree of 
the oral and nasal cavities together is simply 
the minimum of the two component constric- 
tion degrees. To recast this in the present 
framework we employ our notion of perco- 
lation again. In order to simplify exposition. 
the definition of max and min are omitted. 
Moreover. we will also assume. without giv- 

ing details. that a ‘constriction degree' (cn) 
value is specified for every gesture and is se- 
lected by the Operator cd . 
CD = FEATURE GEOMETRY + 
sorts: obs, open < cd 

clo,crit < obs 
narrow, mid,wide < open 

apns: _ cd : gesture _» cd 
max,min :cd  cd _» cd 

vars: C : coronal,D : dorsal,T: tongue, 
L : labial,G : glottal, V : velic,0 : oral 

eqns: (G,V,O) cd = 
max(G cd ,min(V cd ‚0 cd )) 

(T,L) cd = max(T cd ‚L cd) 
(C,D) cd = max(C cd ‚D cd) 

There are five basic constriction degrees (elo. 
crit. narrow. mid. and wide). and these are 
grouped into two sorts obs and Open. 

Using the above extension. the condition 
on the English voicing assimilation rule could 
be expressed as follows‘. where Crit : crit: 
S 1 oral tongue coronal cd # crit 
If this condition is met, the effect of the rule 
would be: 
S; glottal cd = S; glottal cd 
This is how we say that S, and S; have the 
same voicing. 
Now the manner features can be expressed as 
follows (omitting strident and lateral). 
MANNER FEATURES = CD 
opns: + _ :  _» bool 

—- _ : —> bool 
son _ : root _» bool 
cont _ : root —+ bool 
cons - : root -—> bool 
nas _ : root -+ bool 

vars: R : root,G : glottal, l" : velic,0 : oral 
Open : open, Obs : obs,Clo : clo 

eqns: son R = + 03" R cd : Open 
cont (G,V,0) : — {50 cd = Clo 
cons (G,V,0) = — {#0 cd = Obs 
nas (G, V, 0} = — 
fiVcd = Open andO cd = Obs 

‘ A proviso is necessary here. Just because there 
is a critical CD at the tongue tip does not mean that a 
fricative is being produced. For example. the lips might 
be closed. We can get around this problem with the use 
of CD percolation (as already defined) and the equ ation 
S 10ml = crit. Further discussion of this option may 
be found in [2]. 
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It follows directly from the above definitions 
that the collection of noncontinuants is a sub- 
set of the set of consonants (since clo < obs). 
Similarly‚ the collection of nasals is a sub- 
set of the set of consonants. Note also that 
these definitions permit manner specification 
independently of place specification. which is 
often important in phonological description 

3 CONCLUSIONS 

We began this article by pointing out the 
difficulty of defining and using complex phono- 
logical structures. In addressing this problem 
we have used a strategy from computer sci- 
ence known as abstract specification. We be- 
lieve this brings us a step further towards our 
goal of developing a computational phonol- 
ogy. 
This approach contrasts with the finite state 
approach to computational phonology [1.6]. 
Finite state grammars have employed a rigid 
format for expressing phonological informa- 
tion. and have not hitherto been able to repre- 
sent thc complex hierarchical structures that 
phonologists are interested in. Our approach 
has been to view phonological structures as 
abstract data types. and to obtain a rich variety 
of methods for structuring those objects and 
for expressing constraints on their behaviour. 
We have briefly examined the idea that data 
can be structured in mms of sorts and op- 
erations on items of specific sorts. We also 
explored the organization of data into a hier- 
archy of classes and subclasses, where data 
at one level in the hierarchy inherits all the 
attributes of data higher up in the hierarchy. 
Inheritance hierarchies provide a succinct and 
attractive method for expressing a wide va- 
riety of linguistic generalizations. A useful 
extension would be to incorporate default in- 
heritance into this system. 
Further exploration of these proposals. we be- 
lieve. will ultimately enable the mechanical 
testing of predictions made by phonological 
systems and the incorporation of phonolog- 
ical components into existing computational 
grammars. 
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ADJUNCTION lN SYLLABLE STRUCTURE 

David Michaels 

Universi ty o f  Connecticut 

ABSTRACT 
when str ings o f  phonological seg- 
ments are organized into sy l lab le  
structures, d iverse phonological 
processes f a l l  together as 
adjunctions of  sy l lable- f ree seg- ' 
ments to  sy l lab i f ied  segments. 

l n  French a sequence o f  
vowel and nasal consonant 
contract to  a nasalized vowel 
before  a consonant (1a),  but not 
before  a vowel (1b) .  

(1) a. ban garçon 
b. bon ami 

A l s o ,  obstruents d e l e t e  b e f o r e  
consonants ( 2 a ) ,  but not b e f o r e  
v o w e l s  (2b ) .  

(2 )  a. pet i t  garçon 
b.  pe t i t  ami 

Both nasalization and delet ion 
occur as w e l l  be fo re  a strong 
boundary (ut terance f i n a l l y ,  f o r  
example) .  But neither nasal- 
i za t ion  nor consonant d e l e t i o n  
occur be fo re  a feminine ending as 
in (3a .b ) ,  which has the e f f e c t  
o f  an o v e r t  vowe l  in  t h i s  con- 
t e x t ,  though i t  i s  not pro-  
nounced. 

( 3 )  a.  bonne f i l l e  
b. pet i te  f i l l e  

Nasal iza t ion in ( i s )  i s  
consistent  w i t h  an analysis o f  
French as a CV language where 
on ly  consonant pos i t ions  pre-  

ceding vowe ls  are l icensed. 
Sonorant consonants l i ke  g, 
however,  when s y l l a b l e - f r e e  ( i n  a 
CVN sequence, f o r  example ,  where 
only C and V occupy l icensed s y l -  
lable structure pos i t ions) ,  
adjoin to  the preceding vowel 
posit ion, giv ing a nasalized 
vowel .  l n  ( l b ) ,  on the other 
hand, there i s  a vowel f o l l ow ing  
g_wh ich  l icenses i t  as onset. 
Since onsets a re  obl igatory,  
adjonction to  the preceding vowel 
i s  ruled out. ln  (2a),  t, an 
obstruent, f o l l o w e d  by a con- 
sonant g de le tes  since to  be 
phonetical ly interpreted i t  must 
be l icensed by a f o l l ow ing  vowel ,  
as i t  i s  in (2b) .  Obstruente, 
un l ike sonorants, cannot adjo in 
to a preceding vowel .  l n  (3a,b)  
the feminine ending serves as the 
l icenser o f  the preceding con- 
sonant. Thus, consonant l icens- 
ing i s  e f f e c t e d  by an over t  vowel 
or by a grammatical en t i t y  l i ke  
the feminine ending which may be 
phonetically empty. 

In the above account, con- 
sonant l icensing i s  deter-ined by 
s y l l a b l e  s t ruc tu re .  ! assume 
e v e r y  s y l l a b l e  i s  headed by  a 
vowel and every consonant must be 
incorporated into a sy l l ab le ,  
that i s ,  l icensed by a vowel .  
Typical s y l l a b l e  structures are  
i l l us t ra ted  in ( 4 ) ,  where V° i s  
the nucleus, V‘ the rhyme which 
op t iona l l y  dominates a C-category 
(coda) ,  and V' the s y l l a b l e  
category,  which o b l i g a t o r i l y  
dominates a C-category (onset ) .  
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V 2  

’ l  I V ‘  
l "  L V°C 

V ?  

I l  /V ‘  
I I  
60° 

( a )  a .  

I n  the unmarked case ,  a 
vowel in  French l i censes  con- 
sonants in onset pos i t i on  only  a 
in  t ub ) .  Th is  p rope r t y  o f  Franc 
s y l l a b l e s  i s  c o n s i s t e n t  w i t h  
n a s a l i z a t i o n  and d e l e t i o n  phenom 
ena such as those i l l u s t r a t e d  in  
( 1 - 3 ) .  I n  pa r t i cu l a r ,  nasa l i z -  
a t i o n  i s  a n a l y z a b l e  a s  the 
ad junct ion o f  the nasal  consonan 
to  the preceding vowel pos i t ion  
i n  the case  where  t h e r e  i s  no 
f o l l o w i n g  vowel t o  l i cense i t  as  
onset.  D e l e t i o n  o f  obstruents i 
the same con tex t  f o l l o w s  f rom 
their  not  be ing  l icensed as 
onsets t o  a f o l l o w i n g  vowel and 
their  i n a b i l i t y  to  a d j o i n  t o  a 
preceding vowe l .  Thus, nasal iz-  
a t i on  i s  represented as the 
adjonct ion o f  a s y l l a b l e  f r e e  
nasa l  segment as i n  (Sa) t o  a 
s y l l a b l e  nucleus pos i t ion  as in 
( 5 b ) .  

N 

A d j u n c t i o n  c r e a t e s  a new 
c a t e g o r y .  i d e n t i c a l  t o  the one 
w h i c h  dominates  the  v o w e l ,  which 
now dominates b o t h  the v o w e l  and 
the nasa l .  that i s ,  a new s y l -  
l a b l e  nuc leus  wh ich  i s  a 
n a s a l i z e d  v o w e l .  

A s a l i e n t  f a c t  about the 
a n a l y s i s  o u t l i n e d  above i s  that  

s 
h 

t 

n 
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i t  requires no language 
par t icu lar  r u l es .  The theory o t  
s y l l a b l e  s t ruc ture.  where vowels 
p r o j e c t  s y l l a b l e s  and consonants 
must be in pos i t ions  l icensed by 
vowe ls .  i s  assumed to  be univers-  
a l .  The f a c t  that languages ' 
d iv ide  up i n to  CV and CVC types 
i s  a general parametr ic  d iv is ion 
establ ished f o r  each language on 
r e a d i l y  a v a i l a b l e  data.  The CV 
type language appears t o  be the 
unmarked case .  Thus, f o r  
example. the ch i l d  would need 
evidence that vowels l icensed 
f o l l o w i n g  consonants t o  s e t  the 
CVC parameter f o r  h i s  language. 
The k ind o f  evidence that i s  
sa l ien t  f o r  th is  se t t ing  would 
include geminate c l us te r s  o f  con- 
sonants, which by  d e f i n i t i o n  
requ i re  that one be coda. the 
other onset o f  separate syl— 
lab les .  

The on ly  r u l e  that i s  
required by the analys is  i s  a 
general (presumably,  un iversa l )  
adjunction r u l e .  That i s .  a ru le  
which says ad jo in  anything t o  
anything e l s e  w i t h in  the l im i t s  
se t  by the inherent categor ies of 
segments and the un iversa l  
p r inc ip les  o f  s y l l a b l e  structure. 
By de f in i t i on  adjunct ion does not 
c rea te  new s y l l a b l e  s t ructure 
pos i t ions,  l t  merges a s y l -  
l ab le—f ree  segment into an 
a l ready  es tab l i shed  posi t ion. 
Thus. adjunct ion i s  s t ructure 
preserv ing.  The l i m i t s  set  by 
the inherent proper t ies  o f  
segments seem to  be general 
compat ib i l i t y  l i m i t s .  Thus, a 
nasal consonant i s  not 
incompat ible w i t h  a s y l l a b l e  
nucleus p o s i t i o n  through adjunc- 
t ion,  but an obstruent i s  
general ly  incompat ib le w i t h  a 
vowel nucleus pos i t ion  under the 
same circumstances. I n  
t rad i t iona l  terms.  a nonvocalic 
segment cannot be adjoined to  a 
v o c a l i c  segment ,  and v i c e  v e r s a .  

Japanese i s  a l s o  a CV lang- 
uage. However, in  Japanese, se-  
quences o f  two consonants across 
a s y l l a b l e  boundary a r e  a l l o w e d  
under qu i te  s p e c i f i c  condit ions. 



These conditions are  i l l u s t r a ted  
in the f o l l o w i n g  verb  fo rms .  

(6 )  Present Past 
a. taberu tabeta 
b. wakaru wakatta 
c .  yomu yonda 
d. yobu yonda 
e. toku to i ta  
f .  togu to ida 
g. hanasu hanasita 

In the past forms (6b , c ,d )  there 
are sequences o f  two consonants 
(LL, gg, gg). In each case the 
features f o r  p lace,  vo ice  and 
continuance fo rm  a k ind o f  long 
component across the sequence. 
in  addition, i f  the f i r s t  con- 
sonant i s  vo i ced ,  i t  i s  a l s o  
nasal. l n  (Sa) ,  the stem i s  tabs 
and the endings a re  gg in the 
present and Lg in  the past .  l n  
the past tense, the remaining 
examples show La or i t s  voiced 
a l ternate gg. l n  the present the 
! o f  the ending seems t o  merge 
into the f i na l  consonant o f  the 
stem to  which i t  i s  attached. 
Thus, in the present tense cases 
(Gb) through ( 6 g ) ,  the f i n a l  con- 
sonant o f  the stem sur faces 
before the residual g ending. ln  
( 6 e , f ) ,  in the pas t ,  stem f i na l  E 
and g are l os t  and the vowel L 
emerges in their  p lace.  ln  ( 6 g ) ,  
in the past ,  the vowel L emerges 
a f t e r  the stem f i n a l  consonant 
and pa la ta l i zes  i t .  

I assume that in  (Sa) the 
basic fo rms o f  the present and 
pas t  tense s u f f i x e s  s u r f a c e  
fo l l ow ing  a vowel  f i na l  stem. 
Thus we get the analys is  in ( 7 ) .  

( 7 )  taberru, tabe+ta 

The tabe- case i l l u s t r a t e s  the 
basic CV pat tern o f  Japanese 
where  eve ry  v o w e l  l i c e n s e s  a 
s ingle consonant t o  i t s  l e f t  as 
onset.  l t  i s  where th is  pat tern 
i s  perturbed in  the remaining 
examples o f  ( 6 )  that rather 
complex adjustments in segmental 
structure come into p l a y .  The 
perturbation i s  caused when con- '  
sonant i n i t i a l  s u f f i x e s  a re  added 

to  consonant f inal  stems creating 
a sequence C„ C, w i th  no 
intervening v o w e l .  l n  the case 
o f  the present tense s u f f i x ,  the 
£ appears to  merge complete ly  
w i th  the f ina l  consonant o f  the 
stem which precedes i t .  Assume 
that ! in this case i s  a 
max ima l l y  unmarked l iquid,  a kind 
of  archisegment g such that i t  is 
nondistinct f r o m  any other con- 
sonant and that th is accounts f o r  
i t s  chameleon l i ke  nature. Then, 
i f  the f inal  consonant o f  the 
stem i s  s y l l a b l e  f r e e  and adjoins 
to  g in the position licensed by 
the f o l l o w i n g  vowe l ,  we get the 
analyses in ( 8 ) .  

( 8 )  b .  wakagißu wakaru 
c .  yomigu yomu 
d. yobigu yobu 
e. toglgp toku 
f .  togigu togu 
g.  hanas+Ru hanasu 

In the past tense, the examples 
in ( 6 e , f , g )  suggest that the 
s u f f i x  i s  - i t a .  l n  ( 6 g ) ,  the 
stem f ina l  î i s  s y l l a b l e  f r e e  and 
adjoins to  the in i t ia l  L of the 
s u f f i x  which pa la ta l i zes  i t .  ln  
( 6 e , f ) ,  the s tem f i n a l  v e l a r  con- 
sonant i s  s y l l a b l e  f r e e  and 
adjo ins a l so  to  the in i t ia l  L o f  
the s u f f i x .  l n  these cases,  
however,  we get ve la r  e l i s i on .  a 
not uncommon result  o f  the 
ad junct ion o f  a v e l a r  consonant 
t o  a high, f ront  vowe l .  For 
examp le ,  in  Kasem, a l s o  a CV t ype  

language, nouns su f f i xed  by a are 
s ingular ,  by L a re  p lu ra l  as in  
bakada, bakadi. l n  stems that 
end in  a ve la r  consonant such as 
d i g - ,  the v e l a r  i s  p rese rved  in  _ 
the singular be fo re  a ( d i g a ) ,  but 
los t  in the p lu ra l  b e f o r e  L (1;. 
f r o m  intermediate d i + i ) .  

l n  the remaining cases o f  
the past tense in Japanese i l l u s -  
trated in (6a,b,c.d) ,  the L of 
the s u f f i x  de le tes .  Where the 
stem i s  vowel f inal  as in Îôa) ,  
s u f f i x  L must ad jo in  t o  i t  s ince 
i t  has no onset. Since, L i s  
nondistinct f rom the stem f i n a l  
vowe l .  i t  must be a r e l a t i v e l y  
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unmarked vowe l .  Where the stem 

ends in  a consonant as in 

( 6 b , c , d ) .  the s u f f i x  L de le tes  

and the f i na l  stem consonant 

ass im i la tes  f o r  p lace  to  the t _ c f  

the s u f f i x .  l n  add i t ion  i f  the 

stem f i n a l  consonant i s  voiced i t  

vo ices the s u f f i x  L and i s  i t s e l f  

r e a l i z e d  as a nasa l .  
The interest ing f a c t  about 

these l as t  cases i s  that Japanese 

a l l o w s  the CVC s t ructure just  

where the coda C has an ident i ty 

re la t i on  w i t h  the f o l l o w i n g  

onset.  The iden t i t y  re la t i on  

appears to  invo lve  the agreement 

of  vo i ce .  continuance and p lace.  

the long component mentioned 

above. The intervening L i s  

reta ined in the ( B e . f . g )  cases 

because the ve la r s  in  ( 6 e . f )  do 

not agree w i t h  the f o l l o w i n g  

dental  f o r  p l a c e  and the 5 in  

(6g)  does not agree w i t h  the 

f o l l o w i n g  s top  f o r  continuance. 

I f  t h i s  agreement pattern 

represents a kind o f  adjunct ion 

o f  the stem f i na l ,  sy l l ab le r f r ee  

segment t o  the l icensed s u f f i x  
i n i t i a l  consonant, then we have 

the suggestion o f  an explanation 
f o r  th is  interest ing array o f  

ass im i la t i ons  and delet ions.  The 

s u f f i x  i n i t ia l  L appears to  be a 

d e f e c t i v e  vowel which w i l l  de le te  

wherever i t  can (o r  a l ternat ive-  

l y ,  an epenthetic vowel which i s  

i n s e r t e d  o n l y  where  i t  must  b e ) .  

The condit ions surrounding the 

de le t i on  o f  L a re  l inked to the 

p o s s i b l e  adjunct ion o f  the con- 

sonants which surround i t .  Uhere : 

the adjunct ion i s  poss ib le  

because the consonants a r e  

c o m p a t i b l e  w i t h  respec t  to  v o i c e ,  

p lace and continuance, then L can 

d e l e t e .  Uhere they a r e  not com- 

pa t ib le ,  L cannot 'de lete.  

A l t e r n a t i v e l y ,  in an epenthesis 

ana lys is .  L i s  inserted where the 

s t e m  f i n a l  consonant cannot 

a d j o i n  t o  the s u f f i x  i n i t i a l  con- 

sonant becuase o f  an 

i n c o m p a t i b i l i t y .  
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SOME PHONETIC BASES FOR T RELATIVE MALLEABILITY OF SYLLABIEE-FINAL VERSUS SYLLABLE-INITIAL CONSONANTS 

S. Y. Manuel 

Communication Disorders and Sciences 
Wayne State University, Detroit, Michigan USA 

ABSTRACT 
Syllable-final consonants seem to be moresusceptible to assimilation and deletion than are syllable-initial 

consonants. We are using instrumental data to. augment earlier claims about the phonetic bases of such asymmetries. 

1. INTRODUCTION 
It lS often noted that syllable-final consonants are more malleable (subject to deletion, lenition and assimilation) than syllable-initial consonants [1 3]. If speech sounds Weren't made by & real mouth, then V-C sounds might be mirror images of C-V sounds, and there would be _no phonetic bases for such asymmetric phonological behaviors. However, speech sounds are produced by real vocal tracts, and there are certain asymmetries in the acoustics of movements into and out of consonant closures, .as outlined by Ohala and Kawasaki [8]. Some of these asymmetries are simply due to the way aerodynamic forces change over time given symmetric movement into and out of consonant closure. Other acoustic asymmetries may be due to the relative timing of oral vs. velar andlor glottal. gestures, differences which result in different overall vocal tract shapes at closure implosion versus closure release. Importantly, these asymmetries are such that various features of consonants should be more salient at releases than at implosions. Here. we compare some of the acoustic characteristics of particular consonants, in order to determine possrble sources for certain phono- logical asymmetries. Thus, we are 
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following John Ohala and others 
[2,4,§,7,8,10,11] who have sought to 
find, in the architecture and acoustics of 
the vocal tract, explication of (at least 
some) phonological behaviors. 
2. SYLLABLE-INITIAL VERSUS 
SYLLABLEuFINAL STOP 
CONSONANTS 
2.1 Syllable-initial st0p consonants 

During the closure interval of an oral 
stop consonant, air pressure builds up in 
the oral cavity as air flows through the 
glottis into the mouth. At the release of 
the stop, _a brief burst occurs at the oral 
constriction. This noise source, which 
has an abrupt onset, has cue value for 
manner feature - generally it is absent in 
sonorant consonants and it does not 
have an abrupt onset for fricatives. The 
burst lS filtered by the cavity in front of 
the constriction, and consequently its 
spectrum varies as a function of the 
place of constriction. As the oral cavity 
continues to open, the primary acoustic 
source switches to the larynx. This 
laryngeal source is also filtered by the 
changing oral tract shape, producing 
consonant-to—vowel formant transitions. 
Since the formant transitions reflect the 
changing _oral tract configuration from 
the constriction to the following vowel. 
they too are strong cues as to the place 
at which the oral constriction was made. 
The rate of the transitions, determined 
by the rate of the articulatory 
movements, is a further cue to manner, 
as stop-vowel movements are much 
more rapid than glide-vowel 
movements [6]. 

If the vocal folds are sufficiently ad- 
ducted at the release of the oral 
constriction, the vocal folds will vibrate 

immediately following the release and 
the laryngeal source will be periodic. If 
the glottis is appreciably open at the 
moment of oral release, the laryngeal 
source will be aspiration noise until the 
vocal folds have adducted sufficiently 
to pemiit glottal vibration. The acoustic 
correlates of aspiration and the way in 
which this source couples with the oral 
tract has the consequence that the first 
formant is very weak in amplitude, and 
the upper formants are noise-excited 
[9]. These differences in source 
characteristics show up in the formant 
transitions, and the transitions at the 
release of a stop consonant are cues to 
the voicing feature for the consonant. 

Thus syllable-initial consonants have 
rich information in that (1) bursts 
provide a good source of information 
for manner and place and (2) formant 
transitions provide a good source of 
information for mariner, place, and 
voicing. 
2.2 Syllable-final sto consonants 

On the other hand, t e acoustic conse- 
quences of movement from a vowel into 
a st0p consonant constriction are less 
rich. As the talker moves from a vowel 
into a consonant, in most cases there is 
little or no noise generation, but 
formant transitions are observable as 
long as the glottal source continues 
during the movement into the 
constriction. However, unlike releases 
of consonants into vowels, movement 
from vowels into consonants does not 
entail a burst. As noted above, the burst 
at a C-V release is due to pressure 
buildup in the mouth, but this pressure 
buildup occurs precisely because the 
oral tract is closed during the 
consonant, and therefore is not relevant 
to the movement into the constriction. 

In syllable-final position, manner 
distinction between the glides and stops 
may not be as well maintained as it is 
in syllable-initial position, since there 
seems to be a tendency for gestures to 
diminish at end of syllables [5]. 
2.2.1 Implementing voicing distinctions for 

syllable-final stops may put place 
distinctions at risk. 

If fully voiced, the transitions from a 
vowel into a stop closure provide little 
information about voicing of the 
consonant, since they should be 
identical for both voiced and voiceless 

consonants. If these consonants are 
unreleased (as they often are when 
utterance-final or when followed by 
another consonant), then how are 
voicing distinctions maintained? 
Languages use several strategies, 
including cutting off voicing very near 
oral closure for voiceless st0ps by: 

. Opening the glottis, or 
° constricting the glottis (making a 

glottal stop) 
If timed to occur by the time oral 
closure is achieved, either of these 
devoicing gestures would aid in 
preventing vocal fold during the 
beginning of the oral closure period. 

In English, it is quite common to 
achieve devoicing for syllable-final 
voiceless stops by making a glottal stop 
very close to oral implosion [3]. Note 
that if this glottal stop is timed too late 
with respect to oral closure, then it 
won't serve to distinguish voiced and 
voiceless stops, since at the moment of 
oral implosion the vocal folds would 
still be in a configuration suitable for 
vibration. To ensure devoicing, a 
better strategy would be to error on the 
side of making the glottal stop relatively 
early. 

However, if the glottal stop is timed 
too early with respect to oral closure, 
the formants won‘t be excited during 
the V-C closing movement. This in 
turn would result in loss of place 
information. Eventually speakers may 
not bother to make the oral gesture at 
all, and this presumably explains the 
development of dialects that have 
glottal stops instead of oral stOps in 
final position. 

Figures la-c show acoustic data from 
a study [7] which used simultaneous 
electropalatographic (EPG) recordings, 
fibemptic views of the larynx, and 
acoustic recordings, to illustrate this 
point. In each of the figures is shown 
the F1 movements toward the end of an 

- English word that phonologically ends 
in It!. What we are interested in is 
whether or not Fl falls toward the end 
of the vowel which precedes the It]. as 
Fl fall is an acoustic consequence of 
oral closure (F 1 fall can clearly be seen 
in the reference word that ends in /d/). 

The data in Figure la are from a 
Speaker who heavily glottalized his Ill. 
but who actually made an alveolar 
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closure at about the acoustic end of the 
vowel, as evidenced by our EPG data. 
Acoustic evidence of the oral closure 
can be seen in the F1 fall. 

In contrast, Figure lb shows the same 
speaker's production of a It] in absolute 
utterance-final position. EPG data 
indicated that while the speaker did 
make an alveolar closure, he made it 
very late with respect to the end of the 
vowel. Fiber-optic data indicate that in 
this case devoicing was achieved with a 
glottal stop. As can be seen by the slight 
fall in F1, there is some acoustic 
evidence that at the end of the vowel the 
speaker is beginning to make an oral 
constricrion. 

Figure lc shows data from a different 
speaker. The EPG signal indicated that 
this speaker did not make an oral 
constriction for the It! in the target 
utterance. Rather, the vowel was 
terminated solely by making a strong 
glottal stop. And, we see very little fall 
in Fl, which is expected since the 
speaker in fact did not make an oral 
closure (there may or may not have 
been some residual of a weakened oral 
closing gesture. one that did not result 
in apico-alveolar closure). 
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Figure 2a-c. Acoustic evidence of presence or 
absence of oral closure prior to cessation of 
vocal fold vibration. 

3. SYLLABLE-INITIAL VERSUS 
SYLLABLE—FINAL NASAL 
CONSONANTS 

During the oral closure period of a 
nasal consonant, the mouth is closed 
and the velum is lowered, with the 
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acoustic consequence that much of the 
sound is filtered and propagated 
through the nasal cavities. When the 
oral occlusion is released, there is a 
sudden increase in the amount of energy 
in the sound as the principal sound 
output switches to the mouth opening. 
This increase is especially marked in 
the F2 region for labial and alveolar 
consonants. since the nasal murmur 
tends to have weak energy in this 
region. Conversely, with the velum 
down, oral implosion will result in a 
sudden decrease in the amplitude in the 
F2 region. This sudden change in F2 is 
a cue to the implosion or release of the 
consonant, and the F2 frequency 
indicates the place of articulation for the 
consonant. 

The amount by which the amplitude 
of the F2 peak changes as a function of 
opening or closing the oral cavity is 
expected to be dependent on the degree 
to which the velum is lowered [10]. If 
the velum is very low, then a high 
percentage of the energy will go 
through the nose, regardless of whether 
or not there is a change in the oral 
constriction, and the resulting change in 
the amplitude of F2 will be relatively 
small as the oral constriction is made or 
released. However, if the velar- 
pharyngeal opening is somewhat 
smaller, then the sudden change in the 
oral constriction will have a very large 
effect. Thus the consonant/noncom- 
sonant (oral constriction vs. no oral 
constriction) distinction is most clearly 
{maintained when the velum is not too 
ow. 
Several studies [c.g. 11] suggest that 

the velum is generally lower at the time 
the oral constriction is being made for a 
syllable-final nasal consonant than it is 
at the time oral constriction is released 
for a syllable-initial consonant. Thus 
we might expect that going into a 
syllable-final nasal consonant there is 
less of a V-C demarcation than the C-V 
demarcation we get when moving from 
a nasal consonant into a vowel. If this 
is the case, then syllable-final nasals 
might be expected to delete more often 
than syllable-initial nasals, since they 
would be less salient to listeners. 

An example is shown in Figures 2a 
and 2b. Figure 2a shows smoothed 
spectra for the 30 ms periods preceding 



(solid line) and following (dashed line) 
the nasal release of [m] in [#m1b#]. 
There is a 21 dB increase in the F2 
region from the spectrum of the nasal 
murmur to the spectrum of the vowel. 

Figure 2b shows Spectra for the 
periods preceding (dashed line) and 
following (solid line) the oral implosion 
for the [m] in [#blm#]. Here there is 
only a 14 dB difference between the 
vowel and the consonant, in the F2 
region. We have observed similar 
patterns for a number of utterances and 
speakers. We are proceeding to quantify 
these differences, and crucially, we will 
be looking at the acoustic signal of 
utterances for which there is 
accompanying velotrace [5] date to 
indicate velum height. 

m
m

!
 

Figure 2a-b. Spectra before and after Int! 
closure and release. Arrows point to F2 region. 

4.SUMMARY 
These are just a few of the differences 
between the acoustic consequences of 
making and releasing consonant 
constrictions. As we have seen, some 
differences, such as the presence or 
absent of a burst, are simply due to 
physics. Other asymmetries are due to 
the ways in which velar or glottal 
gestures are used to implement the 
features voicing and manner. Imple— 
mentation of these features may involve 
different or differently timed gestures, 
depending on syllable position. These 
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articulatory asymmetries can put at risk 
the saliency of certain other features, 
particularly in syllable-final position. 
Listeners may not hear, for example, 
that a speaker has actually made a 
consonant closure, or a closure at a 
particular place. These listeners might 
reasonably assume that a consonant was 
not made (deletion), or that it was made 
at some place Other than what the 
articulatory facts would have revealed 
(assimilation). When those listeners take 
their turn at speaking, they may 
articulate in the way they assume other 
speakers do - omitting, weakening, or 
assimilating syllable—final oral gesttues. 
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L'INTERPRETATION PHONOLOGIQUE DES SEGMENTS 
DIEPHTONGOIDES 

T.Tchalakova 

-Institut pédagogique supérieur 
Choumen, Bulgarie 

The study shows that in the 
basis of biphonemic identi- 
fication of the glide seg- 
ments Ififi,133i for Bulga— 
rian and Russian speakers 
is the use of  different 
acoustic and linguistic fac- 
tors arranged in graduation 
respectively. 
Zones of similarity and 
identification for Bulgal 
rian and Russian speakers 
are determined. 
I.LE BUT principal de cette 
communication est la découë 
verte d'opérations appli- 
cables lors d'une interpré- 

ont été utilisées comme 
matériel pour l'analyse 
acoustique et perceptive. 
Un annonceur (speaker)russe 
qui possède les normes pro- 
nonciatives actuelles.Les 
syllabes ont été évaluées 
par des Bulgares et  des 
Russes — 20 auditeurs de 
chaque langue par groupe. 
Les données reçues ont été 
traitées par la méthode de 
l'analyse dispersionnelle. 
5.1.Un travail préalable 
montre que les Bulgares 
marquent le son vocal-1611 
dans la syllabe lZ/ comme 

tation phonologique des seg— IEEI,ÂUV,AÜÏ,ÆQZÛ—La frag- 
ments diphtongoîdesîïü,flïflfi 
des locuteurs russes e t  bul- 
gares,ainsi que la détermi- 
nation des paramètres acous- 
tiques principaux pour leur 
identification biphonémique. 
2. MATERIEL et méthodologie 
de la recherche. 
Des syllabes du type BŒVI, 
fiïflï,isolées des mots , 
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mentation de IÆŒ en deux 
segments est probablement 
déterminée par une identi- 
fication du segment transi— 

' t o i r e  de 1611 au son vocal 
IZŒ dans la langue bulgare, 
tandis que son segment en 
I i I  est  identifié respec- 
tivement avec IÛÎ ou IdLI. 
Dans 75 — 85% des cas les 

syllabes du type Büflî sont 
déterminées par les Bulgar- 
es  comme trisegmentaires. 

3.2.L'analyse dispersion'-Lïv 

nelle des ensembles à un 
facteur - pour les indices 

qualitatifs /2/,présente 
la possibilité de fixer le 
poids de chacun des fac— 

teurs linguistiques./S/qui 
influencent les variations 

de la valeur des segments ' 

de la parole [tableau 1/. 

Le poids des facteurs neutre 
que les paramètres acous- Ë 
tiques principaux fixant 

"l'identification biphofié - È 
mique des segments diphton-Ï 
goIdes chez les Bulgares 3 
sont l'intervalle {II staëë 
tionnaire - 311 initial È 
dßFII/‚ainsi que la longueur 
des segments diphtongoïües ? 
WI ou IM /s/ ,le rapport 
du secteur transitoire et  d 
secteur en I i I  est d'une val 

leur très proche /tableau I} 
„ „J a 

Tableau 1.13 POIDS DES FACTEURS fik: ET DES RAIGS n “ f w  
j— 

LES FACTEURS LINGUISTIQUES Bulgares Russes. 

‘ R ai “* ” &  . . ...,—___..." 

Qualité du consonnant suivant . 10.4% 6 : 4% 5 
/palatalisé- non—palatalisé/ ; 

Présence — absence de pay 9% 5 '....'2'\I$'£..„.._£„.._.„1 
Qualité du consonnant précédan 

/labial - non—labial/ 
t 4% I 0.9% 4 

6,696 . 4 ‚___.___..O. Début - fin du mot nîä……gnâ_ 
Syllabe accentuée—non-accent. 4,6% 3 ; 0,3% 2,5 
Quantité des syllabes dans le mot 4,5% 2 L 255% 3 

Z a; 39,1% .‘.._.-.,_35%…_……… 
Quantité des facteurs principaux 6 … 6. . :  

— 1 LES FACTEURS ACOUSTIQUES J; R .; L], R . 
La dimension (grandeur) FII .2096 2 596- “für 
La longueur du segment diphtong. 28% 3 ' 10% 2 
a/longueur du secteur transitoire] 26% ' 1% . - 
b/longueur du segment en 111 23% f“"20%‘7_”“ i- 
La. dimension m - final 3% . I 17% 3'. ”g 
'—_-_-__'_"—"1F_‘ ; ' ' 100% -. 59% ! a: _ . . .….  …nW…………_……î 
Quantité des facteurs principaux 5 ‘ J 



Si nous prenons l'espace 
bidimensionhel entre l 'axe 
des abscisses — x ls ms/ et 
l 'axe des ordonnées y/{LFII_ 
Hz/,nous notons que plus de 
60% de la valeur biphoné- 
mique se localise dansAŒILè 
500 Hz e t  sàBOms /fig.I/. 
Dans des paramètres inféri— 
eurs à ceux c i tés ci-dessus, 
mais pas en-dessous de 
ALFII=450 Hz et s=40 me, 
la valeur varie de IS à 55% 
et  dépend sans doute aussi 
de la capacité de l 'ouîe 
d'identifier les deux seg- 

_ments - le segment transi- 
toire et  le segment en I i I  
- /I/. 

aw‘h ml 
an 
ow 
W. 
uw 

g ‘ j q  so an una“ 

Fig.I.Valeur biphonémique 
du segment diphtongoîde 
PI 0-15%‚P2 20-55%‚P5 60-85% 
Là il faut noter que dans 
l'étendue P3 se trouvent des 
réalisations de syllabesflflüy 
ainsi que des réalisations 
de syllabes AQÜÜË 
3.3.La fixation du son 1561 

par les auditeurs russes.  
dans les syllabes isolées 
DûHï—de 5 à 40%,est obser- 
vée uniquement dans des cas 
isolés,en position devant 
des consonnes palatalisées 
e t  en fin du mot. Dans les 
syllabes IŒÜÎ la valeur va- 
rie de 25 à 95%.Comme le 
bruit produit par Ad? dans 
ces syllabes est très faib- 
le e t  enregistré sur un 

. spectrogramme seulement 
dans l'une des réalisations 
des syllabes IŒÆÏ,il est 
évident que les Russes em- 
ploient aussi d'autres pa- 
ramètres acoustiques très 
importants.Prenant en vue 
le poids des facteurs lin—=: 
guistiques,nous pouvons sup- 
poser qu'une information 
pour la présence ou l'absen— 
ce  de IÜË est  comprise dans 
la nature de la liaison 
intersyllabique,plus préci— 
sément le niveau de FII dans 
le deuxième secteur transi- 
toire est informationnel. 
L'analyse dispersionnelle 
des facteurs acoustiques a 
montré que PII—fin. exerce 
la plus grande influence sur 
l'hiérarchie des autres fac- 
teurs.Sur la figure 2 est  
marquée la valeur biphoné-l 
mique des segments diphton— 
goides par les Russes dans 
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les coordonnées x-/longueur ' 
du segment dipht.en ms], 
y—/niveau en Hz de III-fin] 

Pig.2.Valeur biphonémique 
du segment diphtongoîde 
PI=0-15%.P2ç20—55%,P3=60-95% 
L'évaluation des syllabes à 
2 segments commence dès 
PII-finJZZBOHz et 5:45ms; 
dans cette étendue se sir 
tuent les réalisations de 
Àflñyet de[äfl? également. 
Comme bisegmentaires d'une 
plus grande certitude/éten- 
due P3/ sont marquées ces 
réalisations des syllabes 
laß; qui se caractérisent 
avec PII fin…è2600 Hz et 
BèBO ms. ‘ 
Il s'avère que pour la per- 
ception de 1611 par les  
Russes,lors de l'absence 
ou de.la faible réalisation 
du bruit de là?,il est né— 
cessaire que la valeur fi- 
nale de FII soit égale ou 
plus grande que FII-stat., 
tandis que la longueur du 
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secteur en 111 soit suffi- 
sante /tableau I/. 
4. Sur la base de ces don— 
nées peuvent être faits les 
raisonnements suivants: 
Pour les locuteurs des deux 
langues,certains facteurs 
linguistiques e t  acoustiques 
sont très importants,en dé— 
terminant la segmentation 
du courant sonore et  en for- 
mant des rangs d'une grada- 
tion différente.Il est pos- 
sible d'établir ainsi les 
différences dans les opéra- 
tions que les Bulgares et  
les Russes exécutent au ni- 
veau syllabique.Ces facteurs 
marquent la zone de ressem- 
blance et  la zone d'identi- 
fication des segments diph- 
tongoîdes [$$/,ÆŒWÏ pour 
les locuteurs des deux 
langues. 
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LENITION PROCESSES AND 
‘GLOBAL PROGRAMMING PRINCIPLE’ 

T. Szende 

Linguistics Institute, Budapest, Hungary. 

ABSTRACT 
A general abstract principle referred to 
as the ‘global programming’ is consid- 
ered which universally governs (i) leni- 
tion processes, (ii) slips of the tongue, 
and iii) child language restrictions tum- 
ing t e1r underlying PRS into defective 
realizations. GPP claims: defective re- 
alizations come about due to the distor- 
tions of the (next-to—phonetic) phone- 
mic representations (i) by replacing a 
fine-controlled scaling in the speech 
production by an overgeneralized plan 
or (ii) by eliminating constituents the 
phonological system of a language is 
made up of. These processes, (i) rule 
restriction and (ii) elimination of con— 
stituents result in narrowing the infor- 
mation space in which an underlying 
PR is posited. 

It is the purpose of this paper, 
(i) to give a general account of (a 
polynomial word-level) ‘phonological 
representation’ considerably different 
from that as conceived of by post-SPE 
phonologies. Second, (ii) to argue that 
the multidimensional interrelationship 
existing between a low-level PR and a 
(next-to—phonemic) phonetic represen- 
tation may be best described in terms 
of what I call the Global Programming 
Principle. Finally, (iii) to show, and to 
exemplify on Hungarian, what kind of 
consequences the GP hypothesis might 
have on our conception of rules and rule 
domains. 

(i) Word-level phonological repre- ' 
sentations (PRs) are taken to be strat- 
ified abstract objects. One and the 
same representation may assume var- 
ious forms at the different levels of 
abstraction, depending on the actual 

perspective taken. As I exemplified on 
a Hungarian word form (léssa ‘see’ 
ImplPSg, cf. [14], 132) submitting it to 
analyses (= segmentations and struc— 
tural parsings) of varying depth both 1n 
a syntactico—morphophonological_ and 
a phonemic perspective, we get differ- 
ent, but equally valid, results in terms 
of the set of primitives as well as their 
arrangement. In this instance the strat- 
ified PR includes following layers: 

a. / la: f f a/ 
b- //#la=t#/-" -/#5#/'m8 -/#j(a e)#/P 
c.///#1atVback#//=//#sV#/- 

-/# C(a e)#/// 
(Needless to say, (a), (b), and (c) are to 
be considered as partially independent 
abstract forms; they do by no means 
appear to be the variants of one and the 
same basic word form.) The different 
results we get will be interrelated and 
derivable from one another. 

In the example, above, (b) is re- 
lated to (a)l via morpheme structure 
rules and p onological'rules; the same 
obtains for (c) and (b) with the pro- 
viso that this relation may involve non- 
productive morpheme structure rules 
and phonolo 'cal rules (along with pro- 

' ductive ones . Whereas (c) obviously 
has no ‚role in speech production, i.e. 
it is ‘extra—conscious’ with respect to 
both speaker and listener, (b) is an ac- 
tive component of the speaker’s men- 
tal processes at a ‘pre-conscious’ (vor- 
bewusst) level, i.e. as a piece of uncon- 
scious knowledge that can be elevated 
to a conscious status and, as such, it 
may acquire surface realization in spe- 
cial communicative situations (e.g. in 
spelling). 
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The level of (a) of PRs gener- 
ally, and in the above example /1a:ffa/ 
for laissa, must be invariant, i.e. dis- 
crete and of a constant form, whereas 
the corresponding word form in actual 
speech production is not. A set of inter- 
face rules must therefore be assumed to 
mediate between PRs and implementa- 
tions. In particular, I will assume that 
two types of interface rules, viz. ‘level- 
ling’ rules and ‘gestalt’ rules, will oper- 
ate on phonological base forms. 

‘Levelling’ rules will effect trans- 
formations like /la:ffa/ => la: ] :a 
(where => indicates level shift, and 
the omission of / / is meant to re- 
flect the fact that the form right of 
the arrow is neither phonological nor 
phonetic: rather, as a realizational pro- 
gram, it is an independent category 
constituting an intermediate level be- 
tween those two). So we here will have 
to accept the assumption that mor— 
phemes are psychologically real, even 
if we cannot actually specify to what 
extent linguistic elements can be taken 
to be isomorphic with psychological 
facts (cf., e.g. [5], 10—12). In the above 
example, levelling rules turn a type 
(a) pre—implementational, intermediate 
phonological representation into the 
corresponding next-to-phonemic pho- 
netic representation by removing the 
morpheme boundary feature from be- 
tween /t/+/j/ and replacing / f f /  by 
: via a pronunciation subroutine, in 

a way corresponding to the mechanism 
involved in the notion of Kiparsky’s [4] 
Bracket Erasure. 

(ii) However, the form 16350. —> 
la: [ :a will also undergo further opera- 
tions, including the relativization of the 
]+long] component of / a: / . This follows 
rom one of the gestalt rules — that of 
temporal organization —, a set of rules 
whose common property is that they al- 
ways involve a portion of an utterance 
as a whole. A correspondence like / a: / — 
[a'] or [a], in fact, cannot be interpreted 
in terms of isolated segments if we wish 
to maintain the criterion of biunique— 
ness. The motivation for a derivation 
/a:/ —+ [ak-{a:}f can only be found in 
the structural e ect of a word form as 
a whole, in the present case most im— 
mediately in the architecture - V: C:-, in 
particular, the occurrence of I: after a:, 
re. a (temporal) foot organization fac- 

tor. The main properties of gestalt rules 
(omitting details) are as follows. (ii/ a) 
Gestalt rules determine the utterance 
unit in Speech production in a global 
way. This is unambiguously shown, in 
terms of my own experimental results, 
by ‘sequence reduction’ and ‘sequence 
size truncation’. Another type of evi- 
dence comes from the stage of a child’s 
first language acquisition where non- 
adult, “crude” programming with re— 
spect to a given word form results in 
a disorderly arrangement of the artic- 
ulatory components involved, one that 
does not match the order imposed by 
the phonological base form. For in— 
stance, Smith’s [10] data include squat 
surfacing as [gap], queen as [ginn], etc. 

y transposition of the bilabial compo- 
nent (cf. also [17], 411). (ii/b) The units 
undergoing gestalt rules may be of vari- 
ous sizes. They may involve single mor- 
phemes, but also several, semantically 
connected word forms (the latter case 
is observable primarily in sequence size 
truncation). (ii / c) In lenition processes, 
gestalt rules may exhibit varying effec- 
tiveness in modifying individual artic— 
ulatory elements within a global artic- 
ulatory program. For instance, of sev- 
eral units within a single word form, 
all of which are underlyingly speci- 
fied as the same phoneme, e.g. /k/1_3 
in gyerekeknek ‘children+Dat.’, some 
will, and others will not, lose the ele- 
ment involved in the lenition process, 
in this case the stop component. This 
depends on the phonotactic position 
of the unit in question, the genre and 
the tempo of speech, the degree of 
lenition, the phonetic makeup of the 
segment, and so forth. In addition, it 
also depends on the component itself; 
in vowel substitution errors, according 
to Shattuck-Hufnagel’s data [9], esp. 
124), the stand deviation of the 
feature [+tense] in erroneously substi- 
tuted items exceeds the expected prob- 
ability values several times more than 
that of [+back]. 

GP is made up by the totality of 
gestalt rules. The question of what sort 
of a cortical equivalent might be as- 
cribed to GP is difficult to answer. Any- 
way, linguistic signs and processes are 
still considered to be best described, 
in terms of the functional hierarchy 
of the operation of language, by the 
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model first proposed by Wernicke [16]. 
In essence, psycholinguistics also tradi— 
tionally accepts this three-step medi- 
ation model as one that confirms the 
authenticity of gestalt theories exactly 
“in the realm of perceptual organiza- 
tion” (see e.g. [7], 146). In Wernicke’s 
model, the levels wedged in between 
sensorium and cognitive representation 
are a bilaterally-connected “representa— 
tion of specific ‘gestalt’ elements” and, 
on the speech production side, a “rep- 
resentation of motor commands (con- 
ce ts of movements)” (cf. Creutzfeldt [1f 5). 

(iii) The domain of application 
of G mcluding gestalt rules is, obvi- 
ously, phonetic implementation, espe- 
cially that of lenition processes. (Re- mark: the concept of ‘lenition’ as ex- posed in its classical form in Natural Phonology, cf. [12], [2], etc. does in fact. not cover the whole typology of phenomena occurring in spontaneous 
speech production. On the basis of a collection of data taken from Hungar- ian a larger-scale typology may be es- 
tablished when also lenition processes manifesting themselves in sequence size 
portions of speech are taken into con- sideration, cf. [15].) 

In the rest of this paper my main 
concern will be the way gestalt rules fit into the rule hierarchy (P—rules, MP- rules, MS—rules, etc.) that is amply dis- cussed in post-SPE phonologies (cf., e.g. [11], [3] [6]). In terms of a typol- ogy of lenition processes observable in Hungarian, gestalt rules fit into this traditional classificatory pattern rather badly. The facts are as follows. (iii/a) One particular lenition type, covering a set of essentially identical changes, may equally embody rules of diverse cate- gories. ‘Reduction’, for instance, may simply be a change that we normally classify as a phonetic rule: the slight delabialization of a in vdltozdsa ‘its change’ calls for that label. In other cases, reduction results in a change that can be characterized as a rule of phonological nature in that, by delet- ing a phonologically relevant feature, it alters the phonological status (e.g., class membership) of a segment as in m —-> fir (mondtdh ‘say’ Past3PPl). By eliminating a major classificatory _ feature, the realization may turn into 

the phonological base form of another lexemic alternant: by devoicing a in azatdn ‘then’ we get a result like atdn which appears to be the ‘fortis’ version of azta’n ‘idem’ (cf. [18]).(iii/b) 
There is not a complete an mutual 
overlap in that all types of lenition per- mit the occurrence of all possible rule categories. ‘Truncation’, for instance, is 
by definition a phonological category, 
not a phonetic one; indeed, there are 
clear examples (e.g. szôval ‘in other 
words’ — [so]) to show that truncated 
forms may fail to exhibit any further 
phonetic change (the omission of suflix 
being obviously not an instance of re- 
duction). In other cases, it must be ad- 
mitted, truncation and phonetic change 
may simultaneously occur within a sin- 
gle sequence, e.g. valamj ilyesmi ‘some- 
thing like that’ — [vämijefmi'] where fi- 
nal i undergoes reduction by centraliza- 
tion and changes in height and degree 
of illabiality. Consequently, the notions 
of truncation and phonetic rule are mu- 
tually exclusive. As for ‘deletion’ and 
‘loss’, both lenition process types de- 
stroy a complete segment at the actual 
point in PR. The rules effecting these 
processes are undoubtedly of a non- 
phonetic character; but they may either 
be phonological like in cases of t—elision, 
e.g. in ezt ‘this+Acc.’, or result in mor- 
pholexemic switch as in the various 
versions of mie’rt ‘why’ (cf. [13], 182). 
(iii/c) Scope properties are also non— 
relevant for the classification of lenition 
rules. Larger-scope processes, i.e. those 
involving a. sequence of adjacent seg- 
ments, can be realised by phonetic rules 
(such as sequence reduction) as well 
as by morphophonemic or morpholex- 
emic ones (as detailed above for cases 
of truncation). On the other hand, le- 
nition phenomena involving single seg- 
ments can also qualify as instances of 
any of these three rule types. (iii/d) 
Finally, it is appropriate to point out 
that rules responsible for lenition pro- 
cesses may also lead to results that do 
not lend themselves to a neat interpre- 
tation in terms of a linguistic system- 
oriented classification. Whenever se- 
quence size truncation yields a. realiza- 
tion that further undergoes elimination 
of backness contrast in a vowel — as in 
ötkor —-> ô'tkô'r ‘5 o’clock’ with o —+ pi 
— the speaker in fact (over)applies vowel 
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harmony in a way that, in terms of var- 
ious lines of reasoning, can be taken _to 
be of a phonetic, or morphophonemic, 
or (potentially) morpholexemic charac- 
ter. 

The lack of correspondence be- 
tween phonetic, morphophonemic and 
morpholexemic rules on the one hand 
and the set of gestalt rules on the other 
is conspicuous enough to make one 
wonder if those two systems of rules ac- 
tually occupy different levels within the 
total system. However, the source of 
such mismatch is not that their struc- 
tural descriptions reveal rule-governed 
phenomena of different depth: it is 
not the case that the former set of 
rules refer to phenomena restricted to 
underlying form and the latter ac- 
count for events at some level inter- 
mediate between underlying and sur- 
face representation. (Aphasiacs’ errors, 
in particular cases of syllable elismn 
as in catholicize — /kaeélalayz/, so- 
lidification — /salafakéy§an/, demon- 
strate that syncope applies to under- 
lying form, not (some level of) surface 
representation, cf. [8], 24—29.). Rather, 
the difference actually lies in the fact 
that the rules categorized as above and 
gestalt rules can be stated for (a typo- 
logically diverse range of) allegro phe- 
nomena, whereas rules of the former 
type cover lento forms only. All that 
this distinction entails in itself, how- 
ever, is that the number of gestalt rules 
is larger. But the panctam salsens of 
the comparison is that gestalt rules 
refer to sequences (utterance units) 
as wholes, whereas traditional types 
of rules refer to segments or con- 
catenations of segments appearing be- 
tween boundary features, even if their 
structural descriptions involve bound- 
ary features themselves as well. So, 
gestalt rules represent an independent 
category of rules; cover a set of phe- 
nomena exhibiting higher variability; 
and, consequently, phonetic, phonolog- 
ical and morpholexemic rules can, to _a 
significant extent, be logically subordi- 
nated to them. 
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METAPHONOLOGY OF ENGLISH PARONOMASIC PUNS 

W. Sobkowi ak 

Institute of English, Adam Mickiewlcz University, 
Poznan,Poland. 

Amnsrnuvrr 
Phonostatistic differences 

between English paronomasic (het- 
erophonic) puns on the one hand 
and malapropisms and running text 
on the other are shown to be due 
to speakers' metaphonological 
control over the former. It is 
hypothesized that this control 
results from the action of meta— 
linguistic subcomponent of func— 
tional competence. which. together 
with structural competence. forms 
human language faculty. 

1 . I NTRODUCTI ON 
Speech play: puns. 'secret 

languages', tongue—twisters‚ rhym— 
ing. impersonations. etc. are 
usually regarded as but providers 
of external evidence in phonology. 
exclusively used to assess -plaus— 
ibility of theoretical claims 
concerning rules and representa- 
tions. They are hardly ever lin— 
guistically studied in their own 
right. as exponents of what has 
been referred to as pragmatic or 
functional competence . The rea- 
sons for this neglect have been 
variously stated in the pertinent 
literature: speech play is vol— 
atile. variable, literary. delib— 
erate. artificial. nonreferential. 
hence extralinguistic. The common 
view of science as necessarily 
dealing with serious subjects has 
not been irrelevant in "excluding 
scholarship from this realm where 
lightness is a l l "  ( [ 4 ] : 5 ) .  My aim 
in this paper is to show that 
speech play — puns in particular — 
can no more be treated as a 'mere 

performance phenomenon' than e.g. 
code and style switching. simpli- 
fied registers. ‘baby talk' .  and 
dozens of other phenomena routine- 
ly studied by socio- and psycho- 
linguistics. 

2.THE MODEL 
For the purposes of this 

presentation I adopt the following 
model of human language faculty. 
Linguistic perfomance is normally 
driven by two types of competence. 
One is structural (grammatical) 
competence à la Chomsky; whidh 
provides the necessary' substratum 
of representations and rules on 
various levels of language struc- 
ture: phonological, morphological. 
syntactic. semantic. The other. 
by and large ignored in the stan— 
dard generative tradition. is 
func t tonal or pragmat ic  compet- 
ence. which is responsible for how 
the knowledge of language struc— 
ture is actually put to use in a 
communicative setting. Halliday 
and Hymes were the first to at- 
tempt a coordination of the two - 
so far disparate — views of lan- 
guage competence in the early 
197035. 

FUnctional competence itself 
is far from being a compositional 
monolith. One of the most influ- 
ential views of the many language 
functions has been that of Jakob— 
son [ 6 ] .  Jakobson relates func— 
tional modes of language to the 
Components of a communicative 
situation: expressive function is 
focused on the speaker. impressive 
~ on the listener, fatic — on the 
channel. etc. In the context of 
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this paper. it is the metalingual 
(henceforth: metalinguistic) fun- 
ction which is of most interest. 
FUnctioning metalinguistically 
speakers/listeners concentrate on 
the language itself. deliberately 
inspecting and manipulating it 
'from the outside'. This I call 
metal linguist ic competence. This 
is not only involved in scholarly 
discussions of grammar or philos— 
ophy. as most authors would have 
us believe. It lies at the very 
foundation of the human ability to 
play with language. and - in par— 
ticular — to indulge in punning. 
More specifically. it is the meta- 
phonological competence which is 
predominantly implicated in paro— 
nomasic (heterophonic) punning. 
which is the subject of this pa— 
per. 

My hypothesis is the follow— 
ing: i f  punning (and other types 
of speech play) crucially involves 
metaphonological control over and 
above other types of functional 
indexing normally encountered in 
communication. this fact should 
have statistical ramifications in 
some phonological aspects of per— 
formance so controlled. Thus. i f  
puns are phonologically different 
from 'ordinary' texts or speech 
errors — both of which are presum— 
ably not controlled metalinguist— 
ically - the argument that there 
is a dedicated metalinguistic 
subcomponent of functional compet- 
ence would be corroborated. The 
view of performance as essentially 
a statistical reflection of com- 
petence goes back to Cedergren & 
Sankoff's [3]  approach. 

As this presentation is part 
of a larger project [7 ] .  it will 
be possible to present only some 
of the relevant results. 

3. DATA AND RESULTS 
Paronomasic puns (e.g. Freud 

<’---- afraid. sanctuary <—-—-- 
thank you very) appear in an amaz- 
ing variety of playful genres: 
conundrums. knock—knocks. fake 
book titles. alphabet games. 'daf— 
fynitions'. fractured French. 
graffiti. They are put to com— 

mercial use in advertisements and 
to jocular use in conversation. 
They are ubiquitous. I have col— 
lected — from about ninety printed 
sources - a corpus of 3850 items 
(types) like those at the top of 
this paragraph, transcribed them 
phonemically (American accent. 
fast/casual speech. stress ig- 
nored) and entered them in a come 
puter database for further proces- 
sing. To allow calculation of 
segmental identity. puns (intrur 
sions) and sources were segment— 
wise aligned. Vitz & Winkler [81 
style, e.g. 

intrusion: lsaankcu.eri/. 
source : /eaankjuveri/ 
This corpus was phonostatist- 

ically compared with Pay & Cut- 
ler's [5 ]  collection of malaprop— 
isms (the type of speech error 
showing closest structural affin- 
ity to puns) and with Carterette & 
Jones's [ 2 ]  data on phoneme fre— 
quencies in running English 
speech. The results of this com— 
parison are as follows. 

3. 1 . Overall similarity 
Intrusions appear to be sig— 

nificantly more alike their 
sources, in terms of segmental 
identity. in puns than in mala- 
propisms. as seen in the following 
table. which is arranged by pro— 
portion of nonidentities to the 
segmental length of source/ intru— 
sion. the VIIZ index: 

TABLE 1. Overall segmental ident- 
ity of sources and intrusions 

VITZ PUNS— MALAPROPS 
% % 

mean- 33.17 50.13 
("10% 1.5 0.0 
(-20% 25.6 0.6 
(-30% 21.4 14.8 
(=40% 27.2 23.5 
(-50% 14.4 30.1 
(-60% 4.2 7.1 
(=70% 3.1 9.3 
<=80$ 2.0 8.2 
(=90% 0.3 1.1 
(-100 0.3 5.5 

N' 3850 183 
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The difference between fre— 
quency distributions of puns and 
malapropisms. relative to VITZ. is 
significant b y ' x  test. There is 
a mismatch of one phoneme in three 
in puns. as opposed.to one in two 
in malapropisms. on the average. 
And this despite the fact that the 
mean length of malapropisms ex— 
ceeds that of puns by 1.5 segment 
(7.1 vs. 5.6) .  which could favour 
low—VITZ figures by boosting the 
denominator of the proportion. 

PUnning intrusions are also 
more alike their sources in terms 
of featural similarity. USing an 
ad hoc system of 14 distinctive 
features (SYLL. CONS. SONO. CONT. 
VOIC. LABI. APIC. CORO. HIGH. MID. 
LOW, BACK. ROUN. GLID) I calcula— 
ted frequency distributions of 
puns and malapropisms relative to 
DF difference. The results are 
presented in TABLE 2 .  Thus. for 
example. the proportion of cases 
where the two corresponding pho- 
nemes of the source and of the 
intrusion differ by only one DF 
equals 36.1% in puns. and 24.1% in 
malapropisms. 

TBELE 2.  Overall featural simi—' 
larity of sources and intrusions 

DF DIFF. PUNS MALAPROPS 
% % 

1 36.1 24.1 
2 34.4 30.7 
3 17.4 27.0 
4 8.4 12.3 
5 3.3 3.4 
6 0.4 2.4 

C vs. C 44.7 61.7 
V vs. V 55.3 38.3 

Ni 4620 381 

Similarly. at the first posi— 
tion of segmental nonidentity. 
counting from the left. puns ex— 
hibit more featural similarity 
than malapropisms. Failing to 
append pertinent tabulation for 
reasons of brevity. let me add 
that in about 50% of puns the 
first diverging segments differ by 

one or two features. with the 
figure for malaprOpisms being 32%. 

Another interesting effect 
transpiring from TABLE 2 is the 
relative preponderance of vocalic 
oppositions in-puns. as opposed to 
malapropisms. Relative to the 
latter value. which is close to 
that of a running English text 
(Cä58.7%. V=41.3% according to 
[ 2 ] ) ‚  the figures for puns are 
almost completely reversed: pun— 
sters apparently prefer to alter a 
vowel than a consonant in the 
source. 

3. 2. Lefward and Rightward Seg- 
mental Identity 
Another significant point of 

difference between puns and mala- 
propisms is the amount of segment— 
al identity counted from both ends 
sources/intrusions. As is seen in 

- DIAGRAM 1. puns behave like a 
near—perfect mirror—image reflec- 
tion of malapropisms in this re— 
spect. In puns. sources/intru— 
sions are more alike at the end 
than at the beginning. which means 
that punsters are more apt to 
change word—onset segments. where- 
as victims of malapropisms tend to 
mess up the offsets. keeping the 
onsets constant (which is also 
significantly the case in tip—of- 
the—tongue states; c f . [ 1 ] ) .  

DIAGRAM 1. 

\ ——- malapropisms 
“. _. puns 

Segmental identity from extrem— 
ities of sources/intrusions 
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3. 3. Phone-me Frequenci es 
Finally, puns differ from 

malapropisms and running texts in 
terms of phoneme frequencies, 
relative both to static distribu— 
tions in sources/intrusions and to 
distributions of phoneme ousting, 
i .e .  those cases where a phoneme 
is changed in transition from 
source to intrusion. 

Thus, in malapropisms the 
phoneme frequency distributions of 
sources and intrusions are not 
significantly different from each 
other (x =15.5 at 33 df, about 
1200 onemes). while in puns they 
are (x =391 at 44 df. about 20.000 

. phonemes). Similarly. there is a 
significant discrepancy between 
the phoneme frequency distribu— 
tions of intrusions in puns on the 
one hand and both malapropisms and 
text data ( [ 2 ] .  about 48.000 phon- 
emes) on the other. 

Similar results are obtained 
in calculating frequency distribu- 
tions of phonemes which oust (sub— 
stitute) or are ousted. Malaprop— 
isms do not differ significantly 
from Carterette & Jones's [2 ]  data 
in this respect, but puns do: both 
ousted and ousting distributions 
differ from those of running text. 
and from each other. FUrther 
interesting effects in grouped 
data are that: (1)stops are more 
frequent as ousting sounds in 
Duns. (2)sonorants in puns are 
more stable (less amenable to 
ousting) than they are in mala— 
propisms. (3)as are consonants as 
a class. 

3. CONCLUSI ONS 
If puns are phonostatistical- 

ly different from both malaprop— 
ism and running text. we can 
reductively infer that the differ— 
ences are due to the additional 
factor of metaphonological control 
exercised by a subcomponent of 
speakers' functional competence 
over the performance mechanisms. 
Such control is absent from “ordi— 
nary' speech encoding in a com- 
municative situation where refer- 
ential functions of language pre- 

dominate. PurB. and — by ex- 
tension - speech play of all 
kinds. are thus shown to be res- 
pectable areas of language study. 
properly belonging to - sensu 
largo - linguistic competence. 
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L'ACCENT DE L'ARABE PARLE A CASABLANCA ET A TUNIS 
ETUDE PHONETIOUE ET PHONOLOGIQUE 

R. Bouzirl, H. Neimi & M.Taki 

E.H.E.S.S., Université Paris 3, Université Paris 8 

ABSTRACT 
A phonetical—phonological com- 
parative study of accent in the 
dialects of CASABLANCA and 
TUNISIA reveals a certain homo- 
geneity in the phonological and the 
perceptual level. It shows also a 
difference in the parametric level. 

BREF RAPPEL socnouucuusnous 
Dans les deux villes CASABLANCA 
et_TUNIS‚ plusieurs systémes lin- 
gurstiques sont présents: L'ARABE, 
LE FRANCAIS. LE BERBERE. Le 
système arabe présente une diver- 
sute de niveaux: l'arabe classique, 
l'arabe standard, l'arabe formel "et 
l'arabe dialectal. || ne s'agit pas ici 
d'une discussion sur le plan socio- 
lmgurstique de ces différents niveaux 
.Notre étude porte sur le parler de 
CASABLANCA et de TUNIS, langue 
maternelle des Casablancais et des 
Tunisois. Elle est constituée de deux 
parties: 
- _Une analyse phonétique qui 
traitera de l'accent du point de vue 
perceptif et instrumental. 
- Une analyse phonologique qui per— 
mettra d'interpréter les données 
phonéfiques. 

1- ANALYSE PHONETIQUE 
Le_corpus est composé de mots du 
lexique et de syntagmes (nominaux 
et verbaux) répondant à des critères 
doublement organisés: 
a. Selon des structures syllabiques 
des deux parlers. 

b. Selon les catégories syllabiques 
que sont les bissyllabiques et les tri- 
syllabiques . 
L'analyse a été effectuée au labora- 
torre de phonétique de I’UFFl de Lin- 
guistique de l’université Paris 7. 

1.1 TEST DE PERCEPTION 
Les auditeurs de chaque parler ont 
noté intuitivement la syllabe qu'ils 
percevaient comme accentuée. 

RESULTATS DU TEST 
Nous constatons que l'accent est 
perçu sur la pénultième dans la 
structure CV-CV dans les deux 
parlers, en  revanche dans la 
structure cac-cac Ia place de 
l'accent diffère ,sur la pénultième 
dans le parler de Tunis et sur Ia 
dernière dans Ie parler de Casa. 
Pour la structure CVC—CVC c'est la 
pénultième qui est accentuée dans 
les deux parlers. Quant aux autres 
structures c'est toujours la syllabe 
dite lourde qui porte d'une façon 
genérale l'accent. Si l'hypothèse du 
poids syllabique s'avère valable en 
général, cela posera un problème 
majeur pour la structure cv-cac car 
dansles deux parlers l'accent est sur 
la syllabe légère CV alors que l'on 
s'attend à ce qu'il soit sur la dernière 
CBC. Ce résultat nous mène à poser 
la question sur la nature et le statut 
de la syllabe CôC : peut-on lui 
attribuer le même statut que la 
syllabe lourde ou bien lui en attribuer 
un autre ? 
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Nous pensons que la syllabe CBC ne 
doit étre considérée comme lourde 
qu‘en … alors que les 
autres CVC le sont en … 
gie. Pour les trisyllabiques CV-CV- 
CV l'accent est sur la pénultième. 

Les résultats du test sont donnés 
dans les tableaux suivants: 

s/s CV {CV 3/5 030 {CV 

Casa 61,5 {38,4 Casa 62,2 {37,5 

Tunis 73,5 {26,4 Tunis 75 !25 

s/s CV {CBC s/s CVC {CVC 

Casa 78,5 {21,4“ Casa 42,2 {57,7 
Tunis 80 {20 Tunis 43,6 {56.3 

5/5 CBC {CGC s/s CVC {CV 

Casa 32 { 6 7  Casa 65,3 {34,6 

Tunis 78,7 {21,2 Tunis 65,2 {34,7 

s/s cv {cvc s/s cv cvgcv 
Casa 27,6 {72,3 0. 39,6 49,7;1o,7 
Tunis 26,4 ;73,5 T. 35,4 so 514,5 
1.2. ANALYSE INSTRUMENTALE 
Le corpus a été analysé essentiel- 
lement sur l'analyseur de mélodie de 
P. Martin qui nous a permis de rele— 
ver les valeurs de F0 , l (sommets) et 
de durée. L'analyse a été effectuée 
principalement sur la syllabe ouverte 
CV et la syllabe fermée CVC en 
position accentuée et inaccentuée. 
Le contexte où sont étudiées ces 
syllabes est neutre excluant toute in- 
fluence de l'intonation ou des pro- 
cessus de focalisation et d'empha— 
fisafion. 
RESULTATS 
Le résultat indique en général que la 
syllabe accentuée possède une Fo 
plus élevée, une intensité forte et une 
durée plus longue par rapport à la 
syllabe inaccentuée. Dans les deux 
parlers la fréquence fondamentale 
est le paramètre le plus important 
dans la mise en relief, cette préémi— _ 
nence n'a pas d'autonomie car elle 
se combine toujours avec l'un des 

deux autres paramètres, avec le pa- 
ramètre l chez tous les sujets dans le 
parler de Tunis et seulement chez les 
sujets féminins dans le parler de 
Casa. En revanche chez les sujets 
masculins la Fo se combine avec la 

- durée. Quant au caractère spécifique 
des deux parlers on remarque que 
pour la syllabe CV le parler de Tunis 
posséde une Fo moyenne plus éle- 
vée et qui est de quatre quarts de ton 
chez les sujets masculins et de deux 
chez les sujets féminins. Quant au 
paramètre durée il semble que les 
tunisois allongent plus que les ca- 
sablancais. En ce qui concerne le 
paramètre I on remarque peu de 
différence. Pour la syllabe CVC on 
constate qu'il y a une différence au 
niveau de F0 de quatre quarts de ton 
entre les sujets masculins des deux 
parlers alors que chez les sujets fé— 
minins il n'y a pas de différence . 
Pour le paramètre Durée on enre- 
gistre les mêmes résultats que la 
syllabe cv c'est—à-dire l'allongement 
de la syllabe accentuée des sujets 
tunisois. Le paramètre l ne présente 
que peu de différence. 

CV parler de Casablanca 
Homme Femme 
acc. n/acc acc. n/acc. 

FOHz 125 114 247 255 
1 db 39 37 40 38 
D.cs 15 10 17 11 

CV parler de Tunis 
Homme Femme 
acc. n/acc. acc. n/acc. 

FOHz 156 142 246 184 
l db 38 36 39 38 
D.cs 22 14 25 16 

CVC parler de Casablanca 
Homme femme 
acc. n/acc. acc. n/acc. 

Fo 126 106 241 216 

l db 39 35 40 36 

D. cs 8 5 9 7 
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CVC parler de Tunis 
Homme Femme 
acc. n/acc. acc. n/acc: 

FOHz 158 132 263 224 

l d b  38 34 39 35 

0.03 11 7 14 11 

2. ANALYSE PHONOLOGIQUE 
Le traitement phonologique que 
nous proposons pour le processus 
d'accentuation entre dans le cadre 
de la phonologie métrique élaborée 
par Prince (1983) et B. Laks (1988). 
En effet ce cadre est fondé sur une 
structure rythmique reflétée par une 
grille métrique représentant “le seul 
instrument formel d'assignation des 
proéminences“ (B.Laks. 1988, 141). 
Dans ce modèle les structures 
accentuelles se manifestent directe- 
ment au niveau de la grille; celle-ci 
est construite sur la base d'éléments 
accentuables qui sont de simples 
positions métriques pures organi— 
sées temporellement. Ainsi l'orga— 
nisation de la grille ne tait-elle 
référence ni au contenu phonétique, 
ni à la substance phonologique de 
ces éléments. Tous les éléments sus- 
ceptibles de porter un accent sont 
designés par un astérisque au ni- 
veau 0 de la grille. Le plan sylla— 

.bique détermine les distinctions 
qualitatives que la grille doit prendre 
en considération dans l'organisation 
des séquences. Les deux méca- 
nismes formels qui sont à la base de 
la construction de la grille sont : 
a. le principe de la grille parfaite 
(GP), défini par le paramètre de la di- 
rectionnalité (de droite à gauche ou 
de gauche à droite) et par la nature 
de l’élément de son point de départ 
(fort ou faible). 
b. le principe de l'augmentation des 
extrémités: 
RE (la régle d'extrémité) augmente 

un temps fort d'une extrémité, cette 
dernière est paramétrique. Ces deux 
principes sont contraints par le prin- 
cipe d'évitement d'antagonisme (EA). 
En outre une position accentuable 

peut être considérée comme extra- 
métrique soit au début du mot 
(extra,l) soit à la fin (extra, F), 
(cf.B.Laks. 1988 . 164 - 5). 
Partant des résultats de l'étude pho- 
nétique des deux parlers nous pro— 
posons l'organisation suivante: 
les syllabes qui comportent une 
voyelle périphérique sont marquées 
par un astérisque au niveau 0 de Ia 
grille . 
Les voyelles qui se trouvent à la fin 
du domaine métrique sont considé- 
rées comme extramétriques. 
La règle d'augmentation s'applique 
au niveau M qui est l'étage supérieur 
par rapport à celui de o . 
L'unique distinction que nous souli— 
gnons entre les deux parlers con- 
cerne la construction de GP; bien 
que les deux parlers soient caractéri- 
sés parla même directionnalité ils se 
distinguent néanmoins quant à la 
nature du temps initial. Nous pou- 
vons ainsi résumer ces paramètres 
de la manière suivante : 
Parler de Casablanca : extra (O, F), 
RE (M,F),GP( ,GD,f). 
Parler de Tunis : extra(O,F), RE (M,F). 
GP( ,GD,F) 
Les séquences bissyllabiques: 

a. b. 
M :|: M * 

O * O' * 

0 * (:|:) 0 * * 
t u t a _t a h a t  

c d. 
M * M * 
0' * 0 * * 

0 * (*) () :|: * 

m 3  q l  a q u  r t  a s 

Nous constatons que l'accentuation 
de ces séquences est similaire pour 
les deux parlers; quant à la forme 
CBC-CBC qui se caractérise par une 
accentuation qui diffère dans les 
deux parlers. nous lui réservons le 
traitement suivant : 
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-Parler de Casablanca 
e.1 

M 
o 
O 

Œ
i

l
-

*
*

 

* 

t a f t  f 

Suivant le paramètre qui définit GP 
comme allant de gauche à droite 
avec un temps initial faible, nous 
obtenons au niveau 6 un temps fort 
sur la deuxième syllabe qui sera 
augmenté au niveau M . 
e.2 

M * 

O' * 

0 * * 

t ô f t ô f  

Pour le parler de Tunis GP est 
défini ayant comme temps initial un 
temps fort d'où la mise en relief de la 
première syllabe dans cette sé- 
quence. 
f. 9. 
M * M * 
0' an: o‘ * a: 
0 * * 0 * * 

- m a k l a  _ t i f u r  

Les structures trisyliabiques: 
L'étude phonétique nous a montré 
que c'est la pénultième qui est ac- 
centuée dans les deux parlers. Le 
gtécanisme proposé est le suivant : 
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INTERRELATION OF PERCEPTION AND PRODUCTION IN INITIAL 
LEARNING OF SECOND-LANGUAGE LEXICAL TONE 

Jonathan Leather 

University of Amsterdam 

ABSTRACT 
One group of native Dutch-speaking 
subjects were trained to perceive the 
lexical tones of standard Chinese 
(Putonghua) and were then tested on 
their ability to produce them, while a 
second group were trained (using a visual 
display, and without auditory 
exemplification) to produce the tones, 
and subsequently tested on their ability 
to perceive them. From longitudinal 
records kept of subjects’ perceptual 
decisions and of acoustic parameters of 
their productions, the interrelation of 
learners’ evolving perceptual and 
productive abilities was examined - and 
found for both groups to be significantly 
correlated. 

1. INTRODUCTION 
This paper reports on experiments 
designed to explore the interrelation 
between perceptual and productive 
abilities in the initial learning of a new 
sound (sub-) system. The 'phonetic 
proficiency goal was the citation-form 
tone system of Putonghua - i.e. standard 
Chinese or ”Mandarin". These tones are 
phonetically realized as time-varying 
patterns of voice fundamental frequency: 
level, rising, dipping and falling contours 
respectively (see [1] for a review). 

2. METHOD 
The subjects were two groups of native 
Dutch speakers aged between 19 and 
28, and with no knowledge of any tone 
language. One group underwent 
computer-managed tone perception 
training involving: (i) presentation of 
(digitized) tokens of the four 
tonally-distinguished words /ÿ'/, /ÿ/, /ÿ7 
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and /ÿ/ ('mud', 'fish'. ’rain’ and ’jade’) 
produœd by one Beijing native; (ii) presen- 
tation of tone tokens of first one female, 
then two male and two female speakers, 
for tone labelling All labelling responses 
(collected through keyboard input) were 
logged under program control. Information 
feedback was provided in L1 in the form 
”Yes, correct.“ or "No, it was X" (X being 
the intended word). Trials confirmed until 
a proficiency criterion was satisfied of 
at least 80% correct identification of 
randomly-ordered tone tokens from all 
four speakers, at which time production 
ability was tested. In the production test 
the subject was asked to say the Putonghua 
word (again one of the four minimal quad- 
ruplets) corresponding to the L1 gloss 
displayed on the screen. The tones thus 
elicited were in a fixed random order (24 
trials in all). In both this production test, 
and the production training of the second 
group of learners described below, larynx 
period data were recorded with a 
laryngograph and phonetically assessed 
using a speaker normalization procedure 
and assessment algorithm described 
elsewhere [2, 1]. 

To enable the second group of learners 
to acquire tone production ability 
without prior experience in tone perception, 
it was necessary to use alternative means 
of exemplifying for them the F0 contour 
shapes of the tones, and to provide them 
with external information feedback on 
the phonetic consequences of their produc- 
tion atterrrpts. The training system designed 
for this purpose collected larynx period 
data and provided on the screen visual 
and verbal feedback on the learner’s FO 
contours (the signal processing and task 

control routines used are detailed in [1]). 
A real-time plot of smoothed, speaker- 
normalized learner F0 was displayed 
beneath, or (if the learner preferred) 
superimposed upon, a similar plot of the 
exemplar F0 contour. The learner could 
thus make a visual appraisal of the match 
between his/her own tone production 
attempt and the model. Each production 
was phonetically assessed, and a record 

kept -again under program control - of 
all Went parameters: the p1tch level 
at 20%, 50% and 85% of the F0 contour, 
and its duration. Screen messages were 
provided for each parameter that in any 
trial was assessed as unsatisfactory. In 
the first stage of training, learners were 

presented on the screen With the F0 
contours of the same single-speaker 
exemplars as were heard by the 
perceptually-trained learners: Subsequent 
stages of the training required subjects 
to produce the tone words in response 
to L1 glosses presented (on the screen) 
embedded in a question frame meamng 
"What is the word for ...?" No target F0 
contour was displayed in this stage of 
the training until a learner’s production 
attempt for a word elicited was 
unsatisfactory. Subjects continued this 
training until, if they satisfied the 
proficiency criterion by producing two 
consecutive "good" tokens for each of 
twenty randomly-ordered tone type 
elicitations, their ability to perceive the 
tones was tested. The tone stimuli in 
this perception test were the same 
digitized natural speech tokens of four 
Beijing natives (2 male and 2 female) 
used with the perceptually-trained group. 
Subjects were first presented wrth tone 
tokens of one (female) speaker, and then 
heard all four speakers; throughout, the 
tones were varied in a fixed random 
order. 

3. RESULTS 
3.1 Perceptually-trained group . 
Of the 17 learners who attained 
proficiency in tone perception, 9 were 
able without any productive traimng 
to produce tones with acceptable F0 

contours in a fully contrastive system. 
Since these subjects’ only experience of 
the tones was auditory, their targets for 
tone production must have been derived 
from representations developed for tone 
perception. Moreover, a consistency in 
subjects’ productions suggests that these 
representations were fairly stable -as might 
be expected of the hypothetical tone proto- 
types they had established by the end of 
the training. Detailed analysis of the pro- 
duction assessment records reveals afatrly 
high degree of acrmstic-phonetic invariance: 
a particular error type was recorded Signifi- 
cantly more often in all, or only one of, 
the five test productions per tone than 
in two, three or four of them. In other 
words, those productions not assessed as 
”good" tended to be characterized, for 
individual subjects and tones, by certain 
recurrent patterns of deviance. 

To investigate the correlation of learners’ 
perceptual abilities with their production 
performances, both were quantified. A 
general measure of perceptual ability, 
M1, over the duration of the perceptual 
training was provided by multiplying 
the number of trials required to reach 
criterion by the mean number of 
misidentifications per tone type. The 
total number of detail errors in the 
production test was taken as a measure 
of production ability, M2. Over all 1_7 
subjects who satisfied the proficiency cri- 
terion there is a significant posrtive corre- 
lation of M1 with M2 (r = .65, p < .01), 
indicating that subjects’ productive skill 
was generally commensurate With their 
ability in perceptual learning. In greater 
detail: by subject, and by tone, the corre- 
lation of (i) the proportion of tokens 
misidentified in the final stage of the percep- 
tual training with (ii) the proportion of 
production trials characterized by errors 
other than of duration is moderate (r = 
.42) but again significant (p < .01). To 
a noteworthy extent, then, learners produœd 
more accurately the tones which they could 
more accurately label. 
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3.2 Productively—trained group 
Some subjects were able after only 
production training to make correct 
identifications of all or some of the 
tone tokens in the perception test. To 
investigate the correlation of these 
subjects’ productive abilities and 
perceptual performances, the number 
of production trials resulting in an 
‘unsatisfactory’ assessment was taken as 
an inverse measure of productive learning, 
and the number of types of identification 
error recorded in the perception test 
as a measure of perceptual ability. 
The correlation of these measures is 
noteworthy among the 15 subjects who 
satisfied the production proficiency 
criterion: r =.70 (p <.05). Among these 
subjects there is a similar correlation 
between the number of types of error 
observed in production attempts on the 
one hand, and in perceptual decisions 
on the other (r = .69, p <.05). These 
positive correlations between measures 
of tone-productive ability and tone- 
perceptual accuracy would suggest that 
F0 patterns learned for the direction of 
tone production were referred to for the 
perceptual categorization of tone tokens 
heard from other speakers. 

In a comparison of the performances 
of the perceptually-trained and 
productively-trained groups, it appears 
that the perceptually-trained learners 
enjoyed some overall advantage. By the 
sign test, they made fewer errors in tone 
perception yet no more in tone 
production (in each case p <.05). This 
is perhaps not surprising, considering 
the comparatively unnatural learning 
conditions of the productively-trained 
group. Secondly, for each of the 
respective tones the performances of the 
two groups prove to be significantly 
correlated in both the perceptual and 
productive modalities (for perceptual 
confusions Pearson’s r = .72, p <01, 
and for production errors, r = .76, p 
< .001). 

4. DISCUSSION 
The present learners did not, it appears, 
need to be trained in production to be 
able to produce, or in perception to be 
able to perceive, the F 0 patterns of the 
target phonetic system: training in one 
modality tended to be sufficient to enable 
a learner to perform in the other. A 
learner who, after perceptual training, 
was able - in some cases from the first 
attempt - to produce the tones correctly, 
must have correctly inferred the requisite 
acoustic targets, and drawn upon his know- 
ledge of the articulatory-acoustic charac- 
teristics of his own speech to attain them 
in production. A learner who, after produc- 
tion training, was able to identify correctly 
the tokens of other speakers, presumably 
exercised the ability to map the acoustic 
output of others into the phonetic space 
of his own. Theoretically, this could have 
been accomplished by fitting time- and 
range-nonnalized candidate F0 contours 
to learned contour prototypes -by means, 
for instance, of fuzzy logical pattern- 
matching (see e.g. [3, 4]). While the out- 
comes of an experimental study should 
not be too freely generalized to natural 
learning situations, the present findings 
would support a model of L2 speech 
pattern learning in which the learner’s 
primary goal is the construction of phonetic 
prototypes to which the operations of both 
perception and production may be geared. 
These prototypes capture the central acoustic 
tendencies of ‘good’ tokens, and serve 
both perceptual decisions (cf. [5, 6]) and 
production activity (cf. [7, 8]). However, 
since there may be no simple correspon- 
dence between learners’ perceptual and 
productive values for acoustic-phonetic 
parameters (e.g. [9, 10]), these prototypes, 
it may be postulated, are operationalized 
by means of schemata (ie. structured plans) 
which define the serial and hierarchical 
orderings of cognitive and motor activities, 
providing the algorithmic bases for psycho- 
acoustic decisions (in perception) and 
feedbadr-based adjustments (in production). 
An association of independent perceptual 
and productive schemata with each phonetic 
prototype will account for any divergences 
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that may be observed between a leamer's 
perception and production of a phone 
(see [9, 10, 11]). With operational 
schemata mediating between it and the 
phonetic events in relation to which it 
is defined, the prototype would 
theoretically satisfy one of the classic 
requirements of a phonological unit 
([12]): that it be neutral with respect to 
the activities of production and 
perception. 

REFERENCES 

[1] LEATHER J. H. (1988) Speech 
pattern elements in second-language 
acquisition. Doctoral dissertation, 
University of London. 

[2] LEATHER J .H. (1987) Automatic 
recognition of Chinese word tone from 
F0, with and without amplitude and 
speaker information. Proceedings of the 
European Conference on Speech 
Technology (Edinburgh) 1, 327-330. 

[3] MASSARO D.W, COHEN MM. and 
TSENG C-Y. (1985) The evaluation 
and integration of pitch height and 
contour in lexical tone in Mandarin 
Chinese. Journal of Chinese Linguistics 
13, 267-289. 

[4] TSENG C-Y, MASSARO D.W. and 
COHEN M.M. (1986) Lexical tone 
perception in Mandarin Chinese: 
evaluation and integration of acoustic 
features. In H.S.R. Kao and R. 
Hoosain (eds), Linguistics, Psychology 
and the Chinese Language. Centre of 
Asian Studies, University of Hong 

_ Kong, 91-104. 

[5] KLATI‘ D. (1979) Speech 
perception: a model of acoustic- 
phonetic variability and lexical access. 
Journal of Phonetics 7, 279 -312. 

[6] BLUMSTEIN S. E. and STEVENS 
K. N. (1979) Acoustic invariance in 
speech production: evidence from 
measurements of the spectral 
characteristics of stop consonants. 
JASA 66, 1001-1017. 

[7] LINDBLOM B. E. F., LUBKER J. 
and GAY T. (1979) Formant 
frequencies of some fixed-mandible 
vowels and a model of speech motor 
programming by predictive simulation. 
Journal of Phonetics 7, 147—161. 

[8] LADEFOGED P., DECLERK J., 
LINDAU M. and PAPCUN G. (1972) 
An auditory-motor theory of speech 
production. Working Papers Phonetics 
(UCLA) 22, 48-75. 

[9] SHELDON A. (1985) The 
relationship between production and 
perception of the /r/-/l/ contrast in 
Korean adults learning English: A reply 
to Borden, Gerber, and Milsark. 
Language Learning 35, 107-113. 

[10] BOHN 0. and FLEGE J .E. (1990) 
Perception and production of a new 
vowel category by adult second- 
language learners. In J. Leather & A. 
James (eds) Proceedings of NEW 
SOUNDS 90, University of Amsterdam. 

[11] SHELDON A. and STRANGE W. 
(1982) The acquisition of /r/ and /l/ 
by Japanese learners of English: 
evidence that speech production can 
precede speech perception. Applied 
Psycholinguistics 3, 243-261. 

[12] LINELL P. (1982) The concept 
of phonological form and the activities 
of speech production and perception. 
Journal of Phonetics 10, 37-72. 

141 



FUNDAMENTAL FREQUENCY RANGE AND THE DEVELOPMENT OF 
INTONATION IN A GROUP OF PROF OUNDLY DEAF CHILDREN 

Evelyn Abberton, Adrian Fourcin and Valerie Hazan 

Department of Phonetics & Linguistics, 
University College London, England 

ABSTRACT 
Results are presented from a 4-year 
deveIOpmental study of intonation in an 
unselected group of deaf children educated in 
an oral environment. 

1.1NTRODUCTION 
Although intonational competence is still 
deve10ping at 10 years of age in normal 
children [4], basic patterns are appropriately 
used by about 3. The speech perceptual and 
productive abilities of profoundly deaf 
children are delayed compared with their 
normally hearing peers [2], but some 
profoundly deaf children develop good 
conversational ability and highly acceptable 
and intelligible speech [3]. Clearly. 
pragmatic, syntactic, phonetic and 
phonological features are all important. and, 
in the area of pronunciation, both segmental 
and prosodic control have to be achieved. 

2. SUBJECTS, TESTS & MEASURES 
In this paper we illustrate certain findings 
relating to intonation development from a 4- 
year study of aspects of the speech 
perceptual and productive abilities of a group 
of 16 severely—proformdly deaf children 
(from age 7 - 8) educated orally. Results 
have already been presented for some of the 
children’s intonation after 2 years [l]. Here. 
we now discuss the fundamental frequency 
and intonation development of the 2 children 
with the least impaired hearing and the 2 ' 
with the most impaired bearing (according to 
pure tone audiometry) after 4 years. All four 
are congenitally deaf. Their pure tone 
average losses in the better car at 0.5, 1.0 
and 2KHz are 
Child 1 -83dBHL; Child2-90dBHL; 
Child 15 -112dB HL: Cnild 3 -115dB HL. 

Their speech has been recorded at regular 
intervals and analysed using laryngographic 
and acoustic techniques. Fundamental 
frequency measures obtained are compared 
with qualitative auditory analyses: larynx 
frequency histograms (Dx plots) derived from 
recordings made during story telling sessions 
can be related to perceived pitch range, and - 
modal values related to judgments of 
perceived high or low voices. Scattergrarns 
(Cx plots) of all pairs of successive vocal 
fold vibrations in the recording correlate with 
perceived vocal roughness or smoothness. 
Figs 1-4 show Dx and Cx plots for Children 
1 & 16 in March 1985 and May 1989. 

3. RESULTS - QUANTITATIVE 
Table 1 shows the frequency ranges and main 
frequency modes in the children’s speech. 
Second order histograms are used to eliminate 
creaky voice contribution from the 
measurements. and the range estimates are 
from 90% of the digram occurrences. This is 
our standard procedure in UCL work with 
deaf adults as well as with children. 

Table l. Fx ranges and modal values 
Child Mode (Hz) of Range in octaves 

2nd order range of 2nd order Dr: 

’85 ’87 '89 '85 ’87 ‘89 
l. 265 272 225 0.52 0.47 0.44 
2. -321 312 157 0.55 0.47 0.53 
15. 296 348 312 0.47 0.63 0.36 
16. 511 484 304 1.44 0.91 0.51 

Note: The 1987 distributions for Children 15 
& 16 are multimodal. 

4. RESULTS - QUALITATIVE 
Apart from Child 15. the other children all 
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show a decrease in modal frequency as one 
would expect with age, artd Child 2's voice 
has broken in a normal manner. Except for 
Child 2, the other three still have 
perceptually high voices. 
There is no simple relationship between Fx 
range measures and perceived nanowness of 
pitch range and monotonous voice [1]. 
Apart from Child 16 whose 1985 Fx values 
represent his physiological rather than his 
speech pitch range, these 4 deaf children 
have largely normal octave widths compared 
with Hunt's normally hearing group [6], but 
they differ markedly in their control of voice 
pitch contours to organise their speech in 
terms of an intonation system. 
Over the four years of study (during which 
time they had no speech-language therapy) 
the four children show different patterns of 
intonation development. In 1985 Child 1 
was already using pitch to organise her 
speech into word groups, and using major 
pitch changes for focus, although most of 
these nuclear tones were falling and often 
over-long. Perceptually she had a narrow 
pitch range. In 1989 nuclear lengthening has 
disappeared and she is using a full range of 
nuclear tones in syntactically and 
attitudinally appropriate ways. Her pitch 
range no longer seems narrow although the 
octave width is, in fact. smaller than 4 years 
earlier. Child 2, similarly, in 1985 showed 
the demarcative and focussing functions of 
pitch control but with nuclear lengthening 
and almost exclusive use of rise-fall tones. 
(His segmental phonology was much less 
mature than Child 1’s.) He has also made 
progress by 1989, despite still showing some 
nuclear lengthening. Most of his tones are 
falls, but contrast appropriately with rise 
falls, and some rises are correctly used. 
With less variety of nuclear tones, his pitch 
range still sounds narrow. Children 15 and 
16 are much more delayed but have made 
some progress: in 1985 Child 15 had a 
narrow pitch range but was using pitch for 
demarcation and focussing. In 1989 his 
syntax is still very immature but nuclear 
placement is usually correct. Most tones are 
falls but rises are beginning to appear. Over 
the years Child 16, despite his profound 
hearing loss, has successfully reduced his 
wide physiological Fx range to one which is 

speech-like. and has learned to use his vocal 
output in the give-and—talre of conversation; 
his speech is not very intelligible but is 
organised in terms of pitch control: he has 
clear tones. often utterance-final, and nearly 
always falling. All the children have 
improved voice quality in terms of regularity 
of vocal fold vibration. 

5. CONCLUSION 
There is a dearth of normative data on the 
pattern of intonation deve10pment but these 
four hearing-impaired children. using 
conventional amplifying hearing aids from an 
early age show that even profoundly deaf 
children can acquire facility with linguistic 
pitch control in several ways. Nevertheless. 
their progress is slow and delayed. and it 
remains to be seen whether gains in 
phonation quality and in pitch control and use 
could be obtained at the right moment in 
development through systematic visual 
feedback therapy and speech-processing 
hearing aids that focus attention on the low 
frequency elements of speech [5]. 
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{analyses based on period by period measurements} 
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THE ROLE OF LANGUAGE FORMULATION IN 
DEVELOPMENTAL DISFLUENCY 

Frank Wllnen 

University of Utrecht, The Netherlands 

ABSTRACT 
The disfluency patterns of two 2-year- 

olds are compared. In borh children, 
disfluency shows an increase and a sub- 
sequent decline. In one of the children, 
disfluency is mild, in the other it is ex- 
cessive. The excessively disfluent child 
shows many word part repetitions, and 
relatively few sentence incompletions. 
Moreover, most of his self repairs are 
phonologically motivated. In the other 
child, word- and word-string repetitions 
as well as sentence incompletions are 
more frequent, and a relatively large 
number of self repairs involve syntactic 
alterations. It is concluded that the dis- 
fluencies are related to phonological en- 
coding in the excessively disfluent child, 
and to sentence planning in the mildly 
disfluent child. 
l. INTRODUCTION 

In most children speech fluency deter- 
iorates temporarily between ages 2 and 3 
[9], although there is considerable inter- 
individual variation in the extent of the 
problem. In some cases the child be- 
comes a stutterer. Several studies have 
pointed at a connection between develop- 
mental disfluency and language develop- 
ment [4]. It is often argued that fluency 
decreases as a result of the increasing 
grammatical complexity of utterances, 
which poses progressive demands on the 
child's language production ability. In [6] 
] developed a specific version of this hy- 
pothesis: The Development of the 
Formulator Hypothesis (DFH). 

The DFH starts from the observation 
that language development around age 
2.5 is characterized by the transition 
from telegraphic speech, which lacks 
almost all function words and morpho- 
syntactic elements, to a morphosyntact- 

ically more mature level of language 
competence. The acquisition of closed- 
class elements and morpho-syntax neces- 
sitates the development of a component 
of the speech production mechanism that 
is dedicated to morpho-syntactic pro- 
cessing and serial order planning, which 
can be identified with the positional 
planner in Garrett's speech production 
model [1]. Due to the positional planner's 
initial lack of automaticity and imperfect 
co-ordination with other components in 
the speech production mechanism, 
speech planning will start to break down 
more often, which produces an increase 
of disfluency. Usually, however, speech 
fluency will be restored as the new sys- 
tem gets settled. More importantly, the 
DFH predicts that as the rate of disflu- 
ency rises, its distribution over sentence 
positions will change. Disfluencies will 
start to concentrate at loci in speech that 
coincide with moments at which the po- 
sitional planner is highly active, viz. the 
onset of clauses and major constituents. 
This prediction was confirmed in a 
longitudinal case study. The subject in 
this study showed a disfluency peak at 
age 2;8. Before this age, disfluencies 
were distributed randomly over sentence 
positions. As of 2;8, however, they oc- 
curred predominantly at sentence onsets 
and phrase-initial function words. 

The preliminary results of a second 
longitudinal case study, however, 
showed a different pattern [7]. Again, a 
significant and quite dramatic increase of 
disfluency was observed, followed by a 
decrease. However, the disfluencies were 
concentrated at sentence onsets from the 
beginning of the observation period on- 
wards. Moreover, the subject appeared to 
be more advanced linguistically than 
would have been expected on the basis of 
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the DFl-I. These results agree with the 
general obscrvation that there are 
considerable inter-individual differences 
in the rate of language development. 
Furthermore they suggest that the 
deve10pmental process underlying the 
disfluency episode in the second child 
cannot be the one described by the DFH. 
It is unclear as yet what other process 
may be responsible for the increase of 
disfluency in this child. 

The primary aim of this paper is to 
contribute to the solution of this problem. 
To achieve this aim, I will present some 
new data with respect to differences be- 
tween the patterns of disfluency in the 
two children mentioned before. I will try 
to corroborate the conclusion of [7], viz. 
that the disfluencies in the two subjects 
have different sources. Particularly, I will 
argue that disfluency in the second sub- 
ject mentioned is primarily related to 
another component of language formula- 
tion, viz. phonological encoding, i.c.‚ the 
unpacking of word form information 
from the mental lexicon [3]. In order to 
do so, I will make two assumptions. 
First, I will assume that a disfluency al- 
ways results from a disturbance in the 
planning of an utterance segment that is 
yet to be uttered. The second assumption, 
which is based on Levelt's work on self- 
repairs [3], states that speakers avoid in- 
terrupting a word, unless it is a source of 
trouble itself. The corollary of these as- 
sumptions is that different types of dis- 
fluency may signal utterance planning 
problems at different levels. In particular, 
the repetition of an initial word fragment 
will predominantly signal problems in 
preparing the remaining parts of the word 
for articulation [8]. A word rcpetition, by 
contrast, would point at a planning diffi- 
culty with regard to some aspect of the 
subsequent sentence fragment. 
2. METHOD 
2.1. Subjects 

The data in this study are derived from 
longitudinal language corpora of two 
Dutch boys, T and H. Both children were 
observed between ages 2:4 (years; 
months) and 3:0. Language development 
was assessed with the aid of TARSP, a 
Dutch adaptation of Crystal's Language 
Acquisition, Remediation and Screening 
Procedure [5]. TARSP divides the 
course of grammatical development into 

7 phases. At age 2:4, T appeared to be a 
relatively backward Phase 3 child, 
whereas H was at an advanced Phase 4 
level. This implies that T could produce 
sentences containing up to 3 constituents; 
he was not yet able to expand con- 
stituents into word groups and he had 
very limited morphology. H, on the other 
hand, could produce 4-constituent sen- 
tences, expand constituents into word 
groups and use some verbal and nominal 
inflections productively. To advance 
from Phase 3 to Phase 4, the average 
child needs about 5 to 6 months. 
2.2. Recording and Transcription 

The children's speech was recorded at 
home while interacting with their mot- 
hers. Roughly one hour of conversation 
was recorded per week. Apart from the 
literal content of the children's utter- 
ances, their phonetic structure was 
transcribed in places where this would 
clarify the interpretation of speech. The 
types of disfluency that were transcribed 
are repetitions (of word parts, words and 
word strings), revisions, incomplete sen- 
tences, blocks and prolongations, word 
breaks, and senseless sound insertions. 
3. RESULTS 
3.1. Disfluency Rates 

At 2;4, T produces an average of 2.7 
repetitions per 100 words. H is slightly 
more disfluent with an average of 4.2 
repetitions per 100 words. In both 
children the repetition rate increases in 
the subsequent months. When disfluency 
is at its peak, at age 2:8, T is still very 
mildly disfluent, with an average of 4.5 
repetitions per 100 words. H‘s repetition 
rate reaches a maximum of 29.5 
repetitions per 100 words at age 2:7, 
which amply exceeds the normal limits. 
It may not come as a surprise that H's 
mother consulted a speech therapist, who 
nevertheless advised not to interfere. In 
both children disfluency rapidly de- 
clined. At age 3:0, T had 2.7 repetitions, 
and H 5.9 repetitions per 100 words. 
Both children are now normally fluent 
speakers. 
3.2. Disfluency Types 

In the remainder of the Results section, 
two segments of the observation period 
will be singled out, viz. the first month, 
around age 2:4, and a period of roughly 
one month around the time when disflu- 
ency was at its peak, corresponding to 
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age 2;8 in T and 2;7 in H. 
Table l shows a breakdown of the 

repetitions according to the size of the 
utterance fragment involved. Collapsed 
over both periods, T appears to have 
much more word and word—string repeti- 
tions than H. In H, on the other hand, the ' 
word—part repetitions are predominant. 
Ignoring the category of indeterrnrnate 
repetitions, this difference reaches 
significance ()(,2 = 27.29, df = 2, p < 
.001). 
TABLE I. Distribution of repetition types in T and 
H. WST - Word string repetitions; WRD . word 
repetitions; W-P - word part repetitions; IND - in- 
determinate. Percentages in parentheses. 

Corpus WST WRD W-P IND Total 

H 2;4 3 22 18 - 43 
(7) (51.2) (41.9) ( - ) (100) 

H 2;7 4 48 165 16 233 
(1.7) (20.6) (70.8) (6.9) (100) 

H Tot 7 70 183 16 276 
(2.5) (25.4) (66.3) (5.8) (100) 

T2;4 3 17 38 1 59 
(5.1) (28.8) (64.4) (1.7) (100) 

T2;8 14 61 46 - 121 
(1 1.6) (50.4) (38) - (100) 

TTot 17 78 64 1 160 
(9.41 (43.3) (@ (0.6) (100) 

Note however that the developmental 
pattern differs between the two children. 
T shows a transition from a predomi- 
nance of word-part repetitions to a pre- 
dominance of word and word-suing repe- 
titions. By contrast, an Opposite develop- 
ment can be witnessed in H. H's pattern 
accords with the 'classical' observation 
that repeated elements are progressively 
truncated in the developmental course of 
stuttering [4]. 

Under the assumptions made above, 
this finding suggests a difference in cha- 
racter of the planning difficulties under- 
lying the observed discontinuities. In 
particular, it may be expected that H ex— 
periences more problems in constructing 
the phonological shape of words than T. 
A first, indirect piece of supportive evi- 
dence for this conjecture can be derived 
from a quantitative analysis of sentence 
incompletions. These disturbances can be 
considered to result from a failure at the 
level of sentence planning. If H's disflu- 
encies are reflective of phonological en- 
coding processes at word level, whereas 
T's discontinuities reflect sentence 
planning, one would expect less sentence 

incompletions in H than in T. This is pre- 
cisely what Table II indicates. Collapsed 
over both periods, the ratio of incomplete 
to complete sentences is significantly 
lowerinTthaninH(x2=9,df=1,p < 
.005). An inspection of the figures in 
Table 11 suggests that this difference is 
primarily determined by the figures 
relating to the late periods. 
TABLE II. Sentence incompletions (SI) and fully 
lnterpretable, non-interrupted sentences (NS)(2 1 
word: yes's and ads excluded). Percentages In 
parentheses. 

Corpus 8! NS Total 

H 2:4 8 457 465 
(1.7) (98.3) (100) 

H 2;7 16 295 31 1 
(5.1) (94.9) (100) 

H Tot 24 752 776 
(3.1) (96.9) (100) 

T 2:4 24 1284 1308 
(1.8) (98.2) (100) 

T 2;8 127 1162 1289 
(9.9) (90.1) (100) 

T Tot 151 2446 2597 
(5.8) (94.2) (100) 

3.3. Self-Repairs 
A final piece of evidence can be de- 

rived from an analysis of the kinds of 
speech repairs that are made by the sub- 
jects. Speech repairs involve the inter- 
ruption of an ongoing utterance, some 
delay, and a retracing that encompasses 
an alteration of the original utterance [3]. 
According to the nature of the alteration 
the repairs were classified as phonologi— 
cal, lexical, or syntactic. It seems reason- 
able to expect that if a particular type of 
planning problem is predominant, the 
number of errors related to this problem 
that penetrates into overt speech, where 
they may be monitored and repaired, 
should also be relatively large. Table III 
shows the number of different types of 
repairs in T and H. It is clear that the 
distribution of re air types differs be- 
tween subjects (x = 13.85, df = 2, p < 
.001, disregarding the 'other‘ category). 
The difference is concentrated in the 
categories of phonological and syntactic 
repairs. Proportionally, H has approxi- 
mately twice as many phonological re- 
pairs as T, whereas T has almost 9 times 
as many syntactic repairs as H. This out- 
come supports the previous conjecture 
that the sources of planning trouble un- 
derlying disfluency differ between T and 
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H 
TABLE Ill. Self repairs involving phonological 
(PHO), lexical (LEX). syntactic (SYN), and other 
(OTH) alterations. Percentages In parentheses. 

Corpus PHO LEX SYN OTH Total 

H 2;4 12 4 - - 16 
(75) (25) - — (100) 

H 2;7 13 3 1 - 17 
(76.5) (17.6) (5.9) - (100) 

H Tot _ 25 7 1 - 33 
(75.8) (21.2) (3) - (100) 

' 5 4 1 22 
(54.5) (22.7) (15.2) (4.5) (100) 

16 17 4 53 
(30.2) (30.2) (32.1) (7.5) (100) 

T Tot 28 21 21 5 75 
(37.3) (28) (28) (5.7) (100) 

4. DISCUSSION 
The results presented here support the 

interpretations in [6] and [7]. There ap- 
pears to be a difference between T and H 
regarding the origin of speech disfluency. 
T shows a prevalence of word and word 
string repetitions, a relatively large 
amount of sentence incompletions and a 
relatively high number of syntactic self- 
repairs. H, by contrast, shows mainly 
word-part repetitions; he has relatively 
few sentence incompletions and his re— 
pairs mainly involve phonological alter- . 
ations. Consequently, T's disfluency 
seems to be mainly related to planning 
Operations at sentence level, whereas H's 
disfluencies appear to be associated with 
the programming of word forms. 

Of course it is sensible to entertain 
some reserve with respect to this inter- 
pretation, in view of the fact that it is to 
some extent based on assumptions which 
are, although they appear quite plausible, 
in need of external validation. This will 
be an issue in further research. 

According to one of these 
assumptions, disfluency results from a 
breakdown of planning processes. 
Alternatively, it has been suggested that 
disfluencies reflect covert repair 
Operations, i.e. self-rcpairs which precede 
articulation, by virtue of the speaker's 
ability to monitor so—called 'intemal 
speech’ [2, 3]. This hypothesis suggests 
an even closer relation between 
repetitions and (overt) self-repairs than is 
proposed here. The confrontation of 
these Opposing views should also be a 
topic in further research. 

It seems fair to conclude that the DFH 
is too narrow an explanation of 
developmental disfluency. Apart from 
sentence planning, phonological 
encoding may also be associated with 
childhood fluency problems, which ac- 
cords with certain views on adult stut- 
tering [8]. It remains to be clarified, 
however, what developmental process af- 
fecting phonological encoding is respon- 
sible for the reduction of fluency. 
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ABSTRACT 
This paper reports an acoustical 
investigation of the development of the 
voicing contrast in Italian word initial 
stops produced by three groups of 
infants: premature, low-birth and 
controls. The purposes of the study 
were to compare the patterns ' of 
acquisition of the acoustic-phonetic 
cues for voicing in the speech of at- 
risk infants and controls and to discuss 
the inter-group differences in relation to 
phonological proficiency. The cues 
investigated were VOT values for stops 
in initial word position. The productions 
of the subjects were recorded at the ages 
of 18,21,24,27 months. The results are 
discussed in terms of similarities and 
differences among the three subject 
groups, of the rate of changes in the 
acoustic-phonetic cues across ages, and 
in terms of the differences existing at 
each age level. 

1. INTRODUCTION 
This research is a part of a larger 
investigation concerning possible 
effects of different handicapping 
conditions present at birth on language 
learning. It is well known from the 
literature that newborn children at-risk 
have inferior maturation level as 
compared with controls, and that the 
alterations of language learning and 
phonology proficiency could be due to 
these causes. Speech timing and its 
variability as source of information 
about speech motor control 
development in children have been 
object of much recent interest. 
Developmental studies indicate that it 
takes children several years to establish 
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the motor-control skills needed to 
realize phones in mature fashion. 
However, the relationship between 
development of accuracy in the control 
of acoustic—phonetic cues and 
phonological development has not been 
investigated extensively. The purposes 
of this paper were: to compare the 
patterns of acquisition of the acoustic- 
phonetic cues for voicing in the speech 
of at-risk infants and controls; to discuss 
intersubject different results in relation 
to phonological proficiency. The 
measure studied was initial stop- 
consonant Voice Onset Time (VOT), 
which is known to be the most reliable 
acoustic cue separating voiced-voiceless 
stops. Apparent differences in the ages 
at which similar phonemic voicing 
distinctions are made across languages 
may actually be the result of the 
different phonetic categories employed 
in those languages. 
The establishment of mature VOT does 
not arise from a single principle: both 
speech motor control capabilities and 
auditory factors are important in this 
regard. 
The discrepancy in VOT acquisition 
between at-risk subjects and controls 
can be seen as an adaptation to 
perceptual constraints as well as to 
production factors. 

2. PROCEDURE 
The total population of this study 
consisted of 4 infants born at less than 
37 weeks gestation and 4 full-term 
weighing less than 2500 grams. A 
control group of 4 children born full 
term at normal weight and 4 adult aged 
from 24 to 26 years also participated. 
The test was administered to small (S) 
and normal infants (N) at 18,21,24,27 



recorded under standard recording 
conditions (using Uher model 4200 
portable tape recorder with Electrovoice 
model 635A microphone) saying each 
of 12 test words at least three times. The 
test items were the following minimal 
pair pseudo-words, contrasting labial, 
dental and velar voiced and voiceless 
st0ps: 'papa, 'baba, "pipi, 'bibi, 'tata, 
'dada, 'n'ti, 'didi, 'kaka, 'gaga, 'kiki, 
’gigi. The infant and adult productions 
were collected in randomized order. 
VOT values of each initial stop were 
measured using Sygnalize 1.2 (1988-90 
by Eric Keller). All VOT values 
reported here are from tokens produced 
with oral and ve10pharingeal complete 
closure. 
Means and standard deviations were 
computed for each syllable for each 
subject group. 

RESULTS 
A pair-wise comparison of the VOT 
means in subject groups for age level is 
given below. As shown in Fig. 1 the 
adults' VOTs for voiceless and voiced 
stops are greater before high vowel /i/ 
than before low vowel /a/. Taken 
together the results shown in Fig. 2.3.4. 
indicate that: 1. the distinction between 
voiced and voiceless stops in word 
initial position emerges relatively late as 
measured by differences in mean VOT 
within each age group: 27 month-old 
normal children have acquired all 
vorcing contrasts except lk/ vs. lg}, 
however as measured by differences in 
mean VOT they still do not produce ld/ 
or /g/ in an adult—like manner. 2. VOT 
values differed significantly between 
Normal and Preterm infants but not 
between Normal and Small infants. 3. 
the children's standard deviations are 
generally greater than the adults, and 
inter-Preterm subject's variability was 
greater than controls. We interpreted 
these findings as further evidence that 
long lead voicing is more difficult to 
produce than zero or short lag voicing. 
The ability to control relative timing of 
the articulatory and laryngeal events 
necessary for the production of voiced 
italian stops (long lead) appears to be 
physiologically more complex than 
initiating both events simultaneously 
and thereby producing phonemically 
vorceless stops. Thus, the frequent 
substitution of /p/‚ /t/, [k/ for /b/, ld], lg], 
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in young children's meaningful speech 
are most likely a result of speech motor- 
control factors than of linguistically 
based rules. 
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VOWEL ACQUISITION IN FRENCH AND ITALIAN 

P. Bonaventura 

Department of Linguistics, University of Texas at Austin. 

ABSTRACT 
_ Disyllabic babbling and speech of 3 

Itahan _and 3 French children has been 
transcribed and analyzed in order to 
evaluate claims for both basic sound- 
makrng propensities in babbling (including 
coartrculatory constraints [12]). and trends 
towards target language properties. 

The consistencies within the groups 
and_the differences between groups showed 
the influence of the target languages on the set of vocalic productions prior to the 
acquisition of the first words. 

_ The CVCV forms were more consistent with the predictions regarding 
coartrculation [12] in Italian than in French, 
perhaps because of different relations between target language patterns and basic 
infant propensities in the two languages. 
]. INTRODUCTION: GOALS OF 

THE STUDY 

The goal of this paper is to describe 
the development of use of the vowel space 
in French and Italian babies from the 
babbling stage through use of the first 
words. The two groups have been 
investigated in order to see if they reflect 
target-language influences in their babbling. 

An additional question beyond the 
sheer frequency of occurrence of vowels in 
babbling and speech, concerns consonant- 
vowel relationships: patterns of  
cooccurrences of vowels and consonants in 
disyllabic utterances have been analyzed in 
order to test an aspect of MacNeilage and 
Davrs I 10] "frame/content" theory of 
speech production: they predicted 
systematic coarticulatory constraints 
between the C—V segments within syllabic 
“frames“ of early babbling (see below). 
This work was sponsored by a scholarship 
38m the Fyssen Foundation, Paris, 1989— 

Vowels produced in disyllabic utterances by 3 Italian and 3 French monolingual 
children, in babbling and speech, have been 
analyzed. 
The data have been obtained by monthly 
recordings of all productions of the children 
in their home environment; phonetic 
transcnption of disyllabic utterances have 
been used for a distributional analysis. 

The consistencies of individual 
patterns wrthrn groups and the differences between groups showed the influence of 
the target languages on the set of vocalic 
productions prior to the acquisition of the 
first words. 

A general tendency in CVCV 
patterns was for cooccurrence of Front 
vowels with Palatal consonants, of Central 
vowels with Labials and of Back vowels 
with Velars in Italian babies, that seem to fit 
wrth MacNeilage and Davis predictions 
about early coarticulatory patterns. The 
French children. though, depart from this 
schema in Back vowels which appear 
mostly after Palatal consonants. 

Also, Italian children productions 
are very dissimilar from target-language 
coarnculatory preferences whereas French 
show a closer fit and maybe evidence for an 
earher shift toward language preferred 
complex articulatory abilities. ' 
1.1. Background 

Recent studies on babbling and 
speech ([2], [5], [10]) have confirmed prior 
studies of babbling (e.g. [8]) showing that 
there exists a favorite set of vowels in the 
front central-middle [low part of the 
articulatory space, that are the first to be 
produced by infants: these patterns may be 
universal in babbling. In addition, every 
language has at least one vowel in this 
region. 
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In addition to some consensus on 
the preference of lower left quadrant vowel- 
like sounds, there is some general tendency 
to favor different areas of expansion on the 
vowel space (i.e. toward high-front area 
for English and back for Cantonese: See 
[S]); such trends have also been tested in 
perceptual experiments [4]. 

MacNeilage and Davis theory of 
speech production [10] addresses the 
problem of coarticulation in acquisition of 
speech : an elementary unit of speech 
production is postulated, a pure "syllabic 
frame", observable in single or repeated 

2.2. Data collection 

The French material has been kindly 
provided by the Experimental Psychology 
Lab.,C.N.R.S., Paris. 

Two of the Italian children have 
been recorded in Rome, by a procedure 
similar to the one used for the French 
children in Paris: the sessions took place at 
home, every 15-20 days, in the presence 
of at least one parent and one or two 
experimenters; Luca's recordings have been 
kindly provided by the Phonetics Lab., 

episodes of mandible oscillation; when C.N.R., Padua. 
these episodes are accompanied by 
vocalization, the basic sequence of Labial 2.3. Data analysis 
consonant + Central vowel is produced. 

Elementary movements of the 
tongue can cooccur with the frame provided 
by mandible oscillation: pfre-fronting pr 
"consistentl -held" tongue routing wou d 
result in a sequence of Alveolar consonant 
+ Front vowel and a pre-backing, or 
"consistently held" tongue backing, would 
result in a Velar + Back vowel sequence. 
The C and V segments, at this stage 
(”nonvariegated babbling"), would not be 
independent, but produced With the 
"frame", as a whole unit. 

In variegated babbling, local 
modifications due to tongue positioning on 
the front-back/low-high axes, can appear: 
in these forms, real differentiation between 
segments begins to emerge and the 
segments start to be produced 
independently within the frame. 

This view of early babbling differs 
basically from the classical hypothesis on 
coarticulation in adult speech, that assumes 
_"a) discrete and invariant units serving as 
input to the system of speech production " 
and b) eventual obscurations of the 
boundaries between units at the articulatory 
or acoustic levels"[7]. 

2. METHOD 
2.1. Subjects 

The subjects studied were 3 French 
monolingual children, Camille, Louis and 
Myrtille, and 3 Italian monolingual 
children, Luca, Francesco and Evelina. The 
age range was 0;9 to 1;5. 

An average of 4 sessions has been 
considered for each child. 

IPA Transcriptions of the disyllabic 
utterances by the babies have been stored 
on MacIntosh computer by IPAPlus fonts, 
kindly made available by Prof. G 
Boulakia, of the Institute of Phonetics of 
the Charles V University, Paris. 

A distributional analysis has been 
performed on the database by the software 
"Quatrième Dimension": ad hoc formats 
and procedures were created by Mme _C. 
Carcassonne of the Center of Mathematics 
applied to Humanities, C.N.R.S., Pans. 

Two analysis have been performed, 
separately on babbling and speech: 
I) Computation of total number of vowels 
by class (nine classes are consrdered 
:BackHigh, _ 
BackMid,BackLow,Centra1High‚CentralMt 
d, CentralLow, FrontHigh, FrontMrd, 
FrontLow). . 
II) Computation of child vowels in first 
syllable vs. second syllable, wrth respect to 
the consonant preceding every vowel (four 
consonant classes have been considered: 
Labials, Alveolars/Dentals, Palatals, 
Velars). 

3. RESULTS 

Results of the vowel frequency 
analysis show an overall preference for the 
MF, LC and MB vowels (Fig.1) by French 
and Italian babies, in both babbling and 
speech: LC appear to be more frequent, 
both in babbling and in speech; higher 
numbers of LC and MB, though, are found 
in Italian than in French. ' 
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A comparison with the frequencies of vowels in CV syllables from the most frequent 200 disyllables in Italian (from [3]) and from the most frequent 100 words in French ([9]). shows some correspondence between the French babies preferences for Front Vowels to occur with A/D consonants, and the frequency of this constraint in the language (20%); also, Central vowels in French show high frequencies with Labial and Velar consonants (19- 14%), as well as in the babies productions. In French, though, occurrence of Central vowels is also high 
after A/D consonants (19%). Finally, Back 
vowels appear most frequently in an A/D 
environment in French (13%), but they are 
preferred after Palatals in the data. 

The Italian language frequency I 8 . 
° ' ' ' …. pattern favors A/D consonants m the 10.4 4-0 9.3 4.4 18.7 “ . :  . _ envrronment of all classes of vowels 

(F:29%, C:15%; B:22%): this tendency is _ ' . "":. Z:: \„ ‚'„ \:40 :‚_,\ : :_, low not reflected by the Italian children. 
A comparison of the percentages 

shown above (Fig.1) with the frequency of 
occurrence of the phoneme classes in each 
language (from [6], [1]) shows that the LC 
presence in the data reflects the situation of 
the adult languages: [a] has a frequency of 
31% in Italian and of 17% in French; 
actually, in Italian this vowel appears twice 
as often as in French. 

MF vowels, the second preferred 
set, have 25% frequency altogether in 
Italian and 31% in French, although, 
according to my classification, the French 
MF space contains a higher concentration 
of phonemes than the Italian one (see. 
Fig.2). 

Overall French and Italian patterns 
are very similar, although Italian babies 
have significantly less MF in speech with 
respect to the French ones. 

The CVCV results (Table 1) show 
highest frequency of cooccurrence of Front 
vowels with Palatal consonants in Italian, 
whereas in French Front vowels tend to be 
articulated after Palatal and Dental 
consonants. 

Central vowels cooccur consistently 
with Labials in Italian, but they are equally 
frequent with Labials and Velars in the 
French data. 

Finally, Back vowels cooccur with 
Velar consonants in two Italian subjects and 
with Labials in Luca, whereas in French 
they show a different tendency to be 
coarticulated with Palatals. 

4. DISCUSSION 

'The differences that have emerged 
between the French and Italian patterns and 
the English patterns reported in MacNeilage 
and Davis [12] can be interpreted as 
follows: 

1) The higher number of LC found 
in Italian with respect to French/English can 
be attributed to a target—language influence. 

2) The drop in MF vowels from 
babbling to speech, stronger in Italian than 
in French, reflects different properties of 
the target-vowel spaces, as well: French 
children are drifting toward a space where 
four phonemes are concentrated in the MF 
area (see Fig.2), whereas the Italian space 
is more [a]-centered, and MF vowels are 
{ggesented only by two phonemes ([e]- 

Overall French and Italian patterns 
differ from English in the following: a) MF 
are not present in high percentages in English babbling; accordingly, MF have a 
low frequency (11%) in the language. 
b) The greater number of LF vowels 
reported by MacNeilage and Davis [11] reflects the high frequency of [ae] in 
English; the result could also be due to the 
classificatory system adopted in this study, 
where both French and Italian [a]'s are included in the LC category, even if the 
French articulation is intermediate between 
the English and the Italian one (see Fig. 2). 
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3) The Italian CVCV data reflect the 
scenario postulated by the 'frame/content’ 
theory; French data, on the other hand, 
show an overall preference for Front and 
Back vowels to be produced m 
Palatal/Dental context, and for Central 
vowels to occur in Labial/Velar context. 
The question therefore arises as to whether 
there exists a progresswe Shift towards 
coarticulatory patterns preferred m the 
tar—ga language, as has been shown for 
single vowels. _ 

The comparison Wlth the 
frequencies of vowels in the most frequent 
CV syllables in the language shows some 
evidence for a drift towards target 
coarticulatory patterns for Front and Central 
vowels in French children; this trend IS 
absent in Italian children. 

This effect might be due to a slower 
rate of transition from infant to adult 
articulatory patterns. It could be argued that 
the acquisition of coarticulatory constraints 
develops after the ability to produce 
independent segments is acquired: m this 
view, acquisition of speech production 
consists in separating segments from a 
holistic production 'frame' and 
consequently reassemble them as 
independent units in the speech cham. 
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CONTOURS MELODIQUES DANS LA REDUPLICATION 
SYLLABIQUE: ETAPES-CLES DANS L'ACQUISITION DE 

LA PAROLE. 

M.M Vidal—Petit 

Université René-Descartes de Paris V. 

_ ABSTRACT 
Our studies on logorrhea and dyslalia 
throw into light the systematic presence of 
an mtonation pathology.Its origin is to be 
found probably in the babbling genesis 
and above all during the key-period of 
syllabic reduplication development. The 
syllabic reduplication acquisition can be 
Viewed through 3 specific steps being 
marked by the development of specific 
melodic shapings. The longitudinal study 
of some infants from 7 to 28 months of 
agewithout disorders and of 2 infants . having heavy psychiatric disorders have 
pomted out that the coming out of the first 
words seems to be conditioned by the 
control of the last step described in the 
syllabic reduplication acquisition. 

1. LOGORRHEE ET DYSLALIE 
Nos études sur des pöles fluants et 

» non fluants de la parole chez l'enfant 
(Iogorrhée, dyslalie) ont mis en 
évidence la présence systématique 
d'une pathologie de l‘intonation. 
1.1.Dans le cadre de la 
logorrhée 
Nous notons [1]: 
— une courbe intonative présentant un 
caractère répétitif et musical. Si le 
caractère musical de cette courbe se 
révèle différent dans son expression, 
le caractère répétitif est marqué par 
l'aspect systématique du schéma 
mélodique, et cela, très souvent, 
quelque soit le type d'énoncés 
(interrogatifs, assertifs, etc.). 
-la valeur musicale de Ia parole peut 
selon les enfants correspondre soit 

au principe de la mélodie en" 
musique, soit appartenir plus au 
genre de la musique tonale où 
l'harmonie et la mélodie sont réglées 
par l'obligation de respecter un ton 
principal. Dans ce dernier cas, la 
notion de chant vient de Ia capacité 
de l'enfant à parler tout d‘abord en 
maintenant une même fréquence ou 
un ton durant une longue durée, 

'ma is  surtout de son aptitude à 
réaliser des pas mélodiques, c'est à 
dire de passer brutalement d'un ton à 
un autre sans transition à l'inverse de 
la parole usuelle. 
1.2. Dans le cadre de la 
dyslalie.Nous notons [2]: 
-une courbe mélodique pauvre 
marquée par une double absence de 
relief intonatif due à la faible variation 
de la fréquence fondamentale le long 
de l'énoncé et à la petite variation 
intrasyllabique du fondamental. 
L'impression de recto-tono donnée 
par la faible variation du Fo se trouve 
renforcée par le fréquent maintien 
d'une note ou fréquence dans une 
syllabe durant une longue durée 
ou/et par la production de pas 
mélodiques. 
1.3.Discussion 
Nous relevons étonnament, dans les 
deux pôles fluants et non fluants, la 
présence de traits mélodiques 
communs qui sont le maintien d'une 
même fréquence ou note 
et les pas mélodiques. ' 
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Nous constatons entre ces deux 
pôles un degré quantitatif dans 
l'utilisation de ces traits spécifiques. 
Le pôle fluant diffère du pôle non 
fluant par un usage répétitif 
systématique de ces schémas 
mélodiques lesquels ne se 
rencontrent ni dans la parole de 
l'adulte, ni dans celle de l'enfant 
sans troubles âgés de plus de 12-15 
mois. 
Chez les enfants sans troubles plus 
jeunes ces schémas mélodiques 
sont retrouvés lors de la 
reduplication syllabique dans le 
babillage, mais ils constituent alors 
une étape normale. 

2 -  L A  REDUPLICATION 
SYLLABIQUE DANS LE 
BABILLAGE. ' 
Une étude longitudinale d'enfants 
ägés de 7 a 28 mois nous permet 
d'envisager l'acquisition de la 
reduplication syllabique à travers la 
maîtrise de trois étapes clefs. 
2-1. La première étape se 
singularise dès l’âge de 7 mois par 
une succession de syllabes 
redupliquées produites sur la même 
note que nous pouvons représenter 
selon le schéma suivant: 

_ _  " ' —  _ _  

da da da da da da 

2-2. La deuxième étape (8-9 
mois) se manifeste par une rupture 
tonale au sein de la reduplication 
concrétisée par le passage d'une 
note à l'autre correspondant au 
principe des pas mélodiques que 
l'on peut schématiser ainsi: 

da — da — da — 
da da da 

2-3. La troisième étape (9-12 
mois) se distingue des deux 
premières par l'apparition de 
contours mélodiques descendants 

pouvant être visualisés ainsi : 

"\ fi _ï “\ ta ta ta G raï} 
Le dernier contour d'une série de ”ta 
ta” est souvent marqué par un 
allongement sur la derniére syllabe 
pouvant indiquer l'assertion, la 
résolution, la finalité etc… 
La maitrise de cette étape 
conditionne et annonce dans la 
parole des enfants l'apparition 
massive et rapide de contours 
complexes syllabiques ainsi que 
celle des premiers mots ou de leur 
ébauche au niveau du signifiant 
attendu en regard du signifié 
désigné. 
Progressivement la production des 
schémas mélodiques de la première 
et de la deuxième étape va diminuer 
puis disparaitre définitivement au fur 
et à mesure de l'augmentation de la 
fréquence d'apparition des contours 
ascendants,descendants, complexes 
et des premiers mots. 
La prise en compte et la confirmation 
de l'importance de cette“ troisième 
étape nous sont apparues a travers 
l'étude de 2 enfants présentant des 
troubles psychiatriques graves. 

3- CAS DE 2 ENFANTS 
AUTlSTES 
3-1. Etude du premier cas 
- L'apparition de la première étape a 
eu lieu vers 9 mois et s’est 
maintenue très longtemps. 
— L'apparition de la deuxième étape 
se situe à 18 mois coïncident 
parfaitement avec celle tardive de la 
marche à quatre pattes. Il est à noter 
que l‘enfant se déplace sans 
regarder devant lui la tête tournée de 
côté. La mère signale sans que nous 
ayons pu le vérifier que l'enfant 
prononce [ma ma] pour maman, [pa 
pa] pour papa et [abwa] pour a boire. 
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- L'apparition de la troisième étape 
intervient seulement à 28 mois après 
l'acquisition de la marche. Un mois 
plus tard nous relevons fréquemment 

“des contours variés, montants et 
descendants. de types exclamatifs, 
assertifs, interrogatifs, ainsi que 
l'apparition des premiers mots 
comme [gato], [bato], [mama]. 
3-2. Etude du deuxième cas 
Nous n'avons pas pu mettre en 
évidence aussi nettement une 
corrélation entre les étapes motrices 
de cet enfant et le passage d'une 
étape de la reduplication à une autre. 
Cet enfant a été par ailleurs moins 
bien suivi en raison des contraintes 
données par la famille. Néanmoins la 
troisième étape intervenue a 30 mois 
va amener comme chez les enfants 
sans troubles et chez le premier 
enfant autiste. une explosion 
langagière. 

4- CONCLUSION _ 
Nos études sur des enfants sans 
troubles et sur 2 enfants autistes 
semblent bien montrer que 
l'apparition des premiers mots est 
conditionnée par la maitrise de la 
troisième étape décrite dans 
l'acquisition de la reduplication 
syllabique. 
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BOU SLAVIC PHDNETIC TYPOLOGY CHANGED THROUGH CONTACT 

Herbert Galton 

Institut für Slawistik der Universität Wien 

The most important changes charac- 
terising Slavic such as the many 
palatalizetions and the vocalic op- 
position contrasting back and front 
vowels especially in endings are 
not independent developments, tho' 
sone'ef then are perfectly compati- 
ble with the 1,-3. character of the 
language, but are frankly due to 
an imitation of taic (more pro— 
cisely,,probably Proto-Turkic) 
speech habits where they can be 
explained by the agglutinative 
morpholagy, This latter was not 
imitated by the Slave, though, as 
being entirely alien to an inflex- 
ional'I.-B. idiom. nuns and Avars 
dominated the Slave for the four 
critical centuries ca. 400-800 L.D. 

In this talk we will proceed 
from the assumption, which I have 
tried to justify elsewhere, that 
there was indeed a Balto-Slavic ' 
language spoken in a dialect con- 
tinuum in Eastern Europe, roughly 
from the shores of the Baltic to 
somewhere north of the Black Sea, 
still in the first half of  the f irst, 
aillenniua 1.1). 

I cannot, of course, supply a 
phonological system of  Balto-Slavic 
any more than anybody else, but 
have to proceed from the one at- 
tributed to the parent tongue in 
1161, 31-64, with due allowance 
for some changes which may be as- 
sumed to have intervened in the 
formation of Balto-Slavic. I 12 1, 
613711111 1: 10 Il, 22, have character- 
ized I.—E. by and large as a con- 
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sonantal type of language, and an 
inspection of  the inventories given 
both by Szenerenyi and Gamkrelidze- 
Ivanov would seen to bear out such 
a judgment. Thy type of I.-E.froa 
which Blt.-Sl developed had at 
least three rows of velars (guttur- 
ale) , whether we adopt those post- 
ulated by the former or the latter 
authors. In either case we arrive 
at about a dozen velars ( I 16 1,64, 
I 5 1, 34) and six to eight alveol- 
are and labials; furthermore, there 
are spirants, of  which the latter 
authors have three, all of the hiss- 
ing sibilant kind, the former one, 
plus two nasals, liquids and glides 
each, for a total of 25-29 conson- 
ants, as opposed to the five card- 
inal vowels, long or short, plus 
diphthongs (none in Slavic any more 
than Altaic). There are no hush- 
ing sibilants er affricates in eith- 
er I.-E. system. 

It is of particular interest 
to us that although palata1(ized) 
consonants may be attributed at 
least to a part of Proto-I.-E.. 
their reflexes in Slavic certainly 
show no palatalization, thus prose 
'pig' and £33; 'winter' with Satan»- 
I.E. *k', *g'h are not in any way 
to be considered palatalized in 
Proto-Slavic. No incentive seems, 
therefore, to have cone for palatal- 
izatien from the parent tongue, al- 
though aany of its daughter idioms 
have undergone such a process, so 
that it cannot have been in conflict 
with its evolutionary tendencies. 
There is, of course, a physiologi- 
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cal foundation for such a tendency, 
and that is the broad adaptability 
of velars to the influence of ensu— 
ing as well as preceding vowels, be- 
cause their acoustic locus is espe- 
vially apt to adjust itself to its 
environment(I'3 1,67, 114, 124,133). 

To this day, Lith. has e.g. 
kimëtas 'stuffed' against 0.0.8. 
ceetæ, s 'stas ‘liquid' vs. ëists, 
from the sane root also Slavic cast; 
'clearing', or, with the voiced 
counterpart, gélti ' to prick' against 
Com.Sl. 'ëedlo 'sting', or gglfi 
'pain' against 0.C.S._Eslb. It is, 
therefore, in my opinion not enough 
to say that the velars simply were 
palatalized in Slavic, uni that this 
feature distinguishes it from Baltic, 
but we have to find the cause of  
this difference, which cannot lie in 
the initial system. For the mere 
anticipation of the vowel articulat- 
tion must originally have been the 
same in both branches, but eventu- 
ally led to different phonemes in 
Slavic presumably many centuries be- 
fore what nalatalization there evolv— 
ed in Baltic. There cannot have been 
many more "empty slots“ in the South 
than in the North. The effect was 
both earlier and much stronger in 
Slavic, although i t  eventually also 
did percolate to the North, especi- 
ally to Latvian. 

However, Blt.-Sl. had already 
added to the stock of I.—E. spirants 
in the shape of  a /§/, as a result 
of the change of /s/following the 
so-called r-u-k—i formula, consist- 
ing in an adjustmentof its upper 
formant to that of these sounds if 
they immedtiately preceded (I 10 1, 
30). Also here the physiological/ 
acoustic conditioning can be explai— 
ned, but does not suffice for a sta- 
ment of causality. Since it is a 
very old change and fell still with- 
in the period of  B1t.-Sl. neighbour- 
hood with Indo-Iranian tribes, which 
likewise carried it out, Burrows (r 
2'1o7q)excludes a coincidence in the 
change s > 5" which means that the 
link is causal; it is significand 
that the more northern Baltic has 
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carried it out 
much less systematically, and not 
shared in the subsequent Slavic 
development 5 > x (ch) before back 
vowels, This also goes to show 
that the Slave were much more sen- 
sitive to the division o f  vowels 
into back and front, and that the 
/Ë/ in Slavic became a palatal 
which was in some sort of harmony 
with its environment. 

Again, the physiological me- 
chanism is not far to seek. In 
his still unrivaled ”Slavische Pho- 
netik", Olaf Broch '(1: 1 1,59)states 
explicitl that the boundary line 
between /Ë/ and /i/ (ch) is fleet- 
ing, and that a small change in 
the positionof the articulating 
organs can bring i t  about. If an 
ever greater part of the tongue tip 
is bent down from the area of the 
teeth and alveolae, he says, in- 
volving a bigger concentration of 
the bulk of the tongue in the post- 
erior area, the /3/ will be seen 
to gradually change into the velar 
fricative. The question remains 
for us to be tackled as to why the 
Slavs should have carried out such 
a shift, which their Baltic cous- 
ins did not. It was carried out 
before back vowels, which apparent- 
ly did not combine very well with 
palatals at a certain stage in the 
genesis of Slavic. This change, 
then, shows a strong degree of ad- 
aptation between the consonant and 
the tautosyllabically following 
vowel. 

Nor is this the only example 
of its kind. The three Slavic pal- 
atalizations, for which we will fol- 
low the traditional order, show the 
same sensibility, only to front 
vowels, in the case of  the third 
even extending to preceding /i/, 
with due allowance for the labial- 
ized character of the following 
one which prevented it. We notice 
that the first is carried out in a 
true neogrammarian spirit all over 
the Slavic territory, while the 
second and the third seem to fade 
in the Far North of the Slavic 
world, as becomes more and more 



clear from the birchébark writs of 
the Rovgorod and Pskov area191,118. 

Another sound which is suscept- 
ible to the effects of its vocalio 
environment is the /l/, which in 
Slavic split into two phonemes /l/ 
and /1'/, the first with a hard al- 
lcphone 111, the second palatal and 
due to a merger of … .  It is im- 
portant to realize that say lists 
'leaf' differs by this consonant 
and not by the vowel from the second 
syllable of vol'i 'to the will'. 
I make a special point of this, be- 
cause there is a teaching of an al- 
leged Slaviefi' eynharmony of the syl- 
lable stout, according to which en- 
tire syllables in Proto-Slavic were 
either hard or soft {labio-velaris— 
ed vs. palatalised), so that their 
symbols can precede the notation of 
the whole syllable. How does this 
theory account for such facts? Are _ 
there different degrees of syllabio 
harmony, greater in /l'i/ than in / 
/li/'with its neutral phoneme? Be- 
sides, under the auspices of this 
theory we are always treated to th:- 
oretical examples like say ta_- t_2, 
:_11 - 33;, which, if put together, 
would yield Japanese rather than 
Slavic words. Slavic remained true 
to the I.-E. type in that, however 
much it may have opened its syllables 
at the coda, it permitted very re- 
spectable sequences (”clusters") at 
their beginning, where no reduction 
occurred; do we have say in ra-sdru- 
Ei-ti 'to destroy' a labio-velarized 
syllable °zdru- as a inst a valatal- 
ized 'zdra— in rezdraëiti ' to solve'? 
The great Dutch slavicist N.van ViJk 
(I.18'1,45) explicitly mentions cases 
like 0.0.3. brags 'shore', where the- 
re is absolutely no reason to attrib- 
ute even a more phonetic palatalis- 
atiom to the initial /b/‚ while m1- 
ly admitting, of course, that the ef- 
fect of front vowels also on direct- 
ly preceding non-velars must have been 
stronger in Proto-Slavic than in the 
other I.-E. languages. without chang- 
ing their phonemic status. 

The palatal consonants arose 
from palatalizations, as in the case 

of velars, or sequences of alveolars 
plus /j/, end for this, I might add, 
there was no ready pattern in”I.-l., 
all these move-“vero Slavic innovat- 
ions which set off that idiel„fr01 
Baltic and were essential”InTEonstito 
uting Slavic as such. With the dif- 
feront results of some of thosslso- 
quences we cannot concern ourselves 
here, suffice it to say that the re- 
sults were at first all palatal in 
all subgroups, in cluding the /Ët/, 
/Ed/ of 0.0.S.‚ and the question now 
remains as to where“ this” sushi};- 
fect of front vowels aid /J/ has con. 
frost About this, van Iijk says IIS! 
that we do not know'whence such a 
strong effect of vowels on preceding 
consonants has cons; Rsaanjdfikobson 
ISI in a way answered this question by 
placing Slavic within.s wider Eurasi- 
an setting, and in.hds turn, P.…Iriâ 
(171.51) has taken up this suggestion, 
but would like to knew when, where. 
and under what historical circumstann 
ces such an influence has taken place. 

The answer to Ivié's very pertin- 
ent questien can presumably be sup— 
plied by a reference to the historih 
cal circumstances under which the 
Slave lived in tho critical-period, 
roughly from 400 to 800.1.D..L first 
answer has been supplied by Scholosh 
niker 1141, who believes, though,in 
the synharmonism of the Slavic sylf. 
'lable, but i.a. correctly apprecia- 
tes the importance of the change ’3 
> /y/ (for which there was no “case 
vide”), as well as of the progress- 
ive (Altaic) direction of the third 
palatalization. Again in the case 
of the former change, it cannot be 
sufficiently stressed that the torn 
”delabialisation” explains absoluto+ 
1y nothing, but is a more label. 

In the period in question, the 
Slave were dominated by various ‘1- 
taic tribes, foremost the Avars, 
whose empire cans to an abrupt out 
shortly before 800, but before that 
by Suns (who also roped in the sun 
for military service, cf.fi51‚p.2‘50) 
Bulgare and Khazare. This was not 
a matter of sore neighborhood or seas 
-stratun, but certainly at least in 
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the case of the Avars an interpenet— 
ration affecting the Slavic anthropo- 
logical type and - most importantly- 
involving the language of  command un, 
der which those ' slab" (1111, 225 

381 'slaves' lat r ‘border guards' 
" o f  the Avars were sent into battle 
for their nastera all over the bord- 

' ers_of their vast empire, which as a 
result brought about a largely unita— 
ry lingg! franca - Slavic. - 

He can proceed from the assump- 
tion that all those eoples were Turk- 
ic (thus Abaev in Ifiî,l4l), however, 
the picture would not be changed in 
its overall outlines if they had been 
Mongols in view of their languages' 

.phonetic nearness at that time (1131. 
91). New the morphological structure 
_ef these languages is dominated by 
agglutination, one of whose conse-- 
quences is that the vowels of the 
morphemes attached to the stem must 
share its back ve. front character. 
Thisnresults in vocalic oppositions 
a, zug, 1(Slavic value) : i, ‚_ : 3, 
g; u, plus an /6/ about which there 
is some argument. The-consonants of 
these morphemes underwent a strong 
nSSiiilatory effect of the vowels, 
“bien comes to the fore in the old- 
est. Runic. Ilbhabet of the Old Turk 
ic inscriptions in the Orkhon and Ye— 
nisei valleys of  the VIII.ct., where 
we find two letters each represent- 
ing b_=b’. z - R'. d - d'. k - k' ,  
l_:_1'. n - n'. r — r ' ,  s — s ' , t  -t' 
etc. There is a respectable array 
si gibilants and affricates sI z ,  5, 
'. e, di (un. 78), which should in 
mv opinion make i t  clear where the 
model which the Slave sought to imi- 

tate came from. 
However, I still maintain that 

the imitation was not absolute and 
was limited to the phonetic inven- 
tory plus phonotactic rules, but ex— 
tended neither to the agglutinative 
nature of  the Alteic languages nor 
affected Indo-European syllable 
structure in the initial part, nor 
introduced a synharmonism of the 
syllable. The correlation of  pala- 
talization constitutes a later de- 
velopment. 
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AN EXPERIMENTAL STUDY OF PRONUNCIATION OF 
STANDARD RUSSIAN 

L . A . V e r b i t s k a y a  

Leningrad State Universi ty.  

ABSTRACT 

on the 
ve rs ion  

The study produced 
bas i s  o f  a computer 

Derivational o f  Russian 
Dictionary [ 1 ] .  Ana lys is  o f  
variation in the pronuncia- 

‚ t i on  o f  borrowings that 
contain hard or so f t  conso— 
nants fol lowed by the vowel 
/e /  is  presented. Some 
theoretical implications 
relevant t o  the linguistic 
system o f  Russian are c o s i -  
dered. ' 

Standard pronunciation in 
spi te o f  i t s  tendency t o  
remain stable cannot but 
react t o  a constant change 
o f  the sound system. A s  a 
r esu l t .  pronuncia— t ions 
formerly considered col lo-  
quial or dialectal, become 
fully accepted today. This 
constant sound change pre— 
sents a problem for the 
descript ion o f  the system, 
especial ly for  prescribing a 
standard. 

. In recent decades we have 
observed the process o f  the 
emergence o f  a unif ied pro- 
nunciation standard. A num— 
ber o f  i t s  features owe 
their origin to the lin- 
guist ic  system. 

Russian. as  wel l  a s  other 
languages with a long-stan— 
ding tradit ion, has many 
borrowings from foreign 
languages; they amount to  
16—29% o f  the wohle lexicon. 

USSR 

Many o f  them const i tute an 
integral part o f  the lexicon 
and are judged foreign only 
by or igin. Examples: meTp 
( m e t r e ) ,  anpec ( a d d r e s s ) ,  
Kyaypa ( c u l t u r e ) .  Most o f  
them fol low the sound pat- 
terns o f  the words  o f  Rus- 
sian origin but there are 
some whose pronunciation i s  
somewhat d i f f e ren t .  

O f  great interest t o  this 
study i s  the pronunciation 
o f  borrowed words containing 
hard or s o f t  consonants 
be fore  / e / .  In words o f  
Russian origin only so f t  
cognates can occur in this 
posit ion. Examples: / v ' e ra /  
Bepa ( b e l i e f ) ,  /na s t o l ' e /  
Ha CTone ( o n  the table) e t c .  
Hard consonants before /e /  
in such borrowings a s  Tepmoc 
( f l a s k ) .  name ( c a f e )  are,  
therefore,  a new feature o f  
Russian pronunciation, but 
they a re ,  at the same time, 
the result o f  the process 
caused by the linguistic 
system o f  Russian. A combi— 
nation o f  a hard consonant 
with / e / .  i s  not an alien 
feature o f  Russian. on the 
cont- rary,  it i s  a poten— 
t ial feature o f  the Russian 
sound system which is  evi— 
denced by such existing 
words as  xeCTb / E e s ' t ' /  

meCTL / §es ’ t ' /  
meCT /sest /  (po le)  

( t in-plate).  
( s i X ) .  
e t c .  

As any linguistic pheno- 
menon, pronunciation o f  hard 
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or s o f t  cognates bofore  / e /  
fo l lows some ru les .  There 
exist, factors that influence 
the choice o f  hard or s o f t  
consonants. These fac tors  
can be divided into three 
groups: 1)  phonetic fac to rs ,  
among which the type o f  the 
consonant in question seems 
to  be  the most important. 
The posi t ion o f  this conso— 
nant a s  regards s t ress  i s  
a lso relevant; 2 )  morpholo— 
gicial fac tors .  i . e .  whether 
the borrowed word has 
acquired declension para— 
digms in Russian: 3 )  lexical  
fac to rs .  i . e .  the time o f  
the borrrowing and the deg- 
ree  o f  assimilation o f  the 
word in the Russian langua— 
ge .  

A s  has been shown in 
special studies, the choice 
between hard and so f t  cog— 
nates be fo re  /e /  does not  
depend on the language from 
which the word has been 
borrowed. The choice seems 
to depend on such individual 
features a s  the level o f  
eucation, age- and place of  
residence o f  the speaker. 

There are  grounds to 
believe that pronunciatiOn 
o f  borrowings with the vowel 
/e/ follows the rules d i f— 
ferent from those applied to 
the basic vocabulary. Great 
variation in their pronun- 
ciation makes the formula-. 
tion o f  the rules especial ly"  
d i f f i cu l t .  They are ‚more 

— complicated than those’app- 
lied for  the words o f  Rus— 
sian origin because they are 
statistically determined and 
require a lot o f  data on the 
pronunciation o f  each word. 
Therefore, the f i r s t  stage 
o f  the study was to  get an 
exhaustive l ist o f  the bor— 
rowings with hard and sof t  
consonants fo l l owed»  by the 
vowel / e / .  , 

The material for’ the 
study has been taken from 
Russian Derivational Dic- 

t i ona ry (2 )  that contains 119 
@@ß words segmented into 
morphemes. The dictionary 
has a great number o f  bor— 
rowings.  With the help o f  a 
computer a l is t  o f  a l l  ent— 
r i es  with rhe vowel / e /  in 
the room has been made. I t  
cons is ts  o f  2 5  214 words.  
including borrowings. For 
further analysis only the 
latter have been selected.  
This f inal  l i s t  includes 8 
2 7 5  words in which 2 2 9 5  
roo ts  with the vowel  /e/  
occur :  a l l  the items have 
been arranged in alphabeti- 
ca l  o rder .  1 @57 roo ts  are 
represented by one word in 
the dict ionary, 864 roo ts  
occur in 2 to  5 words :  one 
root  (Harp)  i s  represented 
by 3 5 5  words .  

The l is t  has been arran— 
ged a s  a card—index: it  
g ives information on the 
time o f  borrowing, the lan— 
guage f rom which the word 
has been borrowed, the pro- 
nunciation o f  the word, the 
degree o f  i t s  assimilation 
in the Russian language e t c .  

During the experiment 
each subject was asked to  
give h is  own variant o f  the 
pronunciation o f  every item 
in the l i s t .  All these pro- 
nunciations have been 
analysed and compared with 
the data in the card—index 
and with the information 
about the sub jec ts :  their 
age.  level o f  education 
e t c . ,  a s  wel l  a s  with the 
pronunciation o f  these words 
in the pronouncing dictio- 
nary [ 2 ] . _  

Results 
1)  The choice o f  a hard or 
so f t  cognate before  /e /  
depends on the articu— 
latory type o f  the conso— 
nant: about 80% o f  a l l  the 
dentals before /e /  were hard 
consonants. 
2 )  The frequency o f  occu— 
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rance o f  hard cognates is  
greater in stressed sy l lab-  
les .  _ „  
3 )  Hard / 3 / ‚  /r/.1 / n / s  /m/ ’  
/ f /  occur in words having no 
declension para— digms. 
Examples: mpnxace ( f r icas— 
see ) ,  amöpe ( s c e n t ) .  Kanne 
( s c a r f ) ,  noncome (consom— 
m e e ) ,  Ka¢e ( c a f e ) .  
4 )  More often a hard cognate 
occurs in words known t o  the 
sub jects  but seldom used by 
them in their own speech. 

Thus, the experiment has 
demonstrated that the ten— 
dency for  the occurence o f  
hard rather than so f t  con— 
sonants before /e/  in bor- 
rowings in present—day Rus— 
sian seems to  be very 
strong, and, I be l ieve.  it 
cannot be ignored in teac- 
hing standard pronunciation. 
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AUDITORY ANALYSIS OF COMMUNICATIVE 
MEANINGS IN PREVERBAL VOCALIZATIONS 

Y.-Isenina 

State University of Ivanovo, USSR 

ABSTRACT 
The aim of the research 

was t o  investigate the com— 
municative meaninnefined 
in the acts of communica- 
tion (CM) and intonation of 
70 preverbal vocalizations 
of five Russian 14-22 
months old children by 
means of auditory analysis. 
The determination of CM in 
context and in isolation 
significantly differed for 
PV of negation, agreement, 
request but not for emotio— 
nal PV of displeesure‚ joy, 
anger, admiration. There 
are two types of PV:diffuse 
and clear-cut. 

1.  INTRODUCTION 
Vocalizations are sounds utev 
tered by a child in the pre- 
verbal period. The acoustic 
approach t o  the investiga- 
tion of preverbal vocaliza- 
tions is being replaced by 
functional and semiotic ap— 
preaches (2,5 6) .  The expe- 
riments showed that prever- 
bal babbling is a means of 
perceived speech prosody 
mastering (8) .  When_the . 
child is 7-8 months old the 
parents correctly perceive 
the vocalizations of request 
hunger and surprise (5) .  
These works gave us the op- 
portunity of putting for- 
ward the hypothesis;thet'in 
the preverbel period the 
child masters in.vocaliza- .rimentbr'e 

tions a number of CMS cor- 
responding t o  the CMs of 
verbal utterances. The aim 
of our research were the 
following: 1. by auditory 
analysis t o  investigate the 
correspondence between t h e .  
child vocalization CMS and 
the CMs of some Russian ut- 
terances; 2. t o  investigate 
the intonation of the deter- 
mined PV and compare it 
with the intonation of the 
corresponding Russian utte- 
rances. In order t o  achieve 
the first goal the indepenp 
dent experimentetors had t o  
determine the CMS of PVs 
using the full context and 
then Russian informants had 

' t o  recognize different 
types of PVs in context and 
in isolation. In order t o  

“achieve the second aim the 
intonation parameters mar- 
ked by the informants were 
compared with the intonation 
of the corresponding types 
of Russian sentences. 

2. PROCEDURE 
At child's home the experi— 
menter described in a low 
voice the situation of the 
communication, the child's . 
gestures, the expression of 
his face, the direction of 
the gaze, his actions and 
the actions of the adults 

‘ before and after PVe. Every 
session lasted 1,5-2 hours. 
The child's PVs, the speech 
of the adults and the expe- 

words were 
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tape-recorded. 400 communi- 
cative acts of 5 children 
aged 14-22 months were re- 
corded. After the analysis 
of all the contexts of the 
communicative acts by two 
independent experimenters e 
five types of CMS in PVs 
were determined: agreement 
or positive answer t o  some- 
body's question or request; 

' demand or request; the re— 
quest t o  label on object;  
negative answer t o  somebo- 
dy 's  question; the request 
t o  repeat the Just spoken 
sentence. 

The vocalizations expres- 
sing the following emotions 
were also singled out by 
the experimenters who took 
the full context into con- 
sideration; Joy, admiration, 
displeasure, anger. The cx- 
perimental corpus consisted 
of 20 vocalizations with 
emotional meanings (4,5,6, 
5 of every type of the emo- 
tional meanings) and 50 vo- 
calizations of the other 
above mentioned meanings 
(10 PVs of every type). 
Both types of PVs were re- 
corded on two tapes in ran» 
dom order. 

Forty nine Russian infor- 
mants took part in the ex— 
periment. Twenty one infor- 
mants listened t o  50 PVs 
and the description of the 
communicative situation 
contexts, 25 informants lis- 
tened t o  these PVs in isola- 
tion. In comparison with 
the independent experimen- 
tors who judged the mea- 
nings of PVs using the full 
context, the context produ- 
ced for the informants con- 
sisted only of the descrip- 
tion of the situation, and 
the words of the adult.The 
behaviour of the mother and 
the child after the communi- 
cative act  and also the 
child's mimics and gestures 
when they could point direc- 
tly t o  the type of vocali- 

zation were not given (for 
ex.-node and shakes,angry 
expression of the face and - 
so on). 

The instruction was as 
follows; — Listen t o  every 
vocalization twice and de- 
fine its CH. The informants 
were supplied with a list 
of meanings determined by 
eXperimentors. The number 
of every PV (produced on a 
card by the experimenter 
when the PV was perceived) 

-_ was t o  be written opposite 
its meaning in the list if 
this meaning was determined 
by an informant. The same 
instruction and procedure 
were carried out when the 
informants listened t o  the 
emotional vocalizations. 

Three another informants 
(the graduates of the philo- 
logical department speciali— 
sing in phonetics) listened 
t o  the PVe in isolation and 
graphically represented the 
changes in voice-pitch 
(rise fall, rise—fall,fall- 
~rise); tenseness (tense, 
lax); loudness (loud, sof t ) ;  
the voice register (high, 
middle, low). 

3. DATA PROCESSING AND RE- 
SULTS 

There were 33 tables made 
dealing with the number of 
PVs in context and in isola- 
tion defined "correctly" - 
in the same way as experi- 
mentors. A t  first we had t o  
verify whether the infor- 
mants defined the meanings 
of the vocalizations at ra- 
ndom or according t o  their 
stable perceived qualities. 
If the PVs of every type 
were guessed at random then 
not more than two of ten 
could be guessed correctly 
because the relation of the 
number of PVs of every type 
t o  the number of PVs of all 
the types would be 1:5.Sta— 
tistical testing of the hy- 
pothesis about the part of 
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the variants (7)  showed 
that both in context and in 
isolation communicative mea- 
nings were not guessed at 
random. Statistical analy- 

' sis (according t o  T—“Æite 
criterion ( 3 )  showed that 
the results of determinig 
PV meanings in context (ex- 
cept emotional PV signifi- 
cantly (P-0,05) differed 
from the results of deter- 
ming these meanings in iso- 
lation. The results of de- 
termining the emotional mea- 
nings in isolation did not 
differ significantly from 

‘ the  results of the percepti- 
on in context. The mean num- 
ber of correct guesses of 
PV of displeasure in isolate 
ion ä-81%°in oontext-î-82%; 
anâsr-î-5 %:(in isolation); 
in 6% (in context);joy—i-84% 
(in isolation); î-74% (in 
context); admirationeih68% 
(in isolation), Ï—80% (in 
context). 

4 .  DISCUSSION 
Perceived in isolation the 
request t o  repeat the part- 
ner 's_words is the most ea- 
sily determined PV (the 
mean number of correct gus» 
ses Ï—81%).The request t o  
label an object (î—36%) was 
being mixed with other re- 
quests and demands.Agree- 
ment or positive answer (i- 
40%) was being mixed with a 
denial or a negative answer 
(x-33%).But the PVs of ag- 
reement pronounced with the 
intonation of Russian utte- 
rance "aha"and the PVs of 
refusal pronounced like 
Russian utterance "ne—a" 
were perceived without fai- 
lures. In order t o  answer 
the question why though not 
being.determined at random 
these kinds of PVs were yet 
being mixed up and percei- 
ved significantly worse 
than in context one should 
consider their graphic ana— 
lysis. 

As for emotional PVs in 
isolation those expressing 
anger (i—56%) were being 
mixed with another negative 
emotion similar t o  it but a 
milder one-displeasure (i— 
81%), the same can be said 
about admiration (i-68%) 
and pleasure (î-68%). 
In graphic representations 
of 3 informants the coinci- 
dence in guessing all the 
parametres was 80% (loud- 
ness - î—80%, tensenese-î— 
83%, the changes in voice- 
pitch—i—86%, the voice re— 
gister-ie56%). 
In order t o  understand our 
data we turned t o  the rep- 
resentation of the intona- 
tion of the corresponding 
types of meani in Russie 
an utterances ( ) .  The re- 
quest t o  repeat the words 
in Russian is conveyed with 
the help of a high-level ' 
rising tone. The same tone 
was represented in the in- 
formants' analysis of PVs. 
That is why this kind of PV 
was correctly perceived in 
isolation. 
Short negative answer or 
refusal in Russian is expre- 
ssed by a falling tone or a 
rising—falling tone corres- 
pondin t o  the Russian word 
/h.e a which means "no". 
The informants represented 
the intonation of all the 
negative answers as falling 
but in case of /e a/ corres- 
ponding t o  the Russian word 
In e a /  as rise-fall. 
The intonation of the requ- 
est  t o  label an object can 
be compared with the intona- 
tion of Russian questions:‘ 
And this one? And you?which 
have a falling tune. The ins 
formants also represented 
this kind of request PV as 
falling. Requests and deman-. 
ds in Russian have a fall- 
ing tone for demands and a 
rising tone-for requests.In 
the same way they were in- 
toned in PVs. As both the 
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requeststo label an object 
and the general request 
have a falling tone they 
were mixed up. 
The tone of agreement or a 
positive_answer in Russian 
can be falling and rising. 
The same kinds of tones 
were defined by the infor— 
mants in PVs and that is 
why they were mixed with 
PVs — negative answers or 
refusals. In three cases 

the intonation of PV 
corresponded t o  the Russian 
word [a’h‚«/ with the mea- 
ning “yes" and had a rise- 
fall tone. 
In the Russian language dif— 
ferentiating features of 
different types of intona- 
tional structures of an ut- 
terance are the direction 
of the vowel tone and the 
distributions of tone le- 
vels of the precentrsl part 
centre and postcentrsl 
parts. In PVs neither pre— 
central or postcentral 
parts are observed. That is 
why the context is necessa- 
ry  t o  define the meaning of 
many PVs. 

6. CONCLUSION 
The results of the data 
analysis made it possible 
t o  draw the conclusion that 
PVs have diffuse and clear— 
-cut meanings. Diffuse mea- 
nings have PVs expressing 
answer t o  a question inclu- 
ding agreement, positive 
answer and denial. They 
have a rising and a falling 
intonation and are eas i l y .  
mixed up. 
Such Che of PVs as "a requ— est t o  repeat the words;PVs 
with the meaning of a ree- 
ment (Russian Aa’hval and 
With the meaning of denial 
(Russian /h e < e / )  could be 
determined without any con— 
tex t .  Their sensory patter- 
ns had been formed and were 
informative enough t o  be re— 
cognized without a precent- 

ral or postcentral parts of 
the utterance. Requests,de- 
mands and requests t o  label 
should be included into one 
diffuse group. As for the 
emotional meanings of the 
PVs (anger,joy,displeasure, 
adoration) it appears that 
their sensory patterns were 
formed as  they were success- 

-fully perceived both in 1305 
lation and in context. 
In this work PVs were analy— 
sed and compared with the 
Russian intonation mostly 
according t o  voice pitch. 
The role of tensness,voice 
register and loudness may 
be the topic of further in- 
vestigation. 
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PHONETIC.AND LINGUISTIC‘ASPECTS OF PITCH MOVEMENTS 
IN EAST SPEECH IN 

J. Caspers and‘V.J. van Heuven 

Dept. Linguistics/Phonetics Laboratory, 
Leyden university, The Netherlands. 

ABSTRACT 
Assuming that speakers tend to 
preserve the communicatively 
important aspects of speech, time 
pressure seems to be a promising 
experimental tool for isolating 
the important aspects of intona— 
tion. Linguistic hypotheses 
concerning the optionality of  
accent and boundary marking pitch 
movements were tested by having 
subjects read aloud stimuli in a 
normal and fast rate. Speakers did 
not economize on accent lending 
pitch movements, but 40% of the 
boundary marking pitch movements 
disappeared under time pressure, 
reflecting the linguistic hierar— 
chy in obligatory and optional 
intonation phrases. 

1. INTRODUCTION 
we assume that speakers under time 
pressure will keep unimpaired 
those parts of the Speech signal 
that are the most important. By 
comparing normal and fast (read 
aloud) speech we hope to isolate 
the more important aspects of 
intonation. In the present exper— 
iment we concentrate on the 
question i f  less important accent 
or boundary marking pitch move- 
ments disappear sooner under time 
pressure than important pitch 
movements. 

2. LINGUISTIC BACKGROUND 
2.1. Optionality of Pitch.Accent 
movements 
The notion of integrative accent 
[1 ,2 ]  offers an opportunity to 
distinguish between more or less 
important accent positions. For 
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example, in the sentence: 
(1) There is a tear in your 
trousers 

presenting new information, the 
most important accent lies on tear 
(the 'exponent' [ 2 ] ,  the constit- 
uent on which the integrative 
accent is placed). The complete 
utterance can be put into focus, 
i .e. made important, by just this 
one accent. However, speakers can 
choose to highlight other parts of 
the sentence separately, by 
placing additional pitch accents 
on embedded exponents (here on 
trousers). We formulated the 
hypothesis that speakers under 
time pressure can omit pitch 
accents that correspond to focus 
domains that can be incorporated 
into a higher-order focus domain 
(hypothesis 1) .  

It is known that a strong 
correspondence exists between the 
distribution of new and given 
information and accent placement: 
pitch accents generally highlight 
parts of the sentence containing 
new information. However, under 
certain circumstances it is  accep— 
table to put given information 
into focus by a pitch accent [ 5 ] .  
Assuming that pitch accents high— 
lighting new information are more 
important than pitch accents 
focussing given information, we 
expect speakers to economize on 
the latter (hypothesis 2 ) .  

2.2. Optionality of Boundary 
Marking Pitch Movements 
Speakers use boundary marking 
pitch movements to highlight 
communicatively important breaks 
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in the speech stream… we adopted 
the phonological theory of proso— 
dic domains [ 4 ]  to get a grip on 
differences in importance of 
prosodic boundaries. The theory 
presents a range of hierarchical 
prosodic domains (from "Syllable" 
to "Phonological Utterance"), of 
which the "Intonational Phrase" 
(henceforth ' I ' ) ,  the domain of 
intonation contours, is likely to 
be marked of f  ‘with a phonetic 
boundary. The I is a relatively 
free domain; "root sentences" and 
"obligatory I ' s "  (c f .  [ 4 ] ,  p 
188ff.) obligatorily form 1'5, but 
the I can be restructured, i .e. 
split up in a number of smaller 
domains, as a consequence of - for 
instance — lowering of the spea— 
king rate. This restructuring 
process is optional, but not 
completely free; it is limited to 
positions with a certain syntactic 
structure. Generally, the optional 
I-boundaries can occur after a 
noun phrase (but one cannot 
separate an obligatory argument 
from its head) or before an embed- 
ded sentence (but an NP may not be 
broken up). The higher the spea- 
king rate, the smaller the oppor- 
tunity to restructure an I .  From 
this theory of I-domains we 
derived the hypothesis that 
boundary marking pitch movements 
can dissappear under time pressure 
when located at an optional I— 
boundary (hypothesis 3 ) .  

i m  
To test hypothesis 1, eight 
stimuli were constructed of the 
form: 

(2)  (weet je wat die gekke broer 
van mij heeft gedaan? Hij heeft) 
een ou de Citroën met voor - 
wielaandrijving voor z 'n  vrien— 
din gekocht . (Know you what 
that crazy brother of mine has 
done? He has an old Citroen with 
frontawheel drive for his girl- 
friend bought.) 

The superscript numbers indicate 
the degree of 'embeddedness' 
('DEMB' of the possible pitch 
accents ’ .  A. pitch accent on 1 
(the exponent) can not be omitted, 
2 to 5 are regarded as optional 
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(hierarchically, 5 is considered 
the easiest to omit). The context 
sentence has the function of 
presenting part of the stimulus 
sentence (not parenthetical) as 
new information. 

To test hypothesis 2, another 
four sentence pairs were made: 

(3)  (Salman Rushdie is na lange 
tijd weer in de openbaarheid ver- 
schenen.) De schrijver hood in 
een telev151e-1nterv ew zijn 
excuses aan./ In een televisio— 
interview hood de schrijver zijn 
excuses aan. (Sa Rus ie has 
after a long time again a public 
appearance made. The writer 
offered in a television interview 
his apologies). 

The underlined parts of the 
stimulus have the same referent as 
the subject of the context sen- 
tence (in parentheses). Because we 
did not know what the influence of 
the sentence initial place of the 
given information in the test 
sentence would be, the stimulus 
was repeated with the given 
information in sentence medial 
position ’ .  

To test hypothesis 3, six small 
texts were constructed, consisting 
of one to four rather long sentenr 
ces. Configurations for obliga- 
tory ’ and optional I-boundaries 
( ' IB ' )  were systematically varied. 
As obligatory I 's ,  appositions and 
nonrestrictive relative clauses 
were used (indicated with ' [0 '  for 
the left boundary and '10' for the 
right boundary): next to root 
sentences ( ' J R ' ) .  The end of a 
noun phrase ( ' lNP')  and the begin? 
ning of an embedded sentence 
( ' [ S " )  were regarded as Optional 
I—boundary positions. Two addit- 
ional syntactic configurations 
were systematically varied in the 
stimulus material. In a pilot 
experiment we found pauses at 
places which could not be describ- 
ed in terms of optional I—boundary 
positions, but only as: an S '  
within a long noun phrase 
( ' ( [ S ' ] ) ' )  and the beginning of a 
prepositional phrase ( ' [PP ' ) .  Both 
configurations were regarded as 
optional I—boundary positions. 

The stimuli were printed on 



separate cards, using only full 
stops and capitals, refraining 
from other punctuation marks, in 
order to avoid guiding the sub- 
jects in placing boundary markers 
as much as possible (a  rather 
complicated text without any 
punctuation marks is virtually 
impossible to read aloud). Six 
subjects read the stimuli aloud in 
a normal and fast speaking rate. 

4. ANALYSIS AND RESULTS 
Two phonetically trained listeners 
independently marked pitch accent 
positions and boundaries in the 
relevant parts of the material..A 
third judge gave decisive judge- 
ments in those cases were the 
other two markers did not agree 
(13%). The first author transcrib— 
ed the pitch configuration at 
each boundary in terms of the 
Dutch intonation grammar [ 3 ] .  

TABLE 1. Frequency of plus and 
minus accent scores in normal (N) 
and fast (F) speaking rate for the 
five grades of predicted optional— 
ity (DEMB, c f .  section 3 ) .  

no accent accent 
DEMB N F N F 

1 — - 48 48 
2 6 1 42 47 
3 42 39 6 9 
4 1 3 47 45 
5 4 5 44 43 

TABLE 2. Frequency of plus and 
minus accent scores in normal (N) 
and fast (F) speaking rate for 
words containing new information 
(INFO 1),  sentence-initial (INFO 

insignificant (2-.034, p-.488). 
The same type of statistic anal- 
ysis was performed on the data in 
table 2.  Again, the factor spea- 
king rate proved insignificant 
(z——.024, p-.492). 

TABLE 3. Total number of potential 
boundaries (N), percentage of 
boundaries realised in a normal 
speaking rate and percentage 
thereof deleted under time pres- 
sure, broken down by seven types 
of I-boundary (IB, c f .  section 3 ) .  

2) and sentence-medial given 
information (INFO 3 ) .  

no accent accent 
I N F O N F  N F  

1 27 39 165 153 
2 — - 24 24 
3 4 3 20 21 

A.hierarchical loglinear analysis 
of the data in table 1 shows that 
the effect of speaking rate on 
accent placement is 

IB realised deleted N 

1 ]R 100 % 2 % 42 
2 [O  80 % 13 % 30 
3 ]O 96 % 9 % 24 
4 IN? 58 % 61 % 114 
5 S '  64 % 57 % 36 
6 ( [ S ' )  67 % 38 % 12 
7 [PP 34 % 77 % 90 
8 ß 3 % 77 % 846 

The strongest reduction in boun- 
dary marking occurs at ordinary 
word boundaries (ß) and at the 
beginning of prepositional phras- 
es. The end of a root sentence is 
almost always marked, as are the 
edges of appositions and nonres- 
trictive relative clauses. In 
between lies the group of optional 
I ' s ,  extended with the category 
' S '  in NP'. ANOVA shows that the 
effect of I—boundary type is 
significant, F(7,231-17.6). 
p<.001. Newman—Keuls post hoc 
analysis shows further that there 
are no internal differences among 
the obligatory boundaries (types 
1,2,3),  nor among the optional 
boundaries (types 4 ,5 ,7 ,8) .  
However, type 6 ( ' S '  in NP') does 
not differ from either of these 
two groups (p<.05). 

In both normal and fast tempo- 
conditions approximately 95% of 
the perceived boundaries received 
a boundary marking pitch movement. 
NOrmal/fast boundary pairs were 
subjected to a further analysis, 
exploring the possibility that 
complex boundary marking pitch 
movements used in normal speech 
would be replaced by simpler 
movements in fast speech. Typical- 
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1y, the type of pitch movement 
remains the same in both Speaking 
rates, with the following excep- 
tions: 
— If a boundary marking rise 
( ' 2 ' ,  c f .  [ 3 ]  p 73) is followed by 
a declination reset, generally the 
reset vanishes in fast speech. 
— When the boundary is marked by 
a late rise plus a non prominence 
lending fall ( ' ZB ' ) ,  approximately 
a third of these boundaries gets 
the simpler configuration of high, 
declination plus fall ( 'BB' ) .  

5. CONCLUSIONS 
we reject hypothesis 1: when 
reading aloud fast, speakers do 
not economize on the number of 
pitch accents placed on embedded 
exponents. we also reject the 
second hypothesis: the accent 
distribution on given information 
is the same in both speaking 
conditions. Simply counting the 
number of pitch accents realised 
under time pressure is apparently 
not sensitive enough a method to 
bear out differences in communica- 
tive importance of pitch accents. 

The third hypothesis can be 
accepted. When a speaker is under 
time pressure, the number of 
boundaries dropped is approximat- 
ely 40%. Boundaries disappear 
mainly at optional I-boundaries, 
i.e. FO-markers on optional 
boundaries are more likely to 
disappear under time pressure 
than markers of obligatory boun— 
daries. 0f the PP-boundaries one 
third are marked, which indicates 
that prepositional phrases can 
play a role in restructuring I ' s .  
Two thirds of the positions with 
the structure ' [ S '  in NP' are 
marked by a boundary in the normal 
speaking condition, forcing us to 
abandon the linguistic restriction 
that disallowes the formation of 
I-boundaries at the beginning of 
an embedded sentence, that inter— 

_rupt a noun phrase. 
Finally, boundary marking pitch 

configurations tend to be simpli- 
fied when the boundary remains in 
fast Speech. Changes in shape of 
accent and boundary marking pitch 
movements will be the objects of 
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our future research; as a first 
approximation we shall examine 
differences in excursion size of 
pitch accents in relation to our 
linguistic hypotheses. 
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2.  we abstract from the prob- 
ability of a pitch accent on the 
indicated positions. 
3 .  In sentence final position 
it is not possible to accent a 
constituent containing given 
information [5 ,  p 1521]. 
4 .  we use this term for both 
root sentences and “obligatory 
1 's" .  
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APPROFONDISSEHEHTS SUR LA CO-VAR DOUBLEHENT CQNSONANTIQUE DANS CERTAIIANÈHËÈAIË‘E‘CRËSÊO 
21-- T&LIENS 

Amedeo De Dominicis 

Université de Pise, I ta l ie 

In [1 ]  dABSTRACT 
an [ 2 ]  I show in some I ta l ian dialeggstth: occurrence o f  the phono— logical phenomenon called Raddoppiamento Fonosintatti— co (+RF) i s  marked by an F0 contour; i t  d i f f e r s  from the one which is superimposed upon the contexts where the RF lacks ( - R F ) .  These tonal features are not redundant kind. For thïî  _purpose, I propose an experiment dealin g w i t  synthetic speech. The goa? is  to ve r i f y  i f ,  by 1:23: fying F0 upon +RF con— s, speakers reco —RF and vice versa. gnize a 

à .  HYPOTHESES 
ans [ l ]  e t  [ 2 ]  e l 'hypothèse suivaätefroââââ de nombreux dialectes, le RF sera i t  conditionné par le  contour intonatif r e la t i f  au contexte phonologique immédiatement contigu & la  consonne a f f ec tée  par le  phénomène (contexte V$C:V)  La nature de ces t ra i ts  intonati f s  e s t  contrastive c ' e s t  & dire qu ' i l  n 'ex iste pas un seul contour tonal du RF qui soit.  valable pour tous l es  dialectes: dans chaque dialecte, la manifestation du RF ( e  contextes VÇC:V)  es:  accompagnée d '  intonatif  undifgîîzâïï toutefois & l'intérieur d'un 

même dialecte, ce con e s t  tout & fa i t  different”: celui. qui accompagne les contextes phonologiques où le  RF ne se manifeste pas (contextes VQCV). 
Les travaux cités laissaient en suspens Inn question: celle qui concerne le  statut théorique soit du contraste tonal entre contextes ViC:V e t  ViCV soit de la  relat ion entre ce contraste e t  le phénomène du RF & l ' in tér ieur  d 'un même dialecte. - I l  s 'agit d 'é tab l i r  s i  le  contour intonatæ-L-‘f es t  simplement un trait redondant du RF. ou bien s ' i l  es t  — comme je  le crois - un trait distinctif e t  une contrainte de la manifestation du RF dans le cadre d 'un dialecte donné. Ici je me propose de rendre compte de la vérification 

que j ' a i  conduite a ce su je t .  

2 .  MATERIAUX 
Les matériaux ut i l isés sont trois phrases extraites de l'enregistrement du récit populaire de "Saint Pierre e t  le jambon” (de [ 3 ] :  2 7 5 ) .  Le réci t  est produit par la voix' d 'un locuteur parlant le  dialecte d'Introdecqua ( A 0 ) ,  dans les Abruzzes. Introdacqua est  un village où le dialecte e s t  encore for t  enraciné. 
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A la suite d'un travail 
d'analyse spectrographique 
que j ' a v a i s  conduit dans ma 
recherche précédente sur ce 
dialecte [ l ] ,  j ' a v a i s  
remarqué que dans l a  plupart 
des cas la  s i tuat ion e s t  l a  
suivante. Le type VfiCV e s t  
l i é  & un contour de F0 plat, 
tandis que le  type V#C:V 
l ' e s t  au ton descendant. 

Le corpus se base sur 
un exemple du type V#CV 
( ' a ä p a ) :  / tu p rasot ta  ne j 
' a  parduta prOprja nafuna/ 
( ” ce  jambon, vraiment 
personne ne l ' a  perdu"); e t  
un exemple du type V#C:V 
( a # ' j j e ) :  I r i j ' e t t  a ' j jesa 
'krajta/ ( " i l  retourna & 
Jésus—Chr is t ” ) .  

3 .  EXPERIENCE 
30 su je ts  ont part ic ipé & 
l 'expérience. C'étaient tous 
des habitants d'Introdacqua, 
âgés de 27 & 80  ans. I l s  ont 
é t é  c lassés  dans t rois 
groupes d'âge, établis par 
certaines conventions: 10 
" jeunes" ( 5  hommes e t  5 
femmes), de 27 & 35 ans: 10 
"adultes” ( 5  hommes e t  5 
femmes), de 36  & 45  ans; 10 
"personnes âgés"  ( 5  hommes 
e t  5 femmes),  de 46  & 80  
ans. 

Chaque su je t  a écouté 3 
couples de phrases. Les 
phrases avaient é t é  
partiellement manipulées, & 
l ' a i de  d 'un  éditeur de 
parole synthétique, en ce 
qui concerne l e s  valeurs de 
durée e t  de F 0 .  Ces valeurs 
ont é t é  opposées du point de 
vue de leurs e f f e t s  
percept i fs .  

Le gggglg_l se base sur 
le  matér ie l :  I r i j ' e t t  a 
'}jess 'kroftal. La phrase 1 
est  le signal original a ton 
descendant sur lafi ' i ie l .  
donc un exemple du type 
VÜC:V ( c f . [ 1 ] ) ;  la phrase 2 
présente une modif icat ion du 

ton sur Iai ' j je/  qui es t  
ascendant, tandis que la 
durée de la  consonne 
af f r iquée ( j )  res te  
inchangée. 

Le gggglg__z se base 
toujours sur I r i j ' e t t  a 
' j jesa 'krajtal. Dans la 
phrase 1 le ton sur la i ' }§e/  
e s t  inchangé: i l  es t  
descendant: par contre, la  
durée de la consonne 
af f r iquée ( j )  es t  modif iée: 
elle est  réduite de moitié. 
Dans la  phrase 2 l e  ton sur 
Ia t ' j j e /  es t  modi f ié :  il es t  
ascendant; la  durée de la  
consonne af f r iquée ( j )  es t  
inchangée. 

Le gogglg ; se base sur 
le materiel IItu prasotta ne 
j ' a  parduta preprja 
nzfunal. Dans la phrase 1 le 
ton sur l 'a#parduta/ est  
modi f ié :  descendant: la 
durée de l a  consonne 
occlusive ( p )  es t  inchangée. 
Dans la  phrase 2 l e  ton sur 
l 'afiparduta/ est  inchangé: 
i l  e s t  p lat ;  en revanche, la  
durée de la  consonne 
occlusive ( p )  e s t  modi f iée:  
e l le a é t é  doublée. 

Aprés  avoir  écouté le  
couple 1, l es  su je t s  
devaient indiquer la  phrase 
où l i l  dans la ' j jesa/  est  
plus long. I l s  devaient en 
fa i re  autan avec le  couple 
2 .  Par contre, aprés avoir 
écouté le couple 3, i ls  
devaient indiquer la  phrase 
où lp /  dans l ' a  perduta/ es t  
plus long. 

4 .  RESULTATS ATTENDUS 
Le but de ce t te  expérience 
est  de vér i f ier  si ,  par 
suite d'une modification de 
l ' in tonat ion sur les 

- con tex tes  +RF, les su je ts  
arr ivent & percevoir un —RF 
e t  vice versa. _ 

La réponse attendue es t  
toujours la  phrase 1 dans 
les  t ro is  couples. 
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5 .  RESULTATS 

Tableau 1: TOTAL. 
Ph 1 Réponses 

rase Phrase 2 Abst Couple 1 17 ( 57%)  2 ( 6 % )  11 (âgäion gouple 2 11 (37%)  4 (13%) 15 ( 5 0 % )  ouple 3 14 (47%)  7 ( 2 3 % )  9 ( 3 0 % )  

Tableau 2 :  JEUNES. 
Ph 1 Réponses 

rase Phrase 2 Ab Couple 1 4 ( 4 0 % )  0 6 :znlon 2h 2 f  3h 3 f  Couple 2 4 (40%) 0 6 (60%) C 2h 2 f  3h 3 f  ouple 3 2 (20%) 4 (40%) 4 (40%) 2h 2h 2 £  In S t  

Tableau 3 :  ADULTES. 
Ph 1 Réponses 

rase Phrase 2 Ab t Couple 1 5 ( 5 0 % )  0 5 ?Säzfion 5 f  5h Couple 2 0 Îh (20%)  8 ( 8 0 % )  
I f  4h 4 £  Couple 3 5 ( 5 0 % )  2 ( 2 0 % )  3 ( 3 0 % )  5 f  2h 3 f  

Tableau 4 :  PERSONNES AGtES. 
Ph 1 Réponses 

rase Phrase 2 Ab Couple 1 8 ( 8 0 % )  2 ( 2 0 % )  0 stention 4h 4 f  1h l f  Couple 2 7 (70%)  2 ( 20%)  1 ( 10%)  Cou 1 3 3h 4 f  1h l f  1h p e 7 ( 7 0 % )  1 (10%)  2 ( 2 0 % )  - 4h 3 f  1h 2 f  

Tableau 5 :  HOMMES. 
Ph 1 Réponses 

rase Phrase 2 Ab t gouple 1 6 ( 4 0 % )  1 ( 6 % )  8 Î5î ï î ion coupîe 2 5 ( 3 4 % )  2 (12%) 8 ( 5 4 % )  oup e 3 6 ( 4 0 % )  5 ( 3 4 % )  4 ( 2 6 % )  

Tableau 6 :  FEMMES. 
Ph 1 Réponses 

rase Phrase 2 Ab t t Couple 1 11 ( 7 3 % )  1 ( 6 % )  3 Î2 Î2 )1on Couple 2 6 ( 4 0 % )  2 ( 1 2 % )  7 ( 4 8 % )  Couple 3 8 ( 5 4 % )  2 (12%)  5 ( 3 4 % )  

1€30 

On formulera les 
remarques suivantes: 
- Une forte abstention 
surtout chez les " jeunes" 
e t  les "adultes” (en 
particulier "hommes" plutôt 
que ”femmmes"). 
- Un fort matching des 
résultats obtenus avec ceux 
qu'on attendait, en ce qui 
concerne la catégorie des 
”personnes agées". 
- Noindre abstention e t  
meilleur matching avec les 
résultats attendus, en ce 
qui concerne les réponses 
de la catégorie “femmes" 
par rapport a cel le des 
"hommes”, mais seulement 
dans la catégorie d'age 
“adultes". 

6 .  CONCLUSIONS 
— L'hypothèse es t  validée 
du moins dans le groupe 
”personnes agées" .  
- Naturellement les 
résul tats obtenus sont plus 
eloignés de ceux qu'on 
attendait dans le cas du 
couple 2 e t  encore plus 
dans le cas du couple 3 .  
Hals tous ceci ne constitue 
pas un problème, car la  
complexité de la  tache 
croi t  dans le couple 2 e t  
surtout dans le couple 3 .  
— I l  faudrait se demander 
pourquoi les résul tats  sont 
aussi di f férents entre 
”personnes agées" d 'un côté 
e t  "jeunes—adultes” de 
l 'autre. 
En outre ces données 
montrent une dif férence 
frappante entre les 
réponses des hommes et  
celles des femmes du groupe 
"adultes". 
Probablement, il s ' ag i t  
simplement . d'une issue 
classique des études 
dialectologiques e t  
sociolinguistiques: 
a )  la norme dialectale est  
gardée plutdt chez les 
locuteurs plus agée: les 
autres, plus jeunes, 
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présentent des 
interférences aVec la  langue 
standard. 
b )  l es  femmes montrent 
généralement. une at tent ion 
e t  un comportement 
linguistique plus soigné 
que les hommes, qu ' i l  
s 'ag isse de vér i f icat ions 
ayant pour ob je t  l a  
compétence linguistique 
standard, ou qu ' i l  s 'ag isse  
de semblables véri f icat ions 
perceptives ayant toutefois 
pour ob je t  l e  d ia lecte 
local ( c £ . [ 4 l :  91).  En 
particulier, dans un 
contexte social dominé par 
l 'émigrat ion masculine, 
comme celui d'Introdacqua, 
les femmes "adultes" sont 
les  seules qui restent e t  
gardent la  norme 
dialectale, que les  hommes 
” jeunes" e t  "adul tes" ne 
maîtrisent plus car, en 
général, i ls  ne rentrent au 
vil lage qu 'a  l 'occas ion des 
vacances. 
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EFINITION, DE TEXTE FRANCAIS SOUS TROIS CONSIGNES DIFFERENTES 

G. Caelen-Haumont 
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This pa . ABSTRACT _ per arms at puttin forw pitch parameter, which gis theala‘llisollgg value of the Fo gradient in the lexical word. Three sets of reading instructions which become more and more exactin With regard to discourse intelligibility do not upset this parameter prevalence 'but nevertheless exert a significant modulation on the distribution of the three paramet analysed in this study. ers 
äé Inl‘RODUCTION , n ra ement les études ui orten } analyse du pitch (ou Fo)ils’apliauientt :::: es valeurs moyennes calculées sur l’en— semble de la voyelle, sur la partie stable centrale [5], ou aux deux-tiers [4]. Parfois encore 3 références sont prises aux gonuères et au centre de la voyelle [3] 1 ans ] étude que nous avons menée-sur es relations de coïncidence numériques gig-122333215681 prédictifs (2 syntaxiques , pragmati ue : mètres prosodiques [2], sont? Êträîoîäîs gutre les paramètres de l’énergie et de la “urée, et les paramètres mélodi ues classrques” du. maximum de Foq(ou oM) et Fo moyen (ou Fom), un nouveau ptaËamètre mélodique qui s’est révélé très e rcace, à savorr la valeur absolue du Ëäîîrlrîgttrede F3 (ou lAFol). Ce nouveau e . unités lexicalésfms cette étude relatif aux 

L’ex éri ' p mentanon porte sur un texte' de 
. Le texte est le suiv - " ’ ' biologistes et d’éminents zooîggiste D éminents gm créé pour des vers géants unnouveau phylum ans actuelle classification des nombreuses espèces vrvantes. Ces longs vers prospèrent sur le plancher mann des zones sous-marines profondes Des sources thermales chaudesîy maintiennent une température moyenne élevée." 

Communication Parlée SERG, Grenoble , France. 

30 mOt‘s‘ lexicaux composé de 3 phrases et de 11 groupes minimaux”. Nous rap- pelons [ ]] que ces groupes rninimaux sont défims syntaxiquement et prosodique- ment comme les groupes syntaxiques de plus bas niveau, immédiatement supé— rreurs à la structure superficielle, éven— tuellement associés avec le groupe syntaxrque suivant de manière à former une structure de S syllabes, nécessaire et suffisante pour l’autonomie prosodique du groupe. Trois consignes de lecture ont été présentées a12 locuteurs (1° lecture naturelle et rntelligible 2° lecture très intelligible 3° lecture très très intelligible pour un ordinateur). Avant l’enregis- trement, les mots les plus spécialisés ont été explrcrtés, si besoin était, car l’expéri- mentatron ne portait pas sur la compré— hension du texte, mais sur la commu- nication de cette compréhension autre- ment drt, sur le “faire—comprendrc’î Les 36 enregistrements organisés en base de données, ont été segmentés et étiquetés par un expert—phonéticien. 
2. CHOIX DE IRÎIËELODIQUES S PARAMETRES 
’ tude dans son ensemble anal se 14 paramètres mélodiques qui se subdivisent en 3 types (valeur absolue du gradient de 0, maximum de F0 et Fo moyen) en trors localisations (ensemble du mot syllabe finale, “contour”), et deux con: textes de reference (le texte et la phrase). Ces contextes de référence définissent en fait deux espaces de réduction des valeurs numériques, réduction qui concerne aussi ten les modèles que les paramètres mélodiques. Compte—tenu de la petite part e connaissance que véhicule chaque modèle pris isolément, et de toutes les sources de variabilité tant linguistiques qu extra-linguistiques, un espace à quatre 
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niveaux nous a semblé correspondre à un 
juste compromis- 
L’ensemble de ces combinaisons aboutit à 
18 paramètres, mais le nombre a été réduit 
à 14 par suppression de Fo maximum et 
Fo moyen dans le contour et dans les 
deux contextes de référence. 
En outre de manière à rendre égales les 
conditions de sélection de ces divers 
paramètres en vue d’une comparaison 
inter-locuteurs, les frontières des items 
ont été localisés à l’écran en prenant soin 
de ne pas relever aux bornes de ceux-ci, 
—— qui sont souvent le lieu des valeurs 
numériques extremes—, les unités phoné- 
tiques réputées non voisées, de même que 
les 151 qui leur sont postérieurs, le 
voisement du premier ou l’existence du 
second relevant de la variabilité locuteurs. 
Dans cette communication nécessairement 
réduite par rapport à l’autre [2], nous 
n’envisagerons que les 3 types de para— 
mètres (lAFol, FoM, Fom) en neutralisant 
contextes de référence et localisations. 

3. CRITERES DE REALISATION 
DES PARAMETRES. CONTEXTE 
DES PHRASES 
Le paramètre AFo est certainement le 
paramètre le plus délicat à réaliser pour le 
locuteur dans la mesure où il exige de 
positionner au sein des pentes mélodiques 
croissantes et décroissantes le temps de 
quelques ms deux cibles qui sont à la fois 
par rapport au mot lexical. des extrema 
absolus (et relativement inverses), et par 
rapport à la chaîne mélodique de la phrase 
et du texte, des extrema relatifs. Lorsque 
pour une raison 'ou une autre, l’effort est 
trOp grand, les locuteurs positionnent une 
des deux cibles,_en l’occurrence le maxi- 
mum de Fo, en une position clé du mot 
lexical. Lorsque ces conditions sont en- 
core trop difficiles, il suffit alors d’ajuster 
au besoin par approximations successives . 
grâce au feed-back, les valeurs mélodi- 
ques moyennes du registre voulu pendant 
l’énonciation des unités phonétiques voi- 
sées du mot, soit un temps considé- 
rablement plus long. Ces 3 paramètres 
|AF0L FoM et Fom semblent en fait se 
comporter comme les avatars progressive-— 
ment détériorés d’un même processus. 
En ce qui conce'rne les phrases du texte, 
on remarque que la phrase 1 a la propriété 
à la fois d’être la plus longue (de l’ordre 
de deux fois) et de détenir les mots les 
plus spécialisés. La phrase 2 possède le 
lexique d’accès le plus facile. La phrase 3 

est la plus courte mais présente une 
information inattendue. ' 

4. METHODOLOGIE D’ANALYSE 
Les combinaisons modèle/paramètre of- 
frant le plus grand nombre de coïnc— 
dences ayant été retenues, le principe 
d’analyse consiste à suivre d’aussi près 
que possible l’évolution de la distribution 
des modèles et des paramètres qui leur 
sont liés. Le groupe minimal est l’élément 
de base, nécessaire et suffisant, pour être 
la cible d’un changement de stratégie, 
mais dans la majeure partie des cas, il se 
combine à d’autres pour former des 
macro—structures signifiantes qui foumis— 
sent précisément le support à l’expression 
de la stratégie mise en oeuvre par le 
locuteur. 
Dans ces conditions, la méthode de travail 
consiste à sélectionner pour le premier 
groupe minimal, la meilleure combinaison 
modèle prédictif l paramètre mélodique, 
—-meilleure au sens numérique—, et 
ensuite à trouver pour le ou les groupes 
suivants, le meilleur compromis entre ces 
meilleurs taux de coïncidence et les 
principes de cohésion et de cohérence du 
système qui poussent à conserver le cadre 
conceptuel et mélodique, c’est—à-dire le 
meilleur compromis entre la dynamique et 
l’économie du système. 

4. RESULTATS 
L’étude présente se limite à l’analyse 
générale de la distribution des paramètres 
mélodiques tous locuteurs confondus, en 
fonction des consignes de lecture et des 
phrases. Nous comparerons les para— 
mètres sous l’angle de leurs pouvoirs 
explicatifs. 
Le graphique 1 ci—dessous présente les 
pourcentages moyens relatifs des trois 
paramètres, toutes phrases confondues, 
en fonction des 3 consignes. Alors que les 
débits moyens ralentissent très sensi- 
blement, nous constatons que les effectifs 
des consignes 1 et 3 restent voisins. Les 
débits de parole (plus pauses) varient en 
effet tous locuteurs confondus, respec- 
tivement de la consigne l à la 3, de 2.23 à 
1.82 puis à 1.05 mots / seconde. Il ressort 
des pourcentages que le paramètre lAFol 
correspond en consignes l et 3, à 58 ou 
59% des observations tetales des 3 para- 
mètres, alors que Pom ne compte que 15 a 
17% de celles-ci. FoM quant a lui, reste 

. très stable puisqu’il recueille 25 et 26% 
effectifs, score invariant en consigne 2 
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Graphique n° l : Pourcentages moyens relatifs des groupes minimaux tous locuteurs confondus, toutes phrases confondues, en fonction des trois types de paramètres mélodiques, Valeur absolue du gradient de F0 (ou ldFol), Maximum de F0 (ou FOM et F (ou F0m). ) 0 moyen 

(25%). Par_ rapport aux effectifs des autres consrgnes, la consigne 2 cpère donc une augmentation de ceux de lAFol (68%) au dépens exclusif de Fom (7%). L évolution de la distribution des effectifs des nom paramètres montre donc dans l_ensemble_et indépendamment de l’évolu— tion de la distribution des modèles linguis- tiques, que l’effet des consignes de lecture, s il Joue considérablement sur le débit de parole, ne modifie pas du tout au tout le choix des paramètres. La consigne 2_ toutefors représente une réponse (ver- sion paiarriètres mélodiques) à la première exigenced augmentation de l’intelligibilité en favonsant au prix de la difficulté de réalisation, le paramètie le plus délicat à 
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Graphique n° 2 à 4 : Pourcentages 
moyens relatifs des groupes minimaux 
tous locuteurs confondus en phrase l 
(graphique 2), en phrase 2 (graphique 
3), en phrase 3 (graphique 4) , en 
fonction des 3 consignes de.-l’énoncé et 
des t ro is types de paramètres 
mélodiques, Valeur absolue du gradient 
de F0 (ou lAFol), Maximum de F0 (ou 
FOM) et Fo moyen (ou FOm). 

mettre en oeuvre, IAFoI. La consigne 3 
apporte une autre solution qui ramenant les effectifs des paramètres à ceux de la 
consrgne l, privilégie, indépendamment 
du domaine conceptuel des modèles linguistiques étudié par ailleurs [2], le parametre durée de réalisation des unités 
phonétiques et des pauses. 
Les graphiques 2 à 4 montrent l’effet des 
consrgnes sur chacune des phrases. Le graphique 2, très proche du graphique l, maximalise les effectifs de lAFol avec 
respectivement 63 à 61% des effectifs totaux pour les consignes ] et 3, et 72% pour la consigne 2. 
Le graphique 3 montre que la distribution 

184 

des effectifs en consigne 1 est globa- 
lement intermédiaire des effectifs des 
consignes 2 et 3. De manière générale les 
effectifs de lAFol sont, quelle que soit la 
consigne, toujours inférieurs (la four- 
chette est comprise entre 40 et 62%) à 
ceux de la phrase 1. Il est intéressant de 
constater que cette dégradation se fait au 
profit du paramètre qui ne requiert pas le 
moins d’attention puisque Fo maximum 
connait une nette progression au dépens 
également de Fo"moyen. La 'consigne 3, la 
plus contraignante de toutes, révèle une 
perturbation assez remarquable puisque, 
exceptionnellement, FoM recueille les 
pourcentages les plus grands (42%) au 
détriment de lAFoI (40%), évolution néga— 
tive qui alimente aussi Fom (18%). 
Le graphique 4 qui illustre la phrase 3 est 
caractéristique. Dans les conditions de 
lecture naturelle ‘et intelligible (consigne 
1), les effectifs de IAFol sont toujours 
prédominants, mais depuis la phrase ], ils 
ne cessent de décroître, ce qui peut 
facilement s’expliquer par les caracté- 
ristiques des phrases elles-mêmes ou 
encore l’effet fatigue (respectivement 63% 
-> 54% -> 50%). Lorsque les consignes 
de lecture exigent plus d’intelligibilité, le 
contrôle de l’utilisation des paramètres se 
révèle plus ferme. Il s’opère alors un re- 
tournement de tendance et les effectifs de 
IAFoI augmentent sensiblement (50% —> 
70%) au détriment exclusif de Porn (36% 
-> 15%). La consigne 3 prolonge l’effet 
en augmentant encore les effectifs de IAFol 
(70% —> 81%) au dépens de Fom mais 
aussi de FoM et dans les mêmes 
proportions (15% -> 9%). 
Si l’on analyse ces résultats 'en prenant en 
compte d’une part la succession des 
phrases et leurs caractéristiques propres, il 
apparaît que 1° le contenu de l’information 
de la phrase 1 est communiqué avec une 
grande attention en utilisant dans la 
proportion globale de 2 fois sur 3, le 
paramètre de IAFol 2° dans les conditions 
de lecture naturelle et intelligible, l’effet 
d’un contexte moins difficile (et sans 
doute aussi de la fatigue) se fait progres— 
sivement sentir de la phrase 1 à la phrase 
3, détériorant progressivement les perfor— 
mances de lAFol 3° une consigne de 
lecture “moyennement” contraignante 
(lecture très intelligible) a pour effet de 
potentialiser en moyenne les ressources 
des locuteurs et d’augmenter très sensi— 
blement la proportion de lAFoI dans les 
phrases 2 et 3 4° une consigne encore 

plus stricte (lecture très très intelligible 
pour un ordinateur) a inversement l’effet 
de radicaliser les comportements de la 
consigne l, en accusant fortement la 
détérioration attestée en phrase 2, mais 
inversement le relâchement substantiel de 
la tension en cette phrase 2 a pour effet de 
recréer les conditions favorables à une 
attention plus soutenue en phrase 3, ce qui 
est effectivement réalisé comme le montre 
la sélection massive de lAFol (81%). 

5. CONCLUSION 
Cette communication a révélé l’efficacité 
d’un nouveau paramètre mélodique, qui 
se définit dans le cadre du mot lexical, et 
qui est la valeur absolue du gradient de 
Fo. Ce paramètre est sélectionné par les 
locuteurs dans les proportions globales de 
2 fois sur 3, alors que le maximum de F0 
représente aussi les deux—tiers des effec- 
tifs restants. Des consignes de lecture plus 
contraignantes ne remettent pas générale- 
ment en cause sa suprématie mais 
modulent de manière significative la dis— 
tribution des effectifs de ces 3 paramètres. 
Ce paramètre possède la propriété d’expri— 
mer de la manière la plus adéquate, la 
relation entre d’une part l’organisation 
cognitive des informations (approximées 
par les modèles) et d’autre part l’orga- 
nisation mélodique de la chaîne parlée, 
mais mobilisant de ce fait fortement les 
facultés d’attention des locuteurs, il est 
nécessairement relayé par d’autres para- 
mètres moins exigeants, mais aussi moins 
expressifs. 
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2.THE FUNCTIONING OF PROSODIC another. At  the same time 
DYNAMIC MODEL OF PROSODY IN TH g UNITS structures serve as patterns 

SYSTEM OF SPEECH PRODUCTION E ? The specific function of pro- ( rules ) of grouping 
â sody in language is  to inte- microprosodemes and when op- 
f grate segmental units into posed to one another, form a 

A .  METLYUK ; larger segments on all the paradygm in each subsystem. 
î levels of speech production — Besides the elements and 

M the level o f  the syllable, structures as units of 
INSK STATE PED the word level and the ut te-  expression. the prosodic 

or pongxägOEÄfiääAägnTUTE rance level —, to transform a subsystem ( tonal in parti- 
segment into a unit of a high- cular ) contains semantemes 
er level and to differenti- i . e .  generalized meanings of 
ate segments. But the distinc- definitenesslindefiniteness. 
tive function is not charac- finality/nonfinality, comple- 

ABSTRACT system teristic of all the units and teness/incompleteness, etc.  
Th more com Îï°rdinat°d by the levels of prosodic hierarchy. The prosodic mechanism of 

e units of all the subsys- °°°iet B cated system ”men- In thése three functions pro— language is aimed at establi- 
tems.°f language, prosody in Which yi reality ” (  part of sodic units are qualified as shing relations between the 
paËtICUIar. are viewed in d t s language itself). unilateral units of expres- formal and the semantic units 
this paper as subprocesses or târermines the Position.struc- sion. of  prosody, i . e .  a t  the pro- operations in the complex the9 :nd functions °: ‘11 Unlike these. the prosodic duction of the prosodic speech production mechanism. systgn ts cf the Particular units of  the utterance ( e.g. structure of the utterance or Each Operation is determined lan a?” and subsystems °f tonemes, contouremes ) func- that of its meaningful part. 
Y i ts aim. so the hierarchy In 3 ge. tion as linguistic signs and, Utterance prosody is formed of the units follows the hie- retiurlexperimental and th°°' consequently,take part in the by the interaction of all the rarchy of  the aims. The ope- Brelca §tudieg °f English. production of both the formal prosodic subsystems. starting 

Eaälon? are reproduced repea— prosgâïs°1°n and Russian and the semantic structure of from the level of the syl- 
F le  1Y 1n the functioning of of th: units the Position the utterance. lable. and stands out as a 

g anguage, and the mechanism i t ,  Prosodic system and The interaction of  different polycomponental and poly- . of the relations of the units a Components ' temporal, subsystems of prosody in functional sign unit. 
remains invariable.irrespect— acgentual, rhythmic, tonal fulfilling the common The processual character of 
ive °f the functional state dfifi pausal subsYstems - is - communicative task is all the prosodic units is 
of the system. systzgd fas parallel to the determined by their identical conditioned by the syllable — 

( Contest ?nilater31 semantic structure on the one hand, the basic point of prosody. 

1 IN system f units and th’ and by the specific quality Due to the integrative 
L .  TRODUCTION units ° bilateral, sign and functions of their units. quality of i ts temporal com- 

anguage as a system of of on the horis‘mtfll plane on the other hand. Common to ponent ( syllablechroneme ) 
à speech Production is dynamic othspeeCh PrOduction, On th° all the subsystems is the i t  demonstrates the mechanism not only diachronically but r lîr hand 1t function, pa- - presence of  two types of  of  the interaction between 

synchronically as well; i t  n: el to the system Of Pho' units — elements ( micropro- phonemes and prosodemes. The 
changes the structural and a 3°” on the Vertical plane sodemes ) and structural syllable chroneme is the functional state of  i ts units 1ntt forms together with the complexes o f  elements or elementary unit of the tempo- 
in accordance with the ; er ' the hierarchy of " phonological syntagms " ral subsystem of prosody [ 2 ] .  
thOught °°ntent.commun1cative p analogical units Of lan- ( macroprosodemes ) . It forms macrOPrOSOdemes ' 
Puïport and the situation in îËage [11° The f i r s t  type includes temporal structures ( o f  words, 
"h1Ch the intercourse takes m present there is no acree- syllable chronemes,accentemes. rhythmic units, intonation Place. tânt among linguists as to tonemes. The second type is groups, utterances) and indi- 
The main factor that forms re set or distinguiflhlble represented by temporal. ac- cates the tempo of speech. 
language as a systemic object Eioaodic units and the ”91" centual. rhythmic and tonal The temporal (syllabic) 
is its function (81m).that is h°n°1 between them in the structures. The structures as structure of the word is 
the production of the text or :hîno ogical hierarchy, In syntagmatic units contain the transformed into the minimal 
the utterance, treated as a to sipaper I make an attempt rules of positional and combi- unit of the rhythmic subsys~ 
Ëlnimal text. In Other words g ve my interpret‘t10n Of natory variation of micro- tem - the rhythmic group - 
lt is the actualization anâ prosodic units as ”ell " -l prosodemes as well as the when rhythm is stress-timed. 
materialization of the ggneral presentation °! the variation caused by the inter- The new. temporal quality of  
thought content in a given sy::e;f1a proc°"“‘1 Prosodic action of one subsystem with rhythmic groups. as minimal 
s tuation. The aim of  the languagen the functioning of 
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units of utterance rhythm is 
their relative isochrony. 
which does not depend on the 
number o f  the syllables, 
whereas in the temporal struc- 
ture of words and rhythmic 
groups viewed as macroproso- 
demes this factor is signi- 
ficant. When rhythm is 
syllable-timed the syllable 
chroneme functions as a 
minimal unit. 
Actually. the rhythmic struc- 
ture is derived from the 
interaction of the temporal 
and accentual structures. 
The relations between the ac— 
centeme, the two parallel 
structures and the sign they 
constitute take the form of  a 
structural frame, or a cell 
in the general structure o f  
language, thus demonstrating 
the principle of  organization 
of a particular subsystem on 
the horizontal plane and the 
interpenetration of  adjacent 
subsystems on the vert ical 
plane.The number of  the cells 
on each level correlates 
with the number of the micro- 
prosodemes that take part in 
the production of  the sign 
unit. The higher the level. 
the larger the number of  
the prosodic units. 
So in the process of organi- 
zation of  the utterance the 
prosodemes of  a lower level 
( both elements and struc- 
tures ) provide a basis for 
the prosodemes of a higher 
level:  the syllable chroneme. 
as a measure o f  linguistic 
time, conditions the occurren- 
c e  o f  the accenteme; the ac— 
centeme initiates the toneme. 
Similar are the links between 
the structures o f  these uni ts,  
whereas the structures o f  one 
subsystem acquire the status 
o f  minimal units on each 
higher level .  A particular 
subsystem on each level  can 
therefore be regarded as a 
two - level subsystem with 

dynamic objects (Cf [ 3 ] ) .  

3 .  CONCLUSION 
The systemic description of 
prosody. i . e .  the functional, 
elementaristic and structural 
analyses combined make it 
possible to give a more 
precise presentation of 
prosodic hierarchy as: 1) a 
hierarchy of  the prosodic 
subsystems conditioned by the 
levels o f  speech production: 
2)  a hierarchy of the 
subsystems on each level of 
speech production: 3) a 
constitutive hierarchy of 
micro- and macro—prosodemes: 
4 )  a subordinative hie- 
rarchy of  microprosodemes 
within macroprosodemes. 
Moreover. i t  permits to re- 
consider such linguistic prob- 
lems as speech segmentation. 
semantic structures,variant - 
invariant relations. 
The units of  the prosodic sys- 
tem as subprocesses in the 
complex mechanism of  speech 
production can be presented 
in the form of  algorhythms. 
which can be helpful in deal- 
ing with problems of applied 
linguistics. 
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ON THE DISCOURSE FUNCTION OF INTONATION 

Dieter Huber 
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ABSTRACT 
This study explores the differences 
between discourse intonation and the 
kind of pitch contours typically found 
in isolated sentences. Three kinds of 
material are evaluated systematically: 
(l) orally read lists of semantically 
unrelated sentences, (2) orally read 
narrative texts. and (3) dialogues. 
The material consists of equivalent 
samples of Swedish, English and 
Japanese speech, produced by native 
speakers (both female and male) of 
the respective languages. lt will be 
shown that discourse intonation 
differs from intonation in semantically 
unrelated sentences with respect to 
practically all F parameters investi- 
gated in this stuci’y. 
l . INTRODUCTION 
Human speakers typically associate 
their verbal Speech utterances with 
intricate patterns of voice fundamen- 
tal frequency. This phenomenon has 
been widely attested, and is acknow- 
ledged as a universal, innate quality 
of speech, common to all speakers, in 
all languages, and in all kinds of 
spoken utterances. Numerous scienti- 
fic studies within a variety of disci- 
plines have been undertaken to 
investigate the form and function of 
these fundamental frequency patterns, 
to establish their communicative 
status, and to disentangle the see- 
mingly infinite variety of linguistic 
and paralinguistic conditioning factors 
that human speakers so aptly and 
without apparent effort combine into 
one single contour. Most of these 
studies have been restricted to the 
domain of the sentence as maximal 

unit of linguistic processing, thus 
adhering to the traditional view that 
larger units like paragraphs, text and 
discourse are formed by mere 
juxtaposition of autarchic, indepen- 
dently prefabricated sentences. There 
is, however, convincing evidence that 
human speakers use variations in 
voice fundamental frequency in a 
systematic way to signal cohesion, 
structure and prominence in connected 
speech according to criteria other 
than purely syntactic, and that 
listeners at the other end of the 
speech communication chain are able 
to detect and to decode these prosodic 
messages, and to make use of them in 
order to gain information about the 
intended meaning of the utterance in 
its situational and co-textual context. 
The purpose of this study is to 
investigate these differences. i.e. 
between discourse intonation and the 

‘ kind of pitch contours typically found 
in isolated sentences. 

2. DATA 
Three kinds of material are evaluated 
systematically: (l) orally read lists of 
semantically unrelated sentences. (2) 
orally read narrative texts, and (3) 
dialogues. The material has been 
selected from the ATR [71,[8] and the 
CTH [2] speech databases and com- 
prises equivalent samples of Swedish. 
English and Japanese speech. The 
English and Japanese dialogues consist 
of simulated telephone conversations 
conducted within the applications 
domain of conference registration, 
whereas the Swedish dialogues were 
conducted spontaneously. 

Ten native speakers of the respec- 
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' e  lan ua es participated in the 
igcordinggs Eelected for this study: 3 
speakers of Standard Swedish (2 
male, I female), 3 speakers of 
American English (2 male, ] female) 

and 4 speakers of Standard Japanese 
(3 male, l female). Registration of 
the speech samples was conducted in 
anechoic. sound-insulated recording 
studios both at ATR in Kyoto (Japan) 
and at CT H in Gothenburg (Sweden), 
using high-quality digital recording 
equipment. 

3. ANALYSES 
Approximately one minute of recor- 
ded speech per speaker and speech 
style was analysed for this study. 
Pitch extraction was performed using 
the DWAPIT pitch determination 
algorithm presented earlier _m [3]. 
Pitch estimates were obtamed at 
l6-ms intervals for both periodic and 
aperiodic (laryngealized) stretches of 
speech. Segmentation of the F0 
tracings into intonation units (N) was 
performed following the approach 
published in [4]. According. to this 
approach, two global declination lines 
which approximate the trends in time 
of the peaks (tOpline) and valleys 
(baseline) of F 0 across the utterance, 
are computed by the linear regres- 
sion method. Computation is reitera- 
ted every time the Pearson correlation 
coefficient drops below a preset level 
of acceptability. Segmentation is thus 
performed without prior knowledge 
of higher level linguistic information, 
with the termination of one unit being 
determined by the general resetting 
of the intonation contour wherever in 
the utterance it may occur. The 15"f 
onsets (intercepts) and offsets (en — 
points), durations, declination line 
slopes and key values of_ these 
intonation units, as well as their time- 
alignment with features of linguistic 
structure were established ind1v1du- 
ally for each of the speakers partia- 
pating in this study. 
4. RESULTS 
4.1 Number of Intonation Units 
A total of 586 intonation units has 
been established in the accumulated 
material for all ten speakers. The dis- 

tribution of these intonation units per 
language and speech style is summa— 
rized below in figure 1. 

EZ? smut! 

_ ENGLISH 

mutual! 

Figure l. Intonation units per lan uage 
and speech style. The bar he: ts r 
depict the ratio between the num r of 
intonation units and the number _of 
sentences contained in the respective 
material. 

These distributions reveal a clear and 
consistent tendency, observable m 
each of the three languages, to 
subdivide orally read texts into a 
larger number of prosodically cued 
chunks than both the list and the 
dialogue material. All ten speakers 
produced predominantly one intona- 
tion unit per sentence in the list 
reading task, as predicted by most 
studies of sentence intonation, 
whereas in the text reading task the 
individual sentences were processed 
on the average in terms of between 2 
and 3 intonation units. _ 

Quite obviously, differences m 
sentence structure and informational 
content need to be taken into account 
for a comprehensive assessment of 
these ratios. This is particularly 
relevant with regard to the r values 
obtained for the dialogues which 
clearly reflect (1) the comparatively 
larger proportion of short. and 
incomplete sentences included in the 
material, and (2) the more frequent 
use of intonation units that stretch 
over the time extent of several 
consecutive sentences (cf. [6| for a 
more detailed‘ discussion). Also, the 
dialogue material investigated in this 
study contains significantly less sub- 
ordination than the texts and senten— 
ces, and only few examples of it-clefts 
and wh-clefts that typically occur as 
separate, prosodically cued chunks in 

- read narrative. 
Considering the higher degree of 

interlanguage variability found in the 
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dialogues, it must also be appreciated 
that the Swedish material consists of 
spontaneous conversations, i.e. 
including a larger proportion of 
hesitations, false starts, fragmentary 
constructions, etc. than the simulated 
dialogues in the English and Japanese 
samples. 
4.2 Prosody- Syntax Alignment 
The overwhelming majority (84.6%) 
of intonation units identified by the 
segmentation algorithm correspond in 
a clearly defined way with units of 
syntactic structure. This regular 
syntax-prosody correspondence, how- 
ever, is significantly more prevalent 
in the Japanese (98.2%) than in 
English (82.2%) and Swedish (79.9%) 
material. It is also slightly more 
pronounced in the orally read texts 
(85.5%) as compared with the 
dialogues (83.8%). 

Most commonly in our accumu- 
lated dialogue material, intonation 
units correspond in a regular fashion 
with single sentences (40.3 %). 
whereas in the text material the 
results are more inconsistent between. 
the three languages investigated in 
this study. In 36.6% of the English 
and 32.4% of the Swedish texts, 
intonation units time-align with 
clauses. In the Japanese text material, 
on the other hand, only about one 
tenth (10.1%) of the intonation units 
pertain to the clause correspondence 
class, thus indicating a markedly 
different prosodic processing beha- 
viour. 

Larger structures beyond the 
sentence domain (i.e. stretching over 
two or three consecutive sentences) 
are almost exclusively found in the 
dialogues, with only 1.1% 3-sentence 
occurrences in the English and 2.1% 
2-sentence occurrences in the Swedish 
texts. Conversely, intonation units 
corresponding to single constituents 
in the subsentence domain (i.e. 
nounphrase- subjects, verbphrases, ad- 
verbials, parenthetical constructions, 
etc) occur more often in the text 
(41.9%) than in the dialogue (24.9%) 
material, with a significant prevalence 
in the Japanese (60.3%) as compared 
with both the English (35.9%) and 

Swedish (29.5%) speech samples. 
Only the discourse material has 

been scrutinized at such a detailed 
level of linguistic analysis. For the 
speech samples produced in the list 
reading task, a predominant one-to- 
one relationship between isolated 
sentences and single, coherent 
intonation units has already been 
established in the previous section. 
4.3 Declination Line Parameters 
The declination line parameters onset 
(intercept) , offset (endpoint), dura- 
tion, slope and key were calculated 
separately for each of the 586 
intonation units investigated in this 
study. Statistical evaluation of these 
data revealed the following tenden- 
cies: 
(l) Intonation units aligning with the 
isolated sentences from the list 
reading task are on the average 
shorter, steeper, less varied, and 
start with higher baseline onsets and 
substantially lower topline intercepts 
than in the discourse material; 
(2) Important features of prosodic 
variation such as for instance rising 
baselines, "bi-modal" toplines, and 
narrow versus wide key (of. [5]) do 
not occur in the list material at all. 
but are frequently used in discourse; 
(3) The only parameter for which no 
statistically significant differences 
could be established between the 
different kinds of material fis the 
baseline endpoint, which thus appears 
to provide a common point of 
reference, marking the bottom of a 
speakers voice range for both 
discourse and isolated sentence pro- 
duction. 

Separate investigation of both the 
IU initial and IU final peaks and 
valleys, in order to account for the 
potential status of these points as 
independently controlled linguistic 
variables (e.g. [l]) revealed: 
(4) significantly higher measures of 
variability for both the very first and 
the very last peaks and valleys in the 
intonation unit contours of - the 
dialogue as compared with both the 
sentence and text material; 
(5) the consistent use of categorical 
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' ' tion b all ten speakers wrt 

ÎÂÎËËÈ to bgth the first and the last 

peak/valley of the IU contour in the 

discourse but not in the list material. 

.4 La ealization . . 

;attemlsynâf aperiodic voice Vibration 

(laryngealization) were observed -lto 
occur at various kinds. of textual y, 
syntactically and prosodically induced 
boundaries in our material. The 
acoustical characteristics of these 
patterns and their function as comple- 
mentary/compensatory boundary cues 
have been discussed earlier in [3]. It 

has also been claimed that _female 
speakers differ in a systematic way 
from male speakers in their use of 
laryngealization in connected speech 
[5]. This claim, based originally on 
Swedish text material, is further 
substantiated by the results of the 
present investigation, which show _that 
the three female speakers partiCipa— 
ting in this study: 
(l) make distinctly more frequent use 
“of laryngealization as a boundary 
marker than their male counterparts 
(on the average 13.4% versus 8.1%); 

(2) apparently prefer to employ creek 
patterns at pre- boundary posnions 
where the men — in as far as they use 
any laryngealization at all — produce 
predominantly creaky vorce. 

There are, however, significant 
differences in the frequency of 
occurrence of these patterns between 
the three languages, as reflected in 
the following percentages: 

SWEDISH 26.8% 
ENGLISH 33.4% 
JAPANESE 39.8% 

Even more importantly, the use of 
laryngealization as a boundary cue 
differs markedly between the three 
kinds of material, where it occurs 

least frequently in the lists of semanti- 
cally unrelated sentences (Swedish 
7.3%; English 10.1%; Japanese 
13.5%) and most frequently in the 
narrative texts (Swedish 60.4%, 

English 54.2%; Japanese 49.3943). The 
respective figures for the dialogue 
material (Swedish 32.3%; English 

35.7%; Japanese 37.2%) reveal a 
somewhat intermediary status for the 

conversational speaking mode. 
ln summary, laryngealization as a 

boundary marker (either alone or 
together with other Juncture. cues 
such as for instance pause, declination 
resetting, F -falI—rise patterns, devoi- 
cing, phono ogical blocking, etc) dis- 
plays its strongest potential in the 
highly structured and optimally 
controlled text reading . mode, 
whereas it is used to a significantly 
lesser degree in the other two 
speaking styles, i.e. where the 
boundaries are signaled. by other 
linguistic (e.g. semantic incoherence 
between the sentences on the. list) .or 

paralinguistic (e.g._ changes m v0ice 
quality at conversational turn bounda— 
ries) means. 
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FALLS: 
VARIABILITY AND PERCEPTUAL EFFECTS 
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ABSTRACT 
This paper presents an experiment 
designed to test the effect of final 
intonation contours on the degree to 
which an utterance is perceived to be 
final. The utterances were taken from 
a corpus [3] of naturally occurring 
monologue. Each was syntactically 
complete and semantically unmarked 
for finality. Keeping the endpoint 
constant, the starting point of the 
final fall was sytematically manipu- 
lated to create 5 different versions of 
each sentence. The results of the 
perception experiment suggest that 
the higher the starting point of the 
final fall, the less final that utterance 
is perceived to be. There is no evi- 
dence for any discrete perceptual cat- 
egories. 

l. INTRODUCTION 
ln abstract representations of 
intonation, the end of a declarative 
utterance is generally indicated by 
assigning a falling contour. Phys- 
ically, a fall can be any pitch contour 
that ends at a pitch lower than its 
starting point. Since both starting 
point and endpoint are variable 
within the range of any one speaker, 
there are any number of falls which 
that speaker can produce. It  is gener- 
ally assumed, however, that these 
physical differences are not signif- 
icant, and that the height of the fall 
is determined by the declining topline 
across the utterance. Any significant 
differences in the resulting overall 
contour have in the past been related 

to the slope of the fall, residual fall, 
and endpoint. This study shows that 
the starting point also has a system- 
atic perceptual effect. 

Other experimental studies of the 
acoustic correlates of boundaries [1] 
[2] have compared the physical 
realisation of contours at the end of 
syntactically complete and incomplete 
utterances. In contrast, this exper- 
iment uses only syntactically complete 
utterances. This study also differs 
from others in that it uses only na- 
turally occurring data. The availabil- 
ity of resynthesis techniques has 
allowed for at least partial control of 
the stimuli. 

2. EXPERIMENT 
The experiment described here poses 
two questions: 
(i) does a change in the height of the 
starting point influence the perception 
of finality? 
(ii) how does such an effect relate to 
f0? 

2.1. Method 
Ten subjects were presented with five 
versions of each of lO naturally- 
occurring utterances, 50 utterances in 
all, of which the final contours had 
been systematically manipulated. The 
utterances were all syntactically com- 
plete, and perceived (in a preliminary 
experiment) to be semantically un- 
marked for finality. Leaving the 
endpoint constant, the final falling 
contour of each one was assigned five 
different starting points, varying sys- 
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' ' hei ht. These five ver- 

iigiiiucaililfy meachg utterance were 

LPC-resynthesised. Listeners we‘re 

asked to judge, on a four pomt scie e, 

whether the speakers had finishe or 

whether they had more to say. 

. re aration of the stimuli 

The Ifeniisentences were digitised .atdl 0 

Khz, and normalised for amplitu. e. 

Pitch was extracted and the resulting 

f0 values were checked for octäe 

leaps, and smoothed by hand.b1 .e 

peak of the last accented. sylla e in 

each sentence was manipulated &; 

create five different verSions of the 

contour. ln each case the f0 peak asc-i 

sociated with the accent wasadjusteh 

to one of five different posmons Witd 

relation to the preceding trough an 

penultimate peak, as illustrated in 

Figure l .  

r „ î 

Version l higher than penultimate peak 
Version 2 identical to penultimate ‚pe 
Version 3 midway between preceding 

trough and penultimate peak 
Version 4 identical to preceding trough 
Version S lower than preceding trough 

Figure I. The five versions of each contour 

ln creating each version of _ the fg 

contour, the f0 values preceding an 

following the manipulated peaks were 

' adjusted to maintain as far as posan- 

ble both microprosodic features an: 

the correspondence between f0 an 

segments. 

2.3. Procedure 
The resynthesis of IQ sentences, each 

in five different verSions, produce1 a 

set of 50 different stimuli. A samen; 

sequence file was generated in whic 

each stimulus was repeated five times}; 

thus eliciting 250 responses from eac 

' ct. The were preceded by a test 
îggllîznce ofy 10 stimuli which were 
ignored in the analySis. The subjects 
were asked to judge whether the 

speaker of each sentence was 

definitely going on, 
probably going on, 
had probably finished, or 

had definitely finished. 

.
.

.
.

 

he ur ose of the analysis, these 

igponseg wäre converted into ordered 

data. The response ’definitely gomg 

on’ became a ’1', ’probably' gomg on 

became ’2’, ’probably finished . be- 

came ’3’, and ’definitely finished be- 

came ’4’. The lower the score, the less 

final the utterance was perceived to 

be. 

3. ANALYSIS .. 

An analysis of the results must aim to 

' vesti ate the significance of all ef— 

lfrects :gsentences, subjects and {0 cola- 

tours. It was difficult to do t is 

formally because the responses we? 

ordered categories 1 to 4. This i n l  . 

of response violates the us_ual 

normality assumptions for claSSica 

ANOVA. However, the package 

'PLUM’ [4] was used to fit the ap- 

propriate ordered responses category 

model. The adequacy of'fit of ca; 

’treatment’ (f0 verSiori) is done b y  

comparing differences in deviance 1;:- 

tween models with and Without t â 

treatment effect (goodness of fit)h ati;1 

comparing these differences With ee 

appropriate chi square value. T e r 

sults are shown in Table 1. 

Table 1. Significance of sentence, subject and 

{0 effects. 
deviance sig. . 

i difference d.f. level 

_ _ _ — _ —  
_ _ _ — _ _ _ . -  

___._.._-———______.._.-—— 
treatments (2640 - 2199) 

M $  4 “_ 
' - 199 subjects (__-34%9 2 ) 9 .… 

___—___- ! 

sentences (3134- 2199) 9 .Ol 

As expected, all effects are highly sig- 
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nificant at the 1% level. 

3.1. F0 effects 
If we average the finality scores for 
all sentences and all subjects we see 
that there is a systematic gradient 
difference between the versions. lt is 
clear that the lower the starting point 
of the final fall, the greater the degree 
of perceived finality. See Figure 2. 
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FO Versions 

Figure 2. average scores of finality: This 
graph shows the average scores 
of finality for each version. 

We know, however, that both the 
sentences and the subjects had a sig— 
nificant effect on the results. In order 
to see the effects of f0 manipulation 
without the influence of the signif- 
icant between-sentence differences, 
the average scores across replicates 
for each version were ranked from 1 
to 5. The least degree of perceived fi- 
nality was ranked 1 and the highest 
score ranked 5. Tied scores were 
ranked equally. 

For each of the versions 1 to 5, the 
average rank was calculated across all 
sentences and all subjects. 

The results of this ranking are shown 
in Figure 3. 
It  can be seen that the different f0 
versions have a marked and consist- 
ent effect on the perception of final- 
ity. A divergence from the predicted 
ranks is only possible in one direction, 
since no utterance could be perceived 
as less final than ’definitely going on’ 
or as more final than ’definitely fin- 
ishcd'. The deviations of the 
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Figure 3. average ranks of finality: This 
graph shows the average ranks 
of finality (continuous line), 
against the predicted ranks (bro- 
ken line). 

endpoints of the line are therefore to 
be expected. The greater deviance at 
the non-final end of the scale is also 
predictable, since we can assume that 
the presence of any falling contour 
which falls to the speaker's base line 
will indicate at least some degree of 
finality. There are minor differences 
in the degree of slope between any 
two consecutive points, but the over- 
all trend is a straight line. The f0 
versions therefore have a significant 
effect on the way subjects ranked ut— 
tcrances in terms of degrees of final- 
ity. The closest fit would be a straight 
line, and the results must therefore be 
interpreted as gradient rather than 
categorical. 

4. DISCUSSION 

4.l. The perception of finality 
The first question posed by this ex- 
periment must be answered with yes: 
there is clear evidence that the start- 
ing point of a final fall influences the 
listener’s perception of finality. There 
is no evidence to suggest that this 
perception is a categorical one. 
Whether we take the average scores 
of finality, or the average ranking of 
the different versions relative to one 
another, the result is a gradient. This 
suggests that finality is perceived in 
terms of degrees rather than in terms 
of categories, binary or otherwise. 

' lit and m . 

fie ÎÏÏWÂ to the second question - 

' f0 - is not so 
does this relate to_ _ _ 

12n ls there such a dist:ntctlrlonatlo1 bi? 
' ! ' ! I I a 

de as high and low , 

Sea how are these to be defined? 

' 1 falls 
be that the height of fina 

i: ÎËÏ perceived relative to any pre- 

ceding syllables but to the speaker’s 
' f 

erall ran 6. All the versrons. o 

gzntence 10? for example, were fatally 

low in the speaker’s range. This mtg1 _ 

explain the tendency to judge {.} 18 

sentence as inherently more final t an 

others. 

Menn and Boyce [5] claim that the 

endpoint of a sentence—final falling 

contour can be regarded as [constant 

in relation to the speakers norm. 

This was assumed to be the case m 

the experiment described. above. 

Nonetheless, a similar experiment m 

which the endpoint of each final copa- 

tour was sytematically changed wou d 

complement the present study :nl 

perhaps throw light on results w ici 

are not accounted for here. 

5. CONCLUSION 
The tentative conclusions to be drawn 

from this study are as follows. 

" The height of a fall given _a con- 

stant low endpoint is perceived as 

a gradient. There is no evrdenlcle 

to support a categorisation of fa s 
into high and low. 

' The starting point of the final. fall 

influences the degree of perceived 

finality. The lower the startingl 

point of such a fall themore fina 

the utterance is perceived to be: 

There are however other prosodic 

influences on the degree of per- 

ceived finality which cannot be 

accounted for here. 

. Height seems to be perceived in 
relation to a speaker’s. norm and 
not in relation to the pitch of pre- 
ceding syllables, accented or not. 
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STYLISED PROSODY IN TELEPHONE INFORMATION SERVICES: 
IMPLICATIONS FOR SYNTHESIS 

J. House" and N. Youd“ 

‘University College London, UK I Infovox AB, Solna, Sweden 
”Logica Cambridge Ltd, Cambridge, UK 

ABSTRACT 
This paper studies the phonetic and 
phonological characteristics of 
stereotyped. often stylised, intonation 
patterns used by natural speakers to 
express routine procedural moves in 
telephone information services. It 
considers the appropriateness of such 
patterns in synthesised implementations 
within an automated information service. 

1. INTRODUCTION 
In an automated telephone information 
system, of the type under development 
in the SUNDIAL project, the role of the 
agent (A) in informing the caller (C) is 
taken over by a message planner + 
linguistic generator, with output speech 
provided by a synthesis-by-rule system 
(for British English, an adaptation of the 
INFOVOX text-to—speech system [1]). 

Rules determining prosody are 
sensitive to a range of pragmatic and 
syntactic annotations, including labels 
for ’dialoguc acts’ (House & Youd [3]). 
Some such acts are primarily concerned 
with the phatic management of 
conversation, oriented less towards 
information transfer than to the 
interaction between (A) and (C). 
Observations of natural dialogue have 
verified that exchanges of this type are 
often associated with the use of stylised 
intonation. 

Contexts for these acts recur on a 
routine basis, and will be equally 
applicable when (A)’s contribution to the 
dialogue is automatically generated. To 
maximise naturalness, the intonation 
used in synthesis should be modelled on 

the patterns found in natural Speech. In 
practice, we must also ensure that the 
patterns used in synthesis are acceptable 
to the caller. 

2. INFORMATION DIALOGUES 
Over three hours of recorded dialogues 
between callers and airline agents were 
studied. Speakers in the (A) role were 
predominantly female, but no notable 
gender-based differences in prosodic form 
were observed. Patterns described below 
were based on an auditory analysis and 
transcription of (A)’s Speech. Individual 
speakers sometimes favoured particular 
intonation patterns, but these were not 
speaker—dependent. 
2.1 Dialogue Structure 
In the Conversation Analysis (CA) 
tradition, summarised by Levinson [5], 
there are three major components of 
overall structure: 

(i) Opening section 
(ii) topic-oriented slots 
(iii) closing section 

To this we add an optional absence 
section, particularly relevant during (ii), 

where the agent may need to ask the 
caller to hold the line, while information 
is being looked up. 
2.2 Intonational Clichés 
The Opening, absence and closing 
sections -- those parts least concerned 
with information transfer -— represent the 
most routine contexts. The stereotypcd 
responses to these routine situations 
regularly triggered the use of intonational 
clichés (Fonagy et al [2]), contours 
seemingly stored as holistic tunes. A 
subset of the clichés we observed 
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involved stylisation, conventionally 
regarded as a phonetic correlate of 
routine. Our definition of stylisation 
follows Johnson & Grice [4] in 
considering monotone to be a 
prerequisite. Although produced in 
conjunction with set phrases, the tunes 
themselves are considered to be 
independent of any specific text. 

3. OBSERVATIONS 
3.1 Phonetic notation 
Our notation of the examples uses a 
three—tone system: pitch values are High 
H, Mid M or Low L relative to our 
assessment of the speaker’s current 
range. Symbols precede the syllable to 
which they apply in the text. The 
symbol -- denotes rightward spreading 
of the preceding tone, as distinct from a 
simple interpolation between values; a 
final " denotes an upglide at the end of 
the domain governed by the preceding 
tone; and an initial M indicates high 
register. This simplified notation is 
adequate for the cliché tunes, where 
downstep and declination do not apply. 
3.2 Openings 
These are concerned with identifications, 
greetings and with eliciting the nature of 
(C)’s task. In our dialogues, 
identifications were always present, and 
usually began (A)’s opening move, 
which could also optionally include a 
greeting. Intonational clichés were found 
on all components; true stylisation 
occurred most readily on the 
identification component(s), less often 
on the greeting component. 

The majority of openings in our study 
could be analysed as realisations of a 
very limited set of tunes. Two tunes, 
(i) ILHM/ (’calling contour’) and (ii) 
IHLMI, accounted for a high proportion, 
if one allows a gradient analysis of (i) 
which can accommodate both fully 
stylised and ’less’ stylised variants (4.1). 
Examples: 
Tune (i), ILHMI, stylised: 

(1) L—Flight infor H--ma M—-tion 
(2) L—British H—Air M—ways 
(3) L-Good afterH--noM—-on 
(4) L—Can I H--help M--you 

Tone sustention was a regular feature of 

this variant; the H - M interval was 
typically around a minor 3rd. 
Tune (i), ILHMI, with upglide: 

(5) L—Flight inforHumaMf‘tion 
(6) L— HA MA 

The L tone was norrnally spread, but an 
upglide could occur on H and/or M. 
Usually tum-final, this rising variant 
might be analysed as an overlay on the 
conventional stylised form, indicating a 
turn-giving cue. 
Tune (ii), IHLMI: 

(7) HFlight L--informaM tion 
(8) H—-British LAir Mways 
(9) HGood Lmor Mning 
(10) H--Can I Lhelp Myou 

Spreading is only shown for this cliché 
tune where H or L continues over more 
than one syllable. The tune, phonetically 
similar to a fall-rise nuclear tone, or to 
a high (pre)head + low rise (see 4.1), 
lacked any genuinely stylised, sustained 
monotone on the final M syllable. 

Other recurrent tunes included: 
( l l )  HFlight M—information (IHMI) 
(12) L—Flight infor M—mation (ILMI) 

and variants of these were also found 
with final upglide. 

Each opening component could act as 
an independent domain for one of the 
tunes, while a succession of components 
typically, but not invariably, involved 
tune repetition. Components could also 
be combined into arguably composite 
versions of tunes (i) and (ii); in both 
cases this was achieved principally by 
extending the IL/ tone: 
Tune (i), ILHMI, composite: 

(13) LuBritish Airways flight 
infor H—-ma M--tion 

Tune (ii), [HLM/, composite: 
(14) HGood Lumoming British 
Airways Hflight L--informa Mtion 

With rare exceptions, the final pitch in 
these moves was at a mid-level, or rising 
from mid to high. A wide range and 
relatively high register were common. 
3.3 Closing sections 
These may be divided into two 
components: preciosings, in which mutual 
intention to close is established; and 
terminal exchanges, which accomplish 
‘signing off’. Typically, (C) began the 
preciosing move, using downstep + low 
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fall (on e.g. ’Thank you very much') to 
convey task or dialogue completion. 
(A)’s response was frequently produced 
as a prosodic cliché involving a HL or 
ML drop to a very low pitch 
termination: 

(15) H/MYou’re L—welcome 
The final exchanges regularly used 
variants on the calling contour: 

(16) H--By M--ye 
(17) H--Bye M--bye 
(18) LBye H-—By M--ye 

By contrast with the preciosings, final 
low pitch was apparently avoided. 
3.3 Absence sections 
Absences in our data were proposed by 
(A), and accepted by (C). A wide range 
of prosodic possibilities included 
variations on the calling contour: 

(19) H--Hold M--on 
(20) LHold H—oM—-on 
(21) “Ab-Hold H--on a M--momemt 
(22) L--Would you Hf‘hold MAplease 
(23) ML--Hold the H--1i M——ine, 

L—I’ll just H—che M—eck 
Another possible stylisation was: 

(24) M--Can you H-J‘hold the line 
please 

Some speakers used different idioms, 
such as a downstcpped contour, in the 
proposal position; others preferred a 
non-stylised cliché, a version of IHLMI: 

(25) HHold L—on a mo Mment 
(26) HLet me just L--check that for 

Myou 
To indicate return from an absence, (A) 
often made use of a calling contour, 
with or without final upglide. Register 
tended to be high, especially if a second 
reconnection attempt was needed: 

(27) A"LHe H—llo M-(")o 
(C)’s response often matched this. One 
major function of the calling contour 
seems to be line checking, ascertaining 
whether or not the interlocutor is 
present. 

4. PHONOLOGICAL STATUS 
In fonnal terms we have characterised 
the intonational clichés as sequences of 
the tones H,L and M, extending over a 
whole intonational phrase. Functionally, 
the phatic role of the cliché utterances 
overrides any notions of information 

focus. A holistic abstract representation 
of these tunes would seem to be better 
motivated than, say, a nuclear tone-based 
analysis, in which intonation groups are 
made up of component parts such as 
prehead, head, nucleus, and tail. Such an 
analysis is weak on both formal and 
functional grounds. Examples of the two 
most popular clichés, ILHM/ and IHLMI, 
illustrate the difficulties. 
4.1 Nuclear tone? 
Since the H in the ILHM/ tune is always 
aligned with a metrically prominent 
syllable, we would have to propose a 
stylised HM nuclear tone, with optional 
preceding low head (L). A problem 
arises with upglide " variants like (5) 
and (6): are these to be regarded as 
variants of the HM tone, or perhaps of 
the fall-rise? The latter analysis would 
maintain a categorical stylised! non- 
stylised distinction, while the former 
acknowledges that versions with and 
without upglide may be used virtually 
intcrchangeably in comparable contexts. 

In a nuclear tone framework, the 
IHLM/ tune is ambiguous: in (7) it is 
consistent with a fall—rise on the first 
syllable, but in (8-10) we would have to 
posit a low rise on the L syllable, 
preceded by high head or high prehead. 
In so doing we would lose sight of the 
similarity between the tunes, involving 
the same pitch sequences but with 
different mappings over the text. 
4.2 Accentual function? 

Nuclear accent conventionally signals 
information focus and coincides with the 
metrically most prominent syllable. In 
stereotyped phatic utterances the location 
of this prominence may be variable (17- 
18; 19-20). The phrase 'flight 
information” appears to be ambivalent 
between a reading as a compound with 
early stress (7) and a phrasal reading 
with late stress (1). In practice, these 
variations in prominence appear to bc 
tune-dependent; versions of /(L)HM/ such 
as: 

?(28) H—Flight M—infonnation 
or of IHLM/ such as: 

?(29) H—Flight in for Lma Mtion 
were not favoured. 
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4.3 A holistic analysis? _ 
The implication must be that there IS a 
trade-off between preferred prominence 
relations and the requirements of the 
cliché tune. For instance, (1) may be 
preferred over (28) because of a strong 
pressure to include the L component— m 
ILHM/ where there is room to do so. 
Conversely, the IHLM/ tune can 
accommodate both (7) and (29) equally, 
but (7) wins because it respects the 
compound stress pattern. Overtly 
contrastive possibilities like: 

?(30) HBri L—tish Air Mways _ 
are also avoided. Metrically promrnent 
syllables will always be at a tumrng— 
point in the contour, but the precrse 
mapping of tune to text may be flexrble. 

5 SYNTHESIS: IMPLICATIONS 
On the assumption that any automated 
dialogue system will have a structure 
similar to that outlined above, we must 
decide on an intonation for the 
synthesised phatic utterances. In 
synthesising informative utterances, the 
desirability of exploiting prosody to 
clarify information structure and 
communicative function has been long 
recognised. In phatic utterances. where 
the inter-personal relationship lS 
foregrounded, we must consider the most 
appropriate prosodic form. It _may be 
right to question whether what rs highly 
acceptable in natural speech wrll be 
equally appropriate in a context where 
(C) knows that (A) is not a real person; 
will (C) accept prosodic clichés, and 
particularly stylisations, as markets of 
stereotype and routine when they 
emanate from an inanimate source? As 
part of a programme of acceptability 
testing, stylised, ’less’ stylised and non- 
stylised cliché variants of the phatic 
utterances are being synthesised (by 
hand, initially) and integrated into our 
automatically generated dialogues: 

If any of the cliché tunes are rndeed 
deemed suitable for dialogue synthesrs, 
then they must be implemented by rule, 
and an abstract representation 
incorporated into the phonological model 
of prosody in the rule system. We 
propose a holistic representation, wrth 

realisation rules bypassing the ’normal’ 
nuclear tone assignment, but sensitive to 
metrical prominence. Candidate 
utterances will be identified by the 
markets passed on at the interface 
between linguistic generator and synthe31s 
system. 
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LIHGUISTIC HäflflAHISMS OP WORD ' EINEN 
„ ACCEETU ' -  IH THE TEXT AL PRO GE 

Tatiana skorikova 

Russian Language Department, HIIT Moscow, USSR 

ABSTRACT 
A new approach in intonolo- gy - the introduction of lexics into intonological analysis is put forward in this paper. We try t o  show that the relationship be- tween lexical meaning and accentuation is  based on certain linguistic factors.  The mechanism of this re- lationship can be described if we take into account the text-forming potential of word accentuation. 

INTRODUCTION 
Following T.M. Nikola e we distinguish two :fuzylcza tionally different types of word prosodical prominence in âge utterance: 

e neutral sentence str— ess(SS)which refers to the plan of expression and serves as a means of syn- tagma phonetic organization and intonational segmenta- Ëâoîhof speech; 
a sentence accent which i s  related to  the (SA)  semantic aspect of the ut- terance and is determined by the context and communi— cative intention of the speaker (Z, p.  486—482]. Our research deals with SA or accentual prominence (AP) (the term was propos— ed by T.M. Nikolayeva [S]) as " a textual communicati- ve phenomenon" [3, p. &]. In the recent years scien- 
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t ists accepting the idea of functional difference between these types of ac- cent are inclined to  treat AP as a multi-aspect object  of study. Nowadays the at- tention of Russian intono- logists is  concentrated on such problems as the des- îâîption of linguistic fac- s as regards the SS and SA [31]; the accentual phrase structure [3]; the interaction between words semantics and AP [%, 1Q7 on the one hand, and AP and text organisation (3, Q], on the other hand. 
Taking into account the la- tes t  results in the inves- tigation of AP 's  functions in Russian spontaneous speech we state that there exist certain semantic re— gularities in the accentua- :Îon of vaîâîus lexical asses wi n a iven t e of the text .  We t îy to  yp establish these regulari- t ies  by examining modern Russian Scientific Dis- course (RSD) the linguis- t ic properties of which have recently been de- scribed in the fundamental work by O.A.  Lapteva and others [? . 

We would like t o  put forward an idea that AP helping to  reveal the apes- ke r ' s  intentions in the communicative act plays an essential ro le in text-for- mation process as i t s  one 

of the main pragmatic com-.  
ponents. 
To give p rove . to  the propo- 
sed point of view we con- 
sider two main questions: 
1. What are the linguistic 
tic factors of AP realisa- 
tion in RSD? 
2.  Can the degree of word 
accentuation potential in ‘ 
discourse be evaluated ob- 
jectively? 
The vollowing material 
served a s  the basis for our 
research: ‘ 
- spontaneous uttered texts 
of a scientific character 
(lectures, reports, dis- 
cussions); 
- summarized phonetic 
transcription of text frag- 
ments; 
— l istener's reactions to  
different types of accen- 
tual patterns. The experi- 
ment on perception shows 
that AP in RSD is  percep- 
tually marked for the au— 
dience and can be consider- 
ed as a relevant linguistic 
feature of the text proso- 
dical structure. 

RESULTS 
1. Lin uistic Factors of A r m  
The context analysis of ac- 
centually marked elements 
in the utterance brings us 
t o  the conclussion that 
word accentuation in RSD is  
regulated by a number of 
c losely interrelated fac- 
tors such as:  thematic and 
situational text parame- 
ters ;  lexical meaning of 
the word and i t s  syntactic 
posit ion; different con- 
texual loads as wel l  as 
pragmatic orientation of 
the utterance. 
L e t ' s  consider the mention- 
ed factors in detail: 
1. Strong AP in RSD may be 
laid on the so-called key- 
words of the message:(terma 
proper names, t i t les, e tc . )  

conveying information about 
the theme and communicative 
ac t .  
2 .  Regularly accentually 
prominent become groups of 
words with appraisal, qua- 
litative and attitudinal 
semes in their meanings. 
3. As a rule, thematic and 
other lexical elements in 
the utterance are exphasiz- 
ed within given syntactic 
contexts (connections may 
be expressed in the follow- 
ing ways: x, y . . . . ;  i I, 
i Y ;  I 111 y, Y i Y ;  ne tol' 
ko  I, no i Y ;  ne I, a Y ;  

' k a k  I ,  tek 1. Y e t c . ) .  
4 .  With the help of AP the 
speaker often singles out 
and determines the bounda- 
r ies of speech segments in 
RSD thus fascilitating audi 
tive perception of a spon- 
taneous monologue. In this 
connection, certain types 
of functional and auxialla- 
ry words at the beginning 
of syntagmas and utteran- 
ces  as wel l  as initial com- 
ponents of nominative word- 
combinations and attributi- 
ve constructions may acqui- 
r e  a strong AP. 
5. Accentually marked in 
RSD‘are usually words con— 
nected by theme/rheme rela- 
tions (AP marks either 
theme or rheme g - T ;  R —- 
T , _ _ . . .  . 
€! Semantically interrelat- 
ed lexemes may also be 
marked with strong phrase 
accent in the context.  AP 
here performs i t s  deictic 
function in RSD exposing 
more explicitly the semen- 
tic ties of the text—com- 
ponents. 
7. Text lexical signals 
facilitating the orienta- 
tion in the discourse and 
conveying different prag- 
matic loads (adresation, 
motivations, qualifica- 
tions, attitudes etc . )  are 
usually accentually empha- 
sized and serve as prosodi- 
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cal  markers f o r  the l i s t e —  
ners in  RSD. 
2 .  Evaluation of Word and 
a Group  of Words  Accen tua— 
t i o n  Potential i n  RSD 

‘Examing different par ts  of 
speech accentuat ion in RSD 
w e  came t o  a conclusion 
tha t  word accentual  poten— 
t ia l  in discourse can be 
evaluated objectively. For 
this purpose we  introduce 
a Special criterion — the 
relative accen tua t ion  in— 
dex ( i )  showing the ratio 
between the  number of ca— 
ses when the word (group 
of words)  is  found in the 
accent position and the  
number of cases of words 
non—accent  pos i t ions  in 
the t e x t .  
Accentuat ion of t h e  parts 
of speech  in RSD may be 
presented as a following 
scale: 

i 
Adjectives 0,335 
Adverbs 0 ,320 
Predica t ives  0,289 
Nouns 0,278 
Verbs 0 , 2 2 7  
Numerals 0,217 
Parentheses 0,173 
Pronouns 0,144 
Particles 0,135 
Conjunctions 0 , 1 2 2  
Prepositions 0,053 

As seen f rom the scale, 
ad j ec t i ve s ,  adverbs and 
predica t ives  — words wi th  
wide qual i f ica t ive  seman- 
t i c s  — t o p  the  l i s t  as re— 
gards the  re la t ive  accen— 
t u a t i o n  index.  Accentua— 
t i on  potent ia l  of auxi l l i— 
ary words i s  lower if com- 
pared w i t h  meaningful 
words.  - . 
In th is  way we qualif ie  
t h e  AP indexes of parti- 
cular  meanings of the most  
f r equen t ly  used in RSD 
w o r d s _ a â  w e l l  %s acce tua— 
t i o n  i n  exes  o some e- 
xemes,  lexico-semantic 

groupsJE and wide îîmantic 
zones of the text . 
I t  i s  necessary t o  n o t e  
that  AP potent ia l  of d i f -  
ferent  lexical groups, se— 
pera te  lexemes and their  
meanings varies great ly  
within one particular part 
of speech.  
The analysis of accentual 
s t ruc ture  and semantics of 
a t t r i bu t ive  word—combina— 
t ion (adjective+substan- 
t ive) in RSD [9] testifies 
t o  this  f a c t .  

- The l a t e s t  r e s u l t s  of our 
research can be presented 
in  the fo l lowing way:  
1 .  I f  we  consider nouns, 
w e ' l l  see that the  greater  
accentual  load i s  la id on 
the  lexical u n i t s  charac— 
terizing an o b j e c t  or a 
person from d i f ferent  poi— 
n t s  of view ( i  = 1 ,30)  as 
w e l l  as on those  denoting 
qualities, properties and 
s p e a k e r ' s  a t t i t u d e s  
( i  = 1 , 2 7 ) -  
2 .  Among the adjectives 
high i-Valued are lexemes 
w i t h  opposi t ion/comparison 
semes ( i  = 2 , 7 )  as we l l  as 
l exemes  denoting the  high— 
e s t  degree of some prOper— 

x Under the  term of “le— 
xico—semant ic  group" w e  
mean "any semantic class 
of words ( lexemes)  charac- 
t e r i zed  by at  l eas t  one 
lexical paradigmatic seme 
in common" [ ï2,  p .  11g]. 
1* Considering the  t e x t  
semantic zones we fo l low 
N.!u.Schwedova stat ing 
that  according t o  language 
f u n c t i o n s  we  can single 
ou t  in  any t ex t  such se- 
mantic areas sa nomination, 
communication proper, 
qua l i f i ca t ions  and a t t i -  
tudes ,  connect ions and cor— 
relations [7]. 
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t y  ( i = % , 2 )  and a t t i tudes 
1 = 1  1 . 

g .We’can observe dif ferent  
AP ab i l i t i e s  of words wi th— 
in separate lexical c lasses .  
For example, among Russian 
pronouns declined l ike ad— 
jectives high accentua l ly  
marked . i s  lexeme drugoi 
( i=1,55) ,  medium AP—index 
characterizes lexemes odin 
( i=0 ,83 )  and k a z d y j  ( 0 , 5 9 ) .  
The major i ty  of pronouns of 
this type are wi th in  the 
range of low agcîî tuatî în 
indexes: nas , , n a— 
ko (0.41Îzae'(0.407. sa 

0 , 3 9 ) ,  e t e .  
4 .  As regards the to ta l  ac- 
centual  loads in  RSD quali- 
f ica t ive  semantic zone pos— 
sesses  the highest degree 
of AP ( i=0,733) and nomi— 
native one — the  lowest 
( i = 0 , 4 2 7 ) .  

CONCLUSIONS 

1.The r e s u l t s  obtained give 
suf f ic ien t  grounds to  s ta te  
that such parameter as re— 
lative index of accentua- 
t ion  should be l i s t e d  as 
one of l inguistic charac- 
t e r i s t i c s  of a word when i t  
i s  regarded as a discourse 
unit. 
2.13 soon as w e  can mea— 
sure AP po t en t i a l  of words 
w e  can take a new approach 
towards c lass i f i ca t ion  of 
lexics based on t h e  re la— 
t ive  accentual  values  of 
lexemes and the i r  t ex t  
loads .  This research w i l l  
con t r ibu te  t o  composing "a  
d ic t ionary of prosodical 
potentiality of lexemes 
( t h e i r  prominence and pho- 
nation poss ib i l i ty)“[ î ,  
p . 4 9 Q ] .  

3.The main t hes i s  of our 
work comes as f o l l o w s :  a l l  
t he  pragmat ic  sense compo— 
nents  (deno t ing  qual if ica-  
t i o n s ,  s p e a k e r ' s  a t t i t u d e s ,  
m o d a l i t y ,  various t ex t  o r i —  
en t a t i ons )  are usua l ly  pro- 
s o d i c a l l y  marked in  t he  

form of AP of some lexical 
elements in RSD. 
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L'INTONITION DU POINT DE VUE DE LA PBONOLOGIE 

Dr. Galina Ivanova—Loukianova 

Université des langues étrangère M.Thorez Moscou, URSS 

System interdependent bet— 
ween information and syn- 
tax make i t  possible to  
determine three intonems, 
the sense—making of the 
language which serve to  
differentiate the meanings 
of phrases with similar 
lexical-grammar components 
in particular, the intonem 
of the rising tone, the 
intonem of the falling to- 
ne and the intonem of the level tone. 

LL'analyse de l'intonation 
du point de vue phonologique 
demande qu'une distinction 
de principe des unités de 
langage soit prise au niveau 

'segmentaire e t  supersegmen- 
taire. L'intonation,à l'op- 
posé de la phoneme, es t  mul— 
tifonctionnelle, c ' e s t  pour— 
quoi, il faut y distinguer 
les fonctions liées à la 
différenciation du sens e t  
celles qui ne le sont pas 
(fonctions expressives,sty— 
listiques, modeles, esthéti— 

ques e t  autres). Seule cet- 
te intonation “nue",selon 
l'expression de B.Tomachev— 
ski, peut être l 'objet d'u— 

___4IlIHIIHIIIIIlIIIIIIIIIIIIIIIIIIIIIIIIIIlllll-Iun 

ne étude phonologique. L'in- 
tonème, pareil à la phonème, 
se  présentera comme une uni- 
té de langue d'importance 
fonctionnelle. 

Puisque la phonologie ne 
s'occupe que des fonctions 
différentielles du sens,il 
est nécessaire de décider 
Quels sens peuvent être dif— 
férenciés par l'intonation 
et  leSquels sont directement 
liés à la différenciation du 
sens. 
L'Opposition traditionnelle 
des intonations ascendantes 
e t  descendantes dans l'in— 
terrogation e t  l'affirmation 
nous permet de considérer 
que l'opposition phonologi- 
que du mouvement du ton est  
liée à la transmission des 
différentes significations 
syntaxiques.L'intonation, 
comme moyen d 'e  ression des significationsxäyntaxâques, 
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transmet aussi des signifi— 

cations qui sont propres à 

toutes les formations synta- 

xiques. C ' e s t  la significa- 

tion de dépendance—indépenr 
dance( ou de subordinnation 
-autonomie) e t  d'achevé — 

d'inachevé. L'intonation du 
type ascendant nous donne 
le sens de la dépendance et 
de l'inachevé, e t  celle du 
type descendant, le sens 
d'indépendance e t  d'achevé. 
le type d'intonation d'une 
phrase dépend de la cpncor- 
dance des significations,prr 
ses par paires,avec le sens 
de la phrase, en tant que 
formation syntaxique. Si la 
signification syntaxique de 
la phrase correspond avec 
les significations du ton as 
cendant ou descendant, alors 

l'intonation de c e t t e  phra— 
s e  ne peut avoir de varian- 
tes: elle doit être présen- 
tée dans un mouvement tonal 

ascendant ou descendant. 

S' i l  n'y a pas de correspon- 
dance,alors il est  possible 
de varier les intonations, 

c'est-à-dire, que la phrase 

Peut être présentée avec u- 
ne intonation ascendante, 

aussi bien que descendante 
et  même dans un ton monocor- 
de. La corrélation de la 
syntaxe et de l'intonation 
permet de dégager trois in- 

tonèmes, unités différencia 
trices, qui distinguent le 
sens des phrases à composi— 
tion lexico-grammaticale 
identiquezintonème ascend. 
(IA), intonème descend.(ID) 
e t  intonème plate ( IP). . ’  
L'intonème se réalise sur 
un segment de chaîne du lan— 
gage par une phrase égale 
(=syntagme) avec tout un 
complexe de moyens superseg— 
mentaires: modification du 
ton, frontières de la seg- 
mentation e t  du centre d'in— 
tonation.Le signe distinctif 
de l'intonème c 'es t  le mon— 
vement du ton dans la phra— 
se.Donc trois phrases, ayant 
la même composition lexico- 
grammaticale, mais des into— 
nations différentes, expri— 
ment trois sens différents. 
Par ex.:Il neigeî-Il neige. 

Il neige,/on ne voit pas la 
fin de l'hiver/. Ici,l'into— 
nation est le seul moyen de 

différencier le sens.Ceci 

nous donne le droit de par- 
ler de trois intonèmes. 

Les intonèmes se différen- 
cient par la forme(£aut,bas, 
plat), le sens(IA—sens de 

la dépendance et  de l'ina- 

chevé; IP—sens de l'indépens 

dance e t  de lîinachevé; ID— 

sens de l’indépendance e t  

de l'achevé) et  les fonc- 

tions( distinguent les t y -_  
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pes de propositions communi-

catives et le caractdre des 

relations syntaxiques. 

Dans la langue parlde,les 

intondmes sont rdalisdes 

par des modifications ascen-

dantes, descendantes et pla-

tes(le systdme du CI de Bry. 

jgounova est utilis6). Les 

nombreuses rdalisations de 

l'intondme rdsultent de 

l'influence des particulari-

tds du lexique, de la mor-

phologie et de la syntaxe 

sus le caractdre de l'into-

nation,qui en plus du sens, 

rendent les nuances de

pression,du style, de la mo-

dalit6.La d6pendance lexico-

grammaticale sur le choix 

de l'intondme peut atre 

plus ou moins forte. Phono-

logiquement cette influence 

peut atre considdrde comme 

une position : iaible_, si 

le choix �depend de la 

composition lexico-grammati-

cale(phrases avec diff6rent5 

moyens exprimant la ques-

tion, la motivation, le re-

cours); forte, si le choix 

de l'intondme n'est pas d6-

termind par sa position, 

c'est-4-dire, qu'une mame 

phrase,grace A l'intonation, 

peut exprimer l'interroga-

tion, l'affirmation et l'i-

nachev6 d'une action. Les 

possibilitds de diffdrencia- 

tion du sens ne se manifes-

tent que dans des conditions 

de position forte, lorsque 

dans une mame phrase, il est 

possible de rdaliser les 3 

intondmes avec trois sens 

diffdrents. Pour que la po-

sition forte puisse se rda-

liser,i1 est n6cessaire que 

les intondmes repondent 

deux positions: 

Toutes les trois intone-

mes sont en opposition dans 

une phrase neutre par le sty-

le et A un seul composant 

lexico-grammatical. (Aliens 

au bois?- Allons au bois.-

Allons au bois....) et, 

2*- L'intonation est le seul 

moyen de differencier le 

sens, autrement dit, quand 

le composant lexico-gramma-

tical n'influence pas le 

choix de l'intondme ou lors-

qu'il n'est pas motiv6 par 

la position.Dans la position 

forte l'intondme se prdsente 

ainsi: ID-CI-1; IA-CI-3; IP-

ton monocorde. Cette intona-

tion est de style neutre, 

mais eile peut atre utilis6 

see stylistiquement(intona-

tion expressive). C'est be 

CI-4,6,2 pour l'IA; CI-25 

pour �Ici,les fonctions 

non-grammaticales de l'into-

nation vont de manifester. 

Selon la position(position 

faible),la d6pendance du 

choix a deux aspects. 

I.L'intoneme est represen-

tee par sa variation quand 

le choix de l'unite est maia 

que par la position,c'est-

a-dire, quand les moyens 

lexico-grammaticaux expri-

ment le sens principal de 

la phrase et l'intonation 

n'est que complementaire. 

Par ex.:Pourquoi..? -Si... 

Ce que...-Bonjour,... Vera 

apportez-moi.(A comparer 

avec-Vera a apport6). Plus 

le sens est exprime par les 

moyens lexico-grammaticaux, 

moins l'intonation a de rt-

le a jouer (Selon A.N.Groz-

dev) et ceci peut aller jus-

qu'a la neutralite totale. 

(Quelle heure est-il?) 

L'intonation des proposi-

tions du type communicatif 

(question, demande...) se 

conforme a certaines regles 

dans chaque langue les sien. 

nes. Ici, le role differen-

ciateur de l'intoneme est 

affaibli,car des moyens 

dexpression du sens de la 

pkrase,autres que ceux de 

l'intonation, y sont em-

ployds. 

II. L'intondme est prdsen-

tee par sa variante. Dana 

cette position, les intone-

nies ne s'opposent pas.Vsst 

be cas lorsqu'est employ6 

be type "interdit" d'into- 

n6me, c'est-ä-dire, quand 

l'intonation n'est pas em-

ployee dans sa signification 

première lorsque prevalent 

les relations syntaxiques. 

Par ex. l'intonation de la 

fin d'une phrase narrative 

peut etre dite avec le CI-

3,4,6. La neutralisation est 

aussi possible : Tu as ou-

blie les gants?- Tu as ou-

blie les gants.- Tu as ou-

blie les gants (et le pars-

pluie aussi).Ces intonations 

portent toujours une colora-

tion stylistique expressive. 

Ainsi, les particularites de 

la realisation des inton6mes 

dens le texte servent de ba-

se a la determination du rt-

le stylistique de l'intona-

tion. 

La resolution de la ques-

tion des intonames permet 

aussi de juger des caracte-

ristiques du rythme et de 

l'intonation d'un auteur 

( ou d'un texte ). 

208 
�

209 



_ _ _ — f f  

THE INTONATION OF INTERROGATION IN TWO VARIETIES OF 
SICILIAN ITALIAN 

Martine Grice 

Department of Phonetics and Linguistics, University College London 

ABSTRACT 
A study of intonation contours in Palermo 
and Catania Italian shows that surface 
dissimilarities between interrogative forms 
may be simply due to timing differences 
and the existence of a non-functional 
tone. 

1 INTRODUCTION 
In Italian, intonation plays a major role 

in the communication of interrogation. In 
the case of yes-no (polar) questions, there 
are no interacting morphological or 
syntactic cues; it is solely by virtue of 
their intonation contours that they are 
perceived as questions rather than as any 
other illocutionary act. Nonetheless, the 
tonal pattern which marks this function in 
different accents of Italian is not uniform. 
In the two Sicilian varieties examined 
here, those spoken in Palermo and 
Catania, it is marked with a rise-fall and a 
rise respectively. 

Use is made here of recordings carried 
out as part of a more extensive study. 
These include spontaneous speech, and 
questions and statements which were read 
aloud. The latter had accompanying 
contexts clearly indicating the desired 
focus structure. An auditory and 
instrumental examination of these data for 
five speakers of each variety (all speaking 
regional Italian rather than a dialect) 
provides the basis for discussion. 

2 THE TONAL FORM OF 
INTERROGATION 

According to Crystal [3] (210-11) 
‘most intonologists view the final direction 
of pitch movement as paramount in the 
classification of tones; a rise-fall is 
therefore considered to be a variant of a 
fall rather than a rise. In Bolinger‘s pitch 

accent analysis, a rise-fall lies, along with 
falls, within the Accent A category, except 
where the fall has a shallow gradient. 

If it is the terminal pitch direction 
which is crucial to the marking of interro- 
gation, then the two varieties of Sicilian 
Italian, Palermo Italian (PI) and Catania 
Italian (CI), make use of entirely different 
intonation patterns: the terminal pitch 
movement is falling in the former and 
rising in the latter. However, the two are 
mutually comprehensible as far as 
interrogative function is concerned. It is 
therefore of interest to examine whether 
there is a common element in these two 
contours. 

It could be argued that it is the rise 
which signals interrogation - intonation 
group-finally in CI and before the final 
fall in PI. Although this is tenable in C1. 
the situation is not clear-cut in P1, where 
non-final clauses are distinguished from 
polar questions by intonational means, 
even though both types of contour contain 
a pro-terminal rise. Alternatively, 
interrogation could be signalled by the 
presence of high pitch, manifesting itself 
as a high terminal in CI and as a boosted 
peak in PI; but there is no simple cor- 
relation here either, as boosted peaks are 
not confined to interrogatives. They occur 
on non-final clauses and exclamations, 
both of which are intonationally (whilst 
not necessarily syntactically) distinct from 
polar questions. A consideration of these 
other forms is important in clarifying the 
tonal form of yes-no questions. 

3 TIMING IN PI CONTOURS 
A closer look at the interrogative in P1 

suggests that it is the timing of the rise 
that distinguishes polar questions from 

210 

- .
. 

‚
.

.
.

 
„

.
.

-
‚

m
o

p
u

—
 

_ 
<< 

"“ 
"

"
.

 
"

"
 

_
_

_
 

-
—

.
 

_
.

p
F

'
1

 
u 

"
'

—
'

 
" 

M
—

f 
”

«
.

.
.

“
e

 
.

.
.

,
-

.
.

.
…

 
t

i
r

—
\

"
—

 
"" 

"
r

v
 

"
"

—
"

"
'

“
 

ntence s. In the former, the 

figgrbsecgins anctlygjids. on. the accentfid 

syllable; in fact it is genera y 

accomplished during the vocalrc portiotrli1 

of the syllable (which is also the part Wi d 

highest sonoriâï) (cf. Silverman an 

‘ bert . 
Regalia 1 illustrates the F0 contour of 

a PI yes-no question With narrow focus 

on the last lexical item: _ Glielo por-‚ta 
i?" (Will s/he bring it tgmgrrgwh, ). 

As is most common in Italian, t ae1 

ultimate syllable i_s stressed._ The fin 

an of the contour (in the region of the 

final accented syllable and beyond) may; 

be described as the followmg sequence o 

tones: LHL. This LHL sequence occurs in 

the non-final clauses and exclamations 

' hove. 
meIirlotthzdsihemata presented below, _an 

initial L tone is taken to occur at the point 

at which the F0 gradient becomes posmtäe 

(the beginning of the rise), the _H toucha; 

point at which a zero gradient is reac th, 

this could be a turning pornt (peak) or the 

beginning of a plateau. The final L is he 

low point reached at the end 0 t e 

utterance. Schematically: 
H 

fi t  
the end 

all cases, the final L occurs at 

Si the intonation unit. We shall therefloiâ 

concentrate on the timing of the 
uence. _ 

s“In the polar question, L occurs eaTrrlly 

and H late in the accented vowel. e 

contour may be schematised thus. 

. ..-! 

n-final clauses, L occurs 

betgleelrlicbne and two syllables before title 

accented syllable, H occurs late in t e 

vowel, as follows: 

I 
. ' 
bu | . . . - l  

In certain s of exclamation, L occurs 
before thetcceented syllable and H occurs 
early in the accented vowel, as follows: 

The existence of these contours makes 
it difficult to account for the distinctive 

timing in terms of association rules, 

which allow for the association of one 

tone with a metrically strong (accented) 

syllable. Optionally, another tone may 

lead or trail. An association of the type 

LH“ would have to be used for cases (b) 

and (c) above and L*H for case (a). d 

Where the accented syllable is wor 

and utterance—final, the rismg movement 

is timed in the same way as in penulti- 

mately stressed words but the fall isnfit 

completed, ie. does not terminate low , _ e 

rise(-p1ateau)—fall in Figure 1 has as its 

equivalent the rise(-plateau)-slump 

(Cruttenden‘s terminology. [2]) in Figuge 

2."Gliel'hai detto tn?" (Did you say it.) 

The timing of the LH part of the contolilir 

is such that both L and H occur ‚on the 

vocalic part of the syllable; it can _e 

argued that there is a final L if it is 

considered to be undershot. It appears, 

then, that the final drop to _low_doeîl_not 

play an important role in srgna ing 

interrogation. 

T IM I N G I N P O L A R 

QUESTIONS IN PI AND CI of 

Figure 3 illustrates the1 CI_ contour 

the yes-no question .Glrelo' porta 

i?" - equivalent to Figure 1 in P. . h 

Two alternative hypotheses mrigi t 

account for the mutual comprehensrb ty 

between PI and CI interrogatoire contoursi 

both assuming that LH is the crucra 

nce. 
seq'lIl‘îie first relies on the concept of 

alignment which has been explored ianl 

various ways in a number of theoretic d 

frameworks. The work of Bruce arra1 

Garding [l] accounts for dia cack _ 

variation in terms of whether a F0 pe êä 

early or late in relation to the. accent 

syllable. Ladd [4] formulates this in teänhis 

of the binary feature [idelayed peaklbov: 

nation of precise alignment in the ah e 

mentioned work _ is adopted ciné 

However, no constraints are placed on 
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number of tones aligned with any given 
unit. 

The second hypothesis makes use of 
the concept of association where one tone 
only is associated with a unit in the 
syllabic tier (of Pierrehumbert [5]). In 
each case, the low end—point in PI is 
accounted for differently: 

Hypothesis A: In PI, L is aligned 
with the beginning and H with the end of 
the accented syllable. Once the H target is 
reached, the pitch falls to a contextually- 
de termined L tone (this low is 
accompanied by low amplitude and 
reduced spectral definition). The low F0 
is realised when additional segmental 
material follows the accented syllable with 
which the LH is aligned, as is more often 
than not the case in Italian. 

In C1, the L is aligned with the end of 
the accented syllable and the H with the 
end of the phrase; alignment is 
consistently later. 

Hypothesis B: For PI, the contour 
is analysed as L*H L%. However, both 
the L’“ and the H fall on this syllable. This 
is due to tonal repulsion of the H (cf. 
Silverman and Pierrehumbert [6]), by an 
accent-specific, c‘ontour independent 
obligatory L% boundary tone. 

For CI, the boundary tone is not 
obligatorily low; it may be high or low. 
The contour is analysed as L* H% or 
L*H H% although no independent 
evidence in favour of the latter tonal form 
with a bitonal pitch accent has been 
found. 

In opposition to Hypothesis B is the 
existence of the contour in Figure 4 of 
the PI question "Ma e' andato al cinema?" 
(But did he gg to the cinema?) where 
narrow focus is underlined. Both L and H 
fall on the accented syllable "da". The rest 
of the contour consists of a high plateau 
followed by HL. Although the L% in the 
contour in Figure l could be seen as 
shifting the position of the H back onto 
the stressed syllable, there is no reason 
for this to be the case here. 

Another problem with Hypothesis B is 
that, according to Silverman and 
Pierrehumbert, tonal repulsion occurs in 
order to allow the tones to be fully 
produced in the time available. In the 
example illustrated in Figure 2, where no 
segmental material follows the accented 
syllable, the final L is not fully produced. 
Furthermore, a comparison of a number 

: _ ? —  

of contours by a number of speakers 
shows that there is no noticeable 
difference between timing of the LH in 
penultimate stress contexts (as in Figure 
1) and in final stress contexts (as in 
Figure 2). A theory of tonal repulsion 
would predict that the proximity of the 
tones in the latter context would shift the 
H tone even further back. This is not the 
case. 

Independent evidence in support of 
Hypothesis A may be found by 
considering the tonal timing of the other 
LHL contours in PI. An account of this 
alignment requires four alignment points, 
all of which can be used distinctively: 

> V- V+ ] 
where, in relation to the segmental tier, > 
is prior to the accented syllable (equivalent 
to a leading tone); within the accented 
syllable, V- is early and V+ is late; ] is at 
the end of the utterance. 

The yes—no question (a) is aligned 
thus. 

L H L 
V- . V+ ] 

the non-final group in (b): 
L H L 
> V+ ] 

and the exclamation in (c): 
L H L 
> V- ] 

The status of ]  in PI is such that it does 
not align with tones which carry a 
functional load. There is no choice on the 
part of the speaker, as there is a L tone 1_n 
this position in all utterance types. It 15 
perhaps due to the linguistic insignificance 
of L in this position that it undergoes 
undershoot when there is insufficient 
segmental material for the movement to L 
to be achieved (ie. it is too close to V+). 
There is certainly no evidence of the H on 
V+ being lowered for this reason. 

‘ This is not the case in CI where either 
H or L may be aligned with ], a linguisnc 
choice depending on the illocutionary act. 

It may therefore be concluded that m 
PI only a L tone may be aligned with a ], 
whereas in CI a tone of the speaker's 
choice is aligned with it. This suggests 
that in the former case the boundary tone 
is phonetic (ie. contextually determined) 
and in the latter it is phonological 
(implying a linguistic choice). In this case 
the alignment of the CI polar question: 

L H 
V + ]  
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can be seen to be equivalent to the 

alignment of that in PI: 
L H L 
V- V+ ] _ . 

where both have the LH aligned With _the 

last two meaning-bearing ahgnment pomts 

of the utterance. 

LUSIONS _ 
5 %?täîppears to be a_difference 111 the 

intonation contours of mterrogattves Ën 

Palermo and Catania Italian can e 
analysed as a similarity of tonal fora:1 as 
follows: the rise or LH sequence whic is 
the marker of interrogation is aligned m 
both cases with the_last. two meaning- 
bearing alignment pomts m an intonation 
group. The rise-fall in PI therefore 
consists of a LH sequence followed by a 
contextuallyat‘lietermined L Wth has no 

' lo 
fun'î‘ällct’znÎelar.istence of functional versus 

non-functional tones requires further 

corroboration, some of which may be 

leaned from a study of other language: 
which use the rise-fall as marker 0 

interrogation. This may prov1de Ên 
explanation for why these language: 0 
not fit in with the universal tendency or a 

terminal rise to mark interrogation. _ 

In addition, more detailed phonetic; 

analysis needs to be performed on the P 
interrogative contours and a märe 

systematic comparison made w1th_ o ler 
non-interrogative contours. In particu it, 

the alignment of each tone needs ào e 

carefully controlled. To this en , ha 

perceptual study is planned whereby t _e 
alignment of . LHL contours is 

systematically varied. 
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Fo DECLINATION AS A CUE T0 DISCRIMINATION OF 
TONAL CLASSES AND PHRASING IN FRENCH 

Pascal Roméas 

Institut de Phonétique d’Aix-en-Provence, France. 

ABSTRACT 
Fo keypoints follow an overall decay from 
the beginning to the end of French 
utterances. This is best accounted for when 
the keypoints are distributed into 3 tonal 
classes (L, H, S). We compare the 
significance of linear and 2nd-order 
polynomial regressions to account for the 
Fo declination of these 3 classes. This 
latter regression generally shows a negative 
second derivative, which leads to a 
discussion. We find that class S determines 
the occurrence of declination resettings. 
The regression significance may be better, 
under certain conditions, inside sections 
delimited by S-points than in the span of 
the whole utterance. We discuss whether 
regressions may be a cue to resettings. 

1. BACKGROUND. 
This study deals with the organisation of 
the melody keypoints in French utterances, 
from both frequential and temporal points 
of view. 
The speech material is taken from a French 
simulated man-machine dialog in which 
only users' requests have been taken into 
account. 
Our earlier works ([10], [11], [12]) have 
shown the existence of a two-mode 
organisation of tone in this type of 
utterances. We distinguish between : 
l-suprasyllabic tonal patterns, whose 
domain and function refer to the lexical 
relative information load, 
2—intrasyllabic contours, which, along with 
other redundant cues (pauses, etc.), 
assume a function at the syntactic level 
(marking of phrase ends). 
These two tonal phenomena can be 
distinguished from three different points of 
View : acoustic features, phonological 
association with the syllable string, 

functions (at lexical, syntactic, and 
informative levels). 

2. AIM OF THIS STUDY. 
Considering that the approaches involving 
sequences of Fo targets (e.g. [1], [7]) have 
to be tested on our material, we now 
examine this tonal organisation in a new 
manner. The pitch maxirna of suprasyllabic 
patterns have been labelled as H. Those of 
intrasyllabic contours have been labelled as 
S. All syllables located off these patterns 
and contours are considered as unstressed 
(which for French means : low tone). The 
center of their vocalic part has been labelled . 
as L. Both time and Fo values of these 
lâypoints have been saved in appropriate 
1 es. 

Our aim is to show that satisfactory 
regression functions in the time x Fo space 
can be found to account for these (x,y) 
keypoints, under some conditions : 
- the functions must be calculated 
independently for each class of keypoints 
(H. S. L). 
- polynomial functions (generally second 
order) may often provide a better model 
than linear regressions, 

. - the model may often be improved when 
the utterance has been parsed into sections 
delimited by the S-points (these sections 
generally match phrasing, since S-pornts 
have a syntactic function). 
This paper actually draws the first trends. 
but complete results and general 
conclusions will be available in our thesis 
dissertation by September 91. 

3. METHODOLOGY. 
We deal with 125 utterances, produced by 
5 speakers. F0 calculation and 
representation, as well as tonal labelling. 
has been run on a Masscomp-5400 mini- 
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computer, using the SIGNAIX sp‘e’etéltt1 

signal processor [4]. Data have ed r 

transferred to a personal computer 1n or e 
tistics. _ 

'thleml‘tgässity for calculating indepenldent 

regression functions for Il, S‚_andli , 1: 

shown in an indirect way, since it re eâro 

the analysis of variance of the t ee 

groups. h tonal 
each utterance, and for eac 

Elias, we comp the R—squared and thael 

probability for linear and for polynomr 
e sions. _ 

{??/ge: the utterance had S-pomts, the satge 

regressions have been tested. on {V e 

sections delimited by these pornts. e 

could then see if the R—squared and p were 

better in the case of sections. 

4. RESULTS. 

4.1. Regressions mrstl :sees applied 

t l  t 0 3 t o n a  c a  . 

ägaâîiâ {hat acoustic features. allow a 

distinction between tonal events involvmg1 

H (the so-called suprasyllabic patterns) a; 

tonal events involving S (mtrasylla lâc 

contours). The major two features are ho 

glide threshold and vowel duration. T e 

average vowel duration in the corpus fort _ 

syllables except those bearing an S-porn is 

85ms. As shown tn figure 1, vowe 5 

bearing an S-point have much longer 

durations: 
luster-tn e‘ I ' :  a vowel. duration (ml. III en:-to:! 

I _ . - . . . . . .  _ A A L  - - -  

Co
un

t 

60 so '00 '20 '40 '60 "so 200 220 240 260 280 300 120 

5 mole astronaut). ou ” e n  

Fig l: S-vowels duration, all spfgléers (ms) 

mean. 43 ms 
l l . . . _ 

range: de 70 to 304ms 

(for 113 values) 

' ' d the 
The Fo lide magnitude between S an _ 
precedifig L is bigger than the Fo ghfie 

magnitude between H and the preCedmg . 

Rad FOOD I F0 (L). all speakers. 
0 mean Fo(S)/Fo(L): 1.23 

standarddeviation: 0.11 
(for 113 valtICS) 

Ratio Fo(S) I Fo(L). all speakers: 
meanFo(H)/Fo(L): 1.16 

standarddeviation: 0.09 
(for 466 values) 

'se, the re ssion functions applied 
3%??s group uä  have a higher constahnt 

than the regression functions applied to e 
H group alone in 98% _of cases. h 
The analysis of variance of the t rÊe 

groups (H,S,L) confirms. that. the _ 0 

values organisation in the time dimensmn 

must be studied for each group separate y. 

We shall call these groups tonal classes. 

4.2. linear vs .second order 
ol nomial regressrons. _ 

go declination is generally described ash a 

progressive Fo downdrift from t e 

beginning to the end of the utterance. 

Declination models often make a distracting 

between top-line and base-line downdn à 

([l], [8], [9], [13]). As seen 1n_(4.1.)f, tin: 

as shown in figure 2, we find it use u o 

analyse this phenomenon for 3 separîtle 

classes, which provide an L-lme, an - 

' , and an S—line. . _ 

!l‘Illiîse lines are obtained by _reg_ressron 

functions. S-lines have low srgmficaräe 

since utterances have few S. Howeverff e 

S-lines slopes do not usually d1 her 

significantly from the slopes of oäJ-Îflt 

classes. The general shape of the down 
shows a slight convergence between 

classes rather than a strict p elism. 
Scanners. ‘or columns: x - v -  .. I313 St WS! 

. .lIndLl, foil.) . .Imnfll), Fol") ..Imfl __ 

.mo suite sont 
o non mm ' mm 

‚ML! 

' ° - ' -lin and S-line obtained by linear 

ÉërîssliäïTäne iîin milliseconds, Fo m I-rlgrtz.l e 

Utterrance: "j'aimerais connaitre le_temps p vu le 

douze juin mille neuf cent Quatre vmgt deux sur 

versant alsacien des Vosges . 

number of H points in the H—lmes may 

Slower than 4 (mean 4.3 per utt.), so thä 

no significant regression can be calculat 

in these cases (41% of the occurrerècâets). 

32% of the H—lines are better account 0; 

by a linear regressron althou g 
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approximately 23 of these do not reach the 
probability p=0.l. Actually, if we consider 
utterances with a greater number of H, the 
2nd-order polynomial regression appears 
to be a better model. This is the case for 
27% of H-lines, out of which more than 
2/3 have p<0.05. 
The same tendency can be noticed for L— 
lines, which gather more keypoints than H- 
lines (mean 9.6 per utt.). We found that 
60% of the L-lines (generally the ones 
provided with a greater number of L- 
points) are better accounted for by 2nd- 
order polynomial functions. Most of them 
provide a satisfactory R-squared, and over 
95% have p<0.05. 
The x2 coefficient was found to be 
negative for over 90% of L-lines. In most 
cases, the lines can be divided into two 
temporal phases : first, they increase, but 
they have a negative second derivative 
(shorter phase); second, Fo drifts down 
and the second derivative remains negative 
(which means that Fo steepens with regard 
to time). See figure 3. 

Scanners. ‘or connut: [ ' 7 '  . X313 
_ _, .:lmelu, rofl.) .tiincttl). ran) turrets}. I’otSl 

‘ *— * % i : —  ‘ 

's A 

'50. F 

"O: 
> 

'30 . 

PNL
! 

'20. 
. 

i 
I 

I T — fi  î . r ' ' } 

l 500 ' 000 ' 500 2000 2500 3000 3500 “ )( 
'.ML) 

—-—v 

Fig 3: L-line and H-line obtained by a 2nd-order 
polynomial fumtion. This utterance has only one 
8-point. R-squared for L is 0.887, p<0.0001. R- 
squared for H is 0.915, p<0.0855 

A discussion of these results is presented 
below. 
Yet 40% of L—lines are better accounted for 
by linear regressions. One explanation is 
that most of these L-lines are provided with 
few L-points. Moreover, only 1/3 out of 
those cases reach p<0.l (which is partly 
due to the low number of points). 

4.3. Utterance vs sections. 
Trying to find one function to account for 
keypoints has less and less justification as 
utterances get longer. Many authors ([1], 
[3], [13]) have noticed that the course of 
declination may be reset at major 
boundaries. Our material provides many 
long utterances interrupted by silent 

pauses. The pauses generally occur 
immediately after S-tones. 
We found that roughly half of the L-tones 
that immediately follow an S-tone (L2) 
have a higher Fo value than the L-tone that 
immediately precedes the S (Ll). 
Moreover, if we now consider the Fo 
difference between L—tones and the y- 
values of the regression function provided 
with the same respective x-values, we find 
that most of the Ll have a negative 
difference while most of the L2 have a 
positive difference. This seems to indicate 
that the resettings must be interpreted with 
regard to an overall downdrift which 
covers the whole utterance, rather than to 
the rough Fo scale. This point deserves 
further investigation and will not be 
discussed in this paper. 
Another criterion for resetting is the 
significance of the regression applied to 
sections delimited by the S-tones, as 
compared to the regression on the whole 
utterance. 
This criterion is disappointing at first sight. 
Our hypothesis was that the utterances 
could be successfully parsed into sections 
delimited by S-tones. Some utterances do 
not have S-tones. Otherwise parsing has 
been attempted as long as S split the 
utterance in a way which provided the 
resulting sections with at least one L and 
one H (thus excluding final S). Finally 
both linear and polynomial regressions 
were run on the span of sections. The main 
problem that we encountered is the lack of 
points in the sections, especially for H- 
pomts. 
In cases where the section slopes are 
obviously reset (relative Fo difference 
between L2 and L1, silent pause 
interruptions), the significance of section 
regressions often remains low. It is lower 
than the corresponding utterance 
regressions for 87% of sections, although 
38% still provide a p below 0.05. 
Yet if we now assume that there is no 
linguistic reason why the declination 
models obtained above by regressions on 
long sequences of points should not be 
implemented on shorter sequences, we 
may consider that the R-squared is a better 
cue than the probability (which is directly 
related to the degree of frwdom). Actually. 
63% of section R-squared are higher than 
the corresponding utterance R-squared. 

See illustration in figure 4 & 5. 
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. 

' m o ' s o o o ' m ' s n h o ' w i r  
I IMO l :  

Fig 4: Utterrance ”Quelles sont les temperatures 
maxima et minima aux environs de _Gérardmer à 
plus de huit cents metres aujourd'hui". R-squared 
for L-line: 0.561, p=0.0108. R-squared for H-lrne: 
0.302, p=0.4076. See next figure for section 
results. 

fire-nomm- lof cola-inc: In.  .. Im; 

mitnehmen: Otlmdlpßoty: _ Attenuators: 
I i  — . 

i i  
um . ‘ . 

Il?) : 

: HO. > 

E Inn . 
ion . 104 
In? 

E 

M ' ' ' rm soon mr . '  ' ratio ism moo . . o soc rm: 

Fig S: 2nd-order polynomial regressions for the 
first section of the same utterance as in figure 4. 
The section ends in the 8-point represented by a 
black triangle. R-squared for L-line: 0.83, 
p=0.0049. R—squared for H-line: 0.99. p=0.0011. 

Further discussions about resetting cues 
will take place in later publications. We 
now prefer to focus on. the pomt of the 
negative second derivative that has been 
found for most of the declination slopes. 

5. DISCUSSION 
Negative x2 coefficient does not confirm 
the previous observations on the general 
lpe of declination (U], [S]), which was 
found to follow an exponential decay 
(phrase component in Fujisaki s model). 
This shape of the overall decay has been 
claimed to be conditionnedrither by 
subglottal pressure [6] or by cnco-thyrord 
activity [2]. Beyond this controverse, it 
may be assumed that declination is mostly 
determined by the linguistic struture of 
utterances, and therefore pre-planiied 
independently from hysiological 
constraints ([8], [9], [1 ]_). Since the 
keypoint values are olinguistically 
conditioned, the exponential decay model 
cannot be conceived as language- and 
context-independent. We infer that the 
Steepening slope in our material is due to 

the specific structure of these French 
utterances. Since the slope remains a 
function of time, its shape cannot be 
conditioned by lexical or syntactic factors. 
On the contrary, the phatic f unction may be 
assumed to weaken smoothly as the S-tone 
linguistic information nearsz The 
steepening slope may be a pie-indicative 
cue for the perception of S-tones (Le. 
boundaries). As a consequence, the pitch 
of unstressed syllables in these French 
utterances should be considered the result 
of a controlled active process. 
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ABSTRACT 
Relying on the criterion of 
intonation-text relation, 
the author proposes a clas- 
sification of intonation 
stereotypes (185) into three 
categories: (1) 185 depen- 
ding on a grammatical struc- 
ture, e .g .  Verb+Indefinite 
Article+Noum etc; ( 2 )  ISs 
representing a higher degree 
of connection between into— 
nation and text; e.g. into— 
nations specific to some i- 
diomatic phrases; ( 3 )  ISs 
occurring in the absence of  
any text, i .e .  the intonati— 
ons of "hummed messages" u- 
sed to express "Yes" ,  "No" 
e tc .  

0 -  PRESENTATION 
The term "intonation ste-  

reotype" (IS) as used here 
is  meant to be more compre- 
hensive than "stylized tones" 
or "cliches mélodiques"; it 
re fers  to a more or less f i -  
xed pattern which is conse 
tantly associated with the 
same semantic and/or pragma- 
tic content. 

We propose the classifi- 
cation of  185 into three ca- 
tegories: 

1. INTONATION STEREOTYPES 
DEPENDING ON A GRAMMATICAL 
STRUCTURE 
1.1 .  The exclamative struc- 
tures 
c e  "what" + noun 
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c i t  "how many” + noun 
may have two intonational 
variants: 
— a one-peaked pattern: an 
upskip to the accented syl- 
lable of the noun is f o l i -  
lowed by a downskip: e .g . :  

Ce bogäFle‚  "What abun- 

dancel": 
- a two-peaked pattern, 

“with the f i rst peak on the 
exclamative word and the se 
cond one on the accented 
syllable of the noun: e . g . :  

4 
J. O c t e  " tabl  " r i !  How many 

pictures!" 
1.2.  The structure 
c e  + noun can be also used 
with a somewhat opposite» 
attitude, i . e .  that of re- 
jecting the partner's sta- 
tement. In most cases ,  this 
rejective exclamation is 
pronounced in the low part 
of the voice, with a slight- 
ly falling intonation and 
therefore a narrow pitch 
range. Since in Rumanian 
the main function of  c e  is  
the interrogative one, the 
rejecting IS may be con— 
trasted to the "homonymous" 
interrogative pattern: com- 
pare: - 

Speaker A :  Speaker:A:  
Vrea sä plece Am gâsit  o i -  
in  H i m a l a i a .  dee  p e n t r u  
"He wants to f i lm. " I 've 

{ fi l - "  
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malayas." 
leave for Hi— got an idea 

for the movie. 
Speaker B :  

C e 
Speaker B :  

C e  1dee. ’  “Idee ? 

What an ideal What's the i- 
dea? 

é£3éuéliigh(gfiggffaiivéirfigy 
be expressed in Rumanian, 
beside other devices, by u- 
sing the structure 
verb + indefinite article + 
noun 
e . g . :  Era un f r igu ’ “ I t  was 
terribly cold!" (literally: 
" I t  was a co ld ! “ ) .  This "su- 
perlative“ IS consists of a -  
two—peaked pattern generally 
ending with a suspended high 
pitch: the two peaks corres- 
pond to the verb and the 
noun, respectively, the in- 
definite article being cons- 
tantly pronounced on a low 
pitch. The last  peak is u- 
sually followed by the leng- 
thening of the last vowel on 
a high sustained pitch: 

E z e r i e e !  "What a 
o mi 

mess ! “  (L i t . :  I t ‘s  a m e s s l ) .  

1 .4 .  Another "superlative" 
Rumanian structure, this 
time in terms of quantity, 
implies the same IS :  
verb + preposition l a  “at"  
+ noun 
e .g . :  Au venit  la  oameni! 
"There came hosts of peo—L 

- p l e l "  ( L i t . :  There came at 
peoplel) ,  where the emphatic 
e f fec t  is  the result o f  an 
ensemble of  factors :  the 
necessarily undefinite form 
of the noun, the unusual 
word order, the special sus- 
pensive intonation pattern, 
the extra duration of  the 
last syllable vowel: 

n i t  ameeni’  Au ve l ' a o 
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2. INTONATION STEREOTYPES 
REPRESENTING A HIGHER DEGREE 
OF CONNECTION BETWEEN INTO- 
NATION AND TEXT 

This is the case of many 
phrases specific to any lan- 
guage, where a set sequence 
of concrete words implies a 
certain IS, or, as Bolinger 
says: "What we find is ei- 
ther a set intonation or a 
very restricted range of in- 
tonations as part of the set 
meaning" [ 2 ,  98]. 

Certainly, "there is no 
string of words that has one 
necessary intonation" [ ? ,  51 
and no intonation represents 
exclusively a certain text 
[ 6 ,  180].  In fact, to the 
enormous number of idioms of 
a given language there cor- 
responds a rather limited 
number of intonations. 

2.1. Most of the idioms have 
resulted from an ellipsis, 
accompanied by their seman— 
tic reduction. This often 
creates homonymous utteran- 
ces with the original ones 
(with "full" meaning). Per- 
haps many languages have a 
number of such "expressions- 
3 deux lectures". of which 
one is idiomatic. In these 
cases, the intonation re- 
presents the only element, 
(beside the context), which 
determines the meaning, so 
that i t  has a distinctive 
function. - 

Actually, a great many of 
the Rumanian idioms may be 
regarded as "minimal pairs" 
of  some utterances with the 
same wording and s y n t a x , ' :  
which are pronounced genera- 
lly with a different intona- 
tion; compare: _ 
Speaker A:  Speaker A:— 

Am nevoie de Care  d int re a -  
t o t  sa la r ia l  c e s t e  douâ 
tau. cärçi i ç i  tre- 

b u i e ?  - 
“ I  need all “Which of the- 
your wages." se two books 

is of use to 
you?" 



Speaker B :  Speaker B :  

As bu „ ,  As 
t a - i  n a .  t a - i  b u  „ „  na  

“That'a good "This one will 
joke! "  (L i t . :  do". 
This is good). 
Therefore the 155 attached 
to the phrases function as  
such only in their specific 
linguistic and situational 
context [ 5 ,  4 ] .  We have 
dealt with some of Rumanian 
examples in other papers 
[ 3 ;  4 ] :  Nu mai spune! "You 
don't ,say s o l " ,  De unde! 
"Not at a l l ! " ,  Ce folos! 
"What ’s  the use of  i t ! " ,  
De ce  nu!  "Why no t ! “ ,  Nici 
vorbä! "Nothig of the kind". 
2 . 2 .  I t  seems necessary to 
make a distinction between 
the expressions with a mea- 
ning by themselves and the 
ones which resort to the in- 
tonation [ 1 ,  276-277] .  

Some idioms have become 
"frozen" in an odd, ungram- 
matical form, so that they 
have no homonymous free pain 
Rumanian has many such e-  
xamples: Ce m a i l ,  Nici vor— 
b ä l ,  Ce dacä f ,  Cum sâ  n u l ,  
Ce—are a face / ,  Ce d r a c u f ,  
La ce hun/,  Vezi sâ nu /e tc .  
Generally they have a speci- 
f ic  intonation, but not a 
distinctive one; e . g . :  

Speaker Ä‘ : 
O sä—mi dai si cärç i le  ta le .  
"You'l l  give me your books 
too."  

Speaker B :  

V n ”By no means!" u! 

(L i t . :  "See to no t " ) .  

3 .  INTONATION STEREOTYPES 
OCCURRING IN  THE ABSENCE OF 
ANY TEXT 

Some of these ”intonation 
carriers" [ 2 ,  97] are utte— 
red without opening the 
mouth; most of  them function 

as different types of repli- 
es  and probably i t  is  this 
"sequential" position in the 
dialogue which makes possi- 
ble their capacity of being 
wordless. 

According to Fönagy [ 5 ,  
1 0 4 ] ,  these "tonal gestures" 
are not less conventionali- 
zed than other equivalent 
responses, like " Y e s " ,  "No" 
etc.  Revealing their full 
and strict meaning,Karcev— 
skij [ 8 ,  222] calls them 
"real algebraic symbols of 
sentences". Let us see one 
example: 

The hummed message used 
in Rumanian as an affirma— 
tive answer consists o f  two 
syllables formed by two syl- 
labic [ m ] s  separated by a 
"pure nasal aspiration which 
is generally voiced" [ 9 ,  8H 
Its specific IS represents 
a r ise on a pretty fixed 
interval of a major second 
( a  slightly greater rising 
interval implies more inte- 
rest or participation). 

In other languages the 
rising interval is  different; 
for instance, Fonagy des- 
cribes the French equivalent 
as a labial nasal [ m ]  accom- 
panied by an abrupt rise of 
a seventh, whereas in Hunga- 
rian i t  i s  characterized by 
a slower and smaller r ise,  a 
"bisyllabic sixth",  with two 
peaks o f  intensity, one at 
the beginning, the other at_ 
the end of hum [ 5 ,  104] . 

In other languages still, 
i t  seems that the same IS 
may be used with a different 
pragmatic value, e . g .  in 
United States i t  is heard as 
a gentle and shorter answer 
to “Thank you". 

4 .  COMMENTS 
All types of 153 we have 

dealt with are used in the 
colloquial, informal langua- 
ge, most of  them being affec- 
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tively or attitudinally 
marked. 

In the case of the f irst 
type, a somewhat set pattern 
expresses a peculiar sense 
(such as "superlative" or 
"rejective" e t c ) .  In the 
second case, a definite pat— 
tern i s  assigned to a con- 
crete verbal formula, the 
ensemble having i ts own mea- 
ning in a given language:. 
that is why the ISS assoc1- 
ated with idioms are to be 
"learned as part of the 
whole", as  pointed out by 
Bolinger [ 2 ,  101] . '  

The functional efficien- 
cy of our 185 is obviously 
decreasing from type 1 to 
type 3.  

Our f i rs t  type of ISs 
are known in other langua- 
ges too, similarly to the 
so-called “intonation mor- 
phemes", whereas the second 
type represents 185 speci- 
fic to every language, the 
same as their corresponding 
idiomatic text. As for the 
third type, the use o f  
hummed messages is probably 
universal; what differs 
from one language to ano- 
ther is their phonetic as- 
pect and/or meaning. 
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PARAMETRIC DŒCRIPTION OF GERMAN 

FREHÆN CYŒJN'IOURS 

Bemd Mobius, Grazyna Demenko‘, Matthias Pätzold 

Inst. f .  Kommmikationsf. und Phonetik, Bonn, FRG "Inst. of Fund. Technol. 

_ A …  
This paper presents a parametric description of German fundamental frequency (Fo) contours as obtain— ed by applying of Fujisaki’s into- nation model to German. The para- meters of the model were extracted by an automatic approximation to naturally produced Fo courses . The parameter values were standardized using statistical procedures. Fi- nally, intonational prototypes that may be related to linguistic categories were developed by rule. Utterances resynthesized with pro- totypical Fo contours were judged highly acceptable by phonetically . trained listeners. 

1. m 
Intelligibility and naturalness of artificially produced speech may be improved considerably i f  one allows for prosodic information. Therefore, the generation of pros- _ odic features by rule is an impor— tant component of text—to-speech systems. This implies that an ad— equate description of the intona- tional variations of the language concerned is at hand. The most outstanding acoustic correlate of intonation is the temporal course of fundamental frequency (F0) . tomîeänr (€: 1:21:21 contribution is a yticall factors that determine theyF 22:3 tour of German utterances. This is achieved by applying the quantita- tive intonation model presented by Fujis'aki [ l ]  to German. The model has been elaborated by Fujisaki for the analysis and synthesis of 

Research. Poznan. Poland 

Japanese intonation. It is based on the superposition of a basic value (Fun), a phrase and an ac- cent component . The control mech- anisms of these components are realized as critically damped sec- end-order systems responding to impulseand rectangular functions, respectively. Thus, the model pro— Vides a parametric representation of intonation contours resulting in a considerable data reduction in analysis and synthesis applica- tions. 
The extraction of the rameters was attained by a close Iafiproxima- tion of naturally produced F curves with the contours generated by the quantitative intonation model. The fitting procedure was implemented in a computer program. Prototypical parameter configura- tions were derived by statistical analyses and related to linguistic categories, e.g. , word accents. The major issue of this paper is the classification of the parame- ters and the derivation of  intona- tional prototypes. But first, the speech materials and the method of extracting the ramet ' Presented. Pa ers Will be 

2. … 
2.1. Speech Materials 
In this investigation, the speech material was limited to German declarative sentences containing only one prosodic phrase. 25 test sentences were realized by three male and two female speakers, re- spectively. For one speaker, the recording was repeated two months 
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after the first session. The same 
speaker realized another corpus of 
25 test sentences. 

The stressed syllables of an 
utterance were determined in a 
listening test. By. definition, 
each stressed syllable that is 
characterized tonally by F0 move- 
ments, will henceforth be called 
accented. Following Thorsen’s [ 2 ]  
description of "stress groups", we 
define an accent group as a proso- 
dic unit that consists of a lead— 
ing accent syllable optionally 
followed by unaccented syllables. 
This unit is independent of any 
word boundaries but sensitive to 
major syntactic boundaries. 

2.2. Parameter Extraction 
Extraction of the parameter values 
was done automatically. Using a 
procedure of analysis-by-resynthe- 
sis, the original Fo course is de- 
composed into the components of 
the quantitative intonation model. 
The parameter values are determin- 
ed by approximating the contour 
generated by the model to the ori- 
ginal Fo curve. Based on the prin— . 
ciple of superposition, the para- 
meter extraction my be carried 
out for each component of the 
model separately. 

In our interpretation of the 
model , the phrase component is 
considered the baseline of the 
intonation contour with its maxi- 
mal value at the very beginning of 
the utterance. In declarative sen- 
tences, a standardized negative 
phrase cormnand was introduced to 
allow for the final fall. Each 
accent group is modelled by the 
contour resulting from one single 
accent command. The accent command 
parameters are determined by the 
method of least squares. 

The parameter values extracted 
by this procedure were treated 
statistically with the aim of  
classification and standardiza- 
tion. The final goal was the deri— 
vation of intonational prototypes 
that are perceptually as accept— 
able as naturally produced con—- 
tours. The results of the statist- 

ical analysis are presented and 
discussed in the next section. 

3. RESULTS 
3.1. Basic Value F… 
There is a relatively small dis- 
persion of the basic value Fun 
with all five speakers. 50% of the 
observed values are found to fall 
into an interval of about 3 .0  Hz 
around the arithmetic mean of each 
individual speaker. This small 
variation makes it reasonable to 
keep the value of Fun constant in 
experiments with resynthesized 
speech . 

3.2. Damping Factors 
'Ihe damping factors a and 13 of the 
phrase and accent components , re- 
spectively, are treated as con- 
stants. Fujisaki [1]  has shown 
that the approximation of natural- 
1y produced Fo contours by the 
model is not impaired i f  a is as— 
sumed to be constant. In our in— 
vestigation, a fixed value of 3 ,1  
$"]L was used. The ß range was re- 
stricted successively in the pres- 
ent study. Finally, the value of 
16,0 s"1 proved to be suitable for 
all speakers and all utterances. 

3.3. Phrase Amplitude 
Since the phrase component is in- 
terpreted as the baseline of  the 
contour, only the phrase amplitude 
has to be considered here. In an 
analysis of variance (ANOVA), in— 
dividual characteristics of the 
speakers, structure of test sen- 
tences and corpora, utterance 
length, and overall speech tempo 
were tested as potential sources 
of variation of the phrase ampli- 
tude . The most important factors 
are speaker (15513.7, p<0.0001) and 
sentence (1522.9, p<0.001). The 
significant influence of utterance 
length was reduced to a strong 
dependence on the factor speaker. 
Other factors were not found to be 
significant. 

Further analyses revealed that 
the speakers may be classified 
into three groups. Taking into 
account the strong dependence of 
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phrase amplitude on the structure 
of the sentences, we looked for 
features common to those sentences 
with similar phrase characterist- 
ics. Since the phrase amplitude is 
directly related to the steepness 
of declination, the global down— 
ward trend, so our hypothesis, 
should be stronger especially in 
those utterances that begin with 
an accent syllable and end in an 
unaccented syllable. This hypothe- 
sis was confirmed by the result of 
the ANOVA showing the significant 
influence of the distribution of 
accents (FL-36.3, p<0.0001). 

3.4.  Aœent Parameters 
For this section of the study, a 
further restriction of the speech 
materials proved to be necessary. 
The parameters of the accent com— 
ponent were found to be highly 
dependent on the position of the 
respective accent group within the 
utterance. In order to facilitate 
the comparison of different utter— 
ances , we chose only those sen- 
tences that required four accent 
commande.. Thus, the materials con- 
sisted of 62 utterances containing 
248 accent groups. 

With respect to the amplitude of 
the accent connands, speakers may 
be grouped into two types. This 
classification is consistent for 
all positions of the accent group 
within the utterance. At the sec- 
ond and third positions, type of 
speaker is the only significant 
source of variation of the accent 
amplitude. The duration of the 
accent group plays a significant 
role in the initial and in the 
final position. Furthermore, in 
utterance initial position, the 
accent amplitude depends on the 
word classes: Adjectives require 
an amplitude value clearly lower 
than other content words . In the 
other accent positions , no similar 
effect of word classes was found. 

There is a high positive corre- 
lation (no.315) between the dura- 
tion of an accent conmand and the 
duration of the accent group to 
which i t  is applied. This is also 

shown by the result of the ANNA 
(F—-84.1, p<0.0001). No other 313- ' 
nificant factors determining the 
duration of accent comands were 
formd. 

The temporal distance between 
the beginning of the accent group 
andthe onset of the conmandvar- 
ies with the position of the ac- 
cent group within the utterance 
(F-=13.7, p<0.0001). While in the 
first, second and third positions 
the comand is set. on the aver— 
age. after 10% of the duration of 
the accent group, the comnand on- 
set is found inmediately after the 
beginning of the accent group in 
utterance final position. 

Further analysis revealed that 
there is a direct link between the 
timing of the accent command and 
the direction of the accent lend- 
ing Fo mvement; the effect is 
significant (FL-52.5, p<0.0001). In 
the speech material under investi- 
gation, there is a preponderance 
of rising and rising—falling move- 
ments in the first (98%), second 
(893‘), and third (85%) accent po- 
sitions. Utterance final accent 
groups, however, are marked to a 
large extent (76%) by falling F, 
movements . Since in our interpre- 
tation of the model, these move- 
ments are approximated by the de- 
creasing part of the contour gen- 
erated by an accent conlnand, the 
early command onset in utterance 
final position is not very sur- 
prising. The particular character- 
istics of final accent … :  
differing in some respect from 
conmands in the other positions, 
is in accordance with the observa- 
tion that accent groups are sensi- 
tive to major syntactic boundaries 
(of .  section 2.1.). 

4. Elm-MATE}! Œ F. m u m  
In the preceding sections, we pre- 
sented those factors that were 
found to be responsible for the 
variation of the parameter values. 
Standard values were derived sub- 
sequently on the basis of the sta- 
tistically significant factors. A 
set of rules was formlated in 
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order to generate prototyping; 

intonation contours. By mean_ 3 the 

LPC analysis and resynthesmged bv 

original Fo data were replac _ 

the rule—generated contour: . s of 

Acceptability and nature nes t— 

these artificial intonation; pixie- 

terns as well as the adequ: ewere 

alization of the word accen s_ ent, 

examined in a listening eîcpîâiîub- 

by six phonetically trainth ro— 

jects. It turned out that e pare 

totypical intonation contours“a 36 

highly acceptable: None of  "ected 

stimuli in the test were reJt 80- 

by the listeners as beingtguoe ard 

ceptable or unnatural. Wi îaîled 

to the word accents, more de 1; led 

judgements were obtained the ' f i c  

to the improvement ‚of two speCi of 

rules, one concerning the lpereu 

the final accent, the other pent 

dieting the duration of the accom- 

comnand in an accent group 0 

taining the focus .of the 11th:: 

ance. An illustration of a ru is 

generated intonation contour 

given in Fig. 1. 

5 .  011401113101 
Fujisaki (1983) has shown giants: 

intonation model baSed.on he hl 

perposition principle is a “lganä 

useful tool for the analySis n— 

synthesis of the complex F0 c:;h e 

tours in various languages. tic 

effects of different linguismew 

and speaker-specific features lled 

easily be separated and contro 

s o  [ H z ]  
2 2 0 -  

«so- 
1 4 0 '  

100  

eoL 

"
#

 
__ 

for, an advantage that facilitates 

quantitative investigations. The 

parameters remain constant for a 

defined stretch of t1me_and. 12a? 

thus be related to linguis ;: 

units, in our interpretation 0 

' nt groups. . .  . 

açär application of FllJlsaklîs 

work to German has now resulted in 

a set of rules predicting thetpa’e 

rameter values for declare. 1 

sentences. Further investigations 

wi l l  have to compristeh igärfiääg 

. 
e 

t ive sentences,_ too. e . . 

o f  questions wil l  be wticmiy 

interesting, since sentence 1 ted 

i t y  i s  supposed to be ref e: of 

mainly in the phrase componen 

the intonation model . 

W T  
ted by the 

‘ 3 study was suppor . 

rlgehtsche Forschungsgemeinsciliäit 

and the Alexander von Humbo 

Stiftung. 

u m  
" I 

1[’1] EUJISAKI, H. ( 1 9 $ ) , c  

characteristics of voice 113 sing— 

tal frequency in $136t an (ed ) 

ing", In P.F. MacNeilage 39-55, 

The production of Speech, , 

' ' n  er. 

??; ääèâîrîlê. (1989) , "Stress 

group patterns , sentence 82:32:?- 

and sentence intonation in d Tm— 

ern Jutland (Sdnderborg Ênemxan“. 

der) - with a View to 

ARIPUC (Capenhagen), 23, 1-85. 

1: [ a ]  

‘ 
' 

. 7 5  
7 5  1 . 0 0  1 . 2 5  1 . 5  1 

0 . 2 5  0 . 5  O .  

' rated (cont 

l g .  IP.}, Îlmlrmgene of the utterance 

225 

‘ _ j " . r v r r  . ‚ .  , _ _ _ _ ÿ _  W V  

' line) and naturally pro- 

mucus”… ißt so get-ne Wurst" . 

‚—.—_.‚_.___.„___ 



PREDIŒIŒHÏHDIQEŒIAWWŒARAŒW 

T . B E N K I R A N E  

mimitédesletuesetdesSciemesHJœinesdeFæ 

ABSIRACI‘ 

In ……°:fl’leyæ-rbqœäm 
œlûücmtbemisrisixg-famrgasme 
assertiveme. 

fiîeprœodicinfmratimœmemjngfl-fis 
nodal mifimisloœ‘bedatfle—œr— 
n11'1'1'9‘1pEII‘toftheutterance.Bt.rl:,a{ct;l'»g; 
83119 üJœ,adisü:nfimisopa—aœdby 
a drasfic increase of fine … 
winyæ-mQæsüm. 

Does this PŒ‘Ü-œlar fact serve—a 
predictive one below the mcleus ? 

The MMS of this perceptivesbny 
oonfim the melodic mticipaum. 

æalres a predictive rôle Ming—me 
œüVÏ-WOÏW. 

l . … Œ  

lemmtd'évmgamdeoetbeéune 
déooule d'm emarble d'observaticns |5|, 
|6| …tlescaræbêristiqiespm- 
ædiqlædelaqætimtotaleâzépase 
ali/mudansleparlerambeœmœ. 
Cette den’liël‘l'ï,cn.l'elle oarpcrbeunms— 
mèrœinterrogaüfwm,estréalieée 
mm…fimfi‘ëümfiellem 
taute—dæce'darœqgiémglepaümde 

l'érnnê déclar‘atif. A première m,œtæ 
similiüœmmellemmelesmbæné. 
lodiqasdelaqesfimetdeladéclara— 
tim …tm‘ëüä‘âéqñmædasla 
mesure où ladnrbefixnleætgérér—alæ 
nmtmidêxéeoanœl'apmagemmde 
asserfif. Néannirs,mexamp1mathm 
fifdesdanéesæœsüqæsmapemfis 
derelevaæedfiï‘éremesmläales 

régies par l'oppositim mdale. Ainsi, 
…âlacëclaraüve,laparfie 
deaoaflmtedxpauminmtifdelaqm 
ti(1'165313r‘igcurVeusana‘ltsynchncvniséeavec 
la syllabe fimle. Cette dubs mélodique 
qui sable être une …iéüê irhérmüe 
Ilangœge specificl ànoire parlerætna— 
têf‘îaJ—îséeper‘mglisæfiodefïônégatif 
d'me arpleur Wimàl'ocæve etcpi 
æ wuw—umdégmœsmæm 

oblige—avecmæcmiæermt deladmée 
dalafiÿllabepor'basefimle.mœvm- 

died-ms lecasdeladéclarative,ladœ— 

nièf‘eærllabeætwqéepæ‘mtmstati— 
(pe situé darslegmveetlepointd'in— 
flexicn qui inverse la palm nélodiqæ vers 

leniveaaplarfim—delagarmmualeœ 
oancrde pas fœoêrmtavecl’ultimpa— 

ticn del'ânnéoümtâlaparüeæœn— 
mmœümîfibämæüf,elleœmeœ 
dès lasyllabeinitiale,o.mninesm1apê— 
mltièœetseœrætêriseglobalemtpar 

mlœélevéeqæœuedeiaparfie 
aææävemespaxhuüeæetüemææüm 

iflpliqueqlelefa'fiarmtalœœldela 
Wüdafilaqæüœætplœhartqæle 
niveaidevoixpmpœàl'aæertim. 

SUI" mmplm,lesréwltatsd'meim 
vesfigaüm perceptive |5| m m ”  
l'infomatim ayant trait à l'oppositim 
Meestnæsivamtlœaliséearlesz 
SYllabes finales et que la d'uœ nélodicpe 
harbemfimelaclefdevu’i’oedelam 
tmction intermgaüœ. Calame…— 

SéJ-OIS d'm prenier bilm,ä fistam me 
fige de partage entre côté mart, les 
dan: dernières &Yllabœ et côté aval, 
WŒSlesærnabesqniæméoèdmt. 

e.mmwa 
0993133113. le fait (pe Oæ dernières 

soient wetâraüqamt dotées d'une Hô 

plus élevée que celle de leurs hanologues 
déclarafives nous: awe (pl 11 pwmait 
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faire office d‘indice avan… suscep- 
tible d'œienta‘ l'axîitar pement la sai— 
sie disig'aldepamle, deluifœmirla 

poæibiliüé dynaniqæ d'ajœter ses 1'p- 
thèœs |7| et de l'aider à identifier avant 
tenue, le stamt modal de l'acné. 
Cette prtblàaüqæ qui s'irscr‘it dam La 

perspective prédictive de la pnœodie |1|, 
ISI, |10[,l11|,|14| eastium‘a le fil dime 
tam de laprésa'lte émde. Elle parfaite— 
ment résumée dans l'une des intarogaticrs 

sœlevéæ par GrosjeanÆJlOl: "does the 
listmer m that a yæ—no qxesfion is 
being asked only m the last stmæed word, 
cr does some Mmümædstbefoœ that 
point ? ".Cetbe mfomaticn étmt ici de 

nature prosodique, il est légltme de cher— 

dm‘ à détermimr parmi les prqariétés 

aoastiqæ cellos qui par l'jJ-rpcrtame de 

1am ooniribufion se hwæmt aureng d'in— 

dice à valeur pmédicfive. m (mme, nous 

poumcns tenter de savoir à partir de quel 
mt, si ixformtim anticipée il y a,læ 
irfiioæ dispcniblæ pemetberrt une identi— 

fication nodale ef‘ficæe.Par exenple, est-— 

-oe que l'ajditan‘ est en meute de pré- 

juger du machete inbermgatif de l'é—noté 

qu'il at æu‘aindedéooderdèslapœ— 

mière syllabe? dæ les 2 prerfiètœ syllabæ 
ou lui en faxb—il him davmtage? 

Afin d'apgm'bar' une répcnse à ces préoœu— 

patims, nous avcœ conçu l'æqaêrieme pep- 
captive qui suit. 

3.EDŒERIENŒ 1 
3.1.Prœéduœ emérinmtale 

the phrase a été enregistrée en d'arbre 

méd'nîqæ par 2 lowbeurs (A.R.)et 04.8.) 

de sexe nasculin dcnt la langue natemelle 

est strictermt l'arabe mccain (pour évi— 
ter "barbe interférer» avec le berbère). 

Cette plume aétéréaliséemefoisavec 

me intcnatim déclarative sans pense ni 

erphæe etmeseœrfiefoisavecmembo— 

œüm de qestîmâetbe phrase ompœée de 

14 syllabæ à voyelles pleines est la sui- 

vmte : _ 

lgamlmalflcalnœgæaldjal ln'ddnalgdidal 
("Ils cnt agpor'bêlà Mil-(Elle oarptetrlde 
la nedfiœlmxvel"). 
hæ barres vafiœlæ W E N  

modo,â des limibæ. entre trots. L'ami-gis- 
harem: obtem a été mrérisê (cauetfis- 
seur 16 bits |17| etmalység—äoeâm 
système de traitement ch sigml fanfim— 

nent sous Lhix IBI . . 
3.2.Wefindologie 

Les 4 phrases ent ensuite fait l'objet 

d'un segrmtafim opérée sur me canola 

Dednagfledestlÿuææ—nèœsœüêmt 
Pm) nous avcns ex’mait,par aquatics 

smives, 8 sétpemæ msecümslSl 

àSqJiservixmtdesupŒ‘twtestper‘ 

cepfif: ' 

mgamlnaljkalmgmaqjamadmggda 
Sl 

SBgabJJJrelikalnegémdjallnädna 

La bande amérima'rŒleestoa‘süuéedæ 

seulæ porticns … Si à 88.1a Pm 

n'apparaît jamais dare sa bamlibé.m effet 

la clamflelzzdidal est aminée peme 
qu'elle est por'bwse de l'eæa‘ttiel d'infor— 

mfim canenmt l'qpositicn unable. Læ 
secticns opérées repartent à des Grim 

syn'œxîquæ (was des secticns paires) ou 

fiablogicpes (ces dæ séqœmes inpairæ: 
SS,SS,S7).Ces dernières exploitent judi- 

ciesenmt le fait me cer—taire flots dan— 

tent par la séquenœ pimiqae llnal cpi 
….dans la langue,au sigfifié 

"l'eai".Cetœ ooîmidenœ a rend; poæible 

ueoapeàl'imaêriewdœmtsquidébcz— 

de la fimtièœ ayntmcqe sam.}:ar ail— 

leurs. portal" atteinte à la … sérum 
tique de la section ainsi obta'ue. 

3.4.Cmfecficn de la bande W e  
the fois les 8 sectîcns générées et 

répertrriéægns avms procédé à leur appa 
riemmt: læ séqaemesextmites delaPm 
assertive formant avec leurs … 
œ: m de le Pm interrogative des pai- 
resdestinuli. S.:ibeâmüxæealéamjxe 
le pvemierstmul‘ œdelapane‘ esctmût 
d'cngme' ‘ af‘f‘mra' tive,t31tfit interrogative. 
Cette … “cn pennet d‘obvier' à 1‘evm—' 
tœlitê d'un effet d'ordre sur les népasæ 
(tape pame' at amcrnée par Ln bip … 
et c a m  un silence in'bersmuh‘ 'd'me 
seocrfieAlafindxseocrfisümfi’ us, l'arli 
teur dispose' de 3 seomdes pour dana— sa 
repome' .Nous avons omstîtuê par un 
tirage aisœ'twbmatiséœsêries (ôpar 
locuteur) de présentatim et d'… série 
carpcrbe 16 paires de surruli. 
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3.5.0cnsig1e 

An total,.ls auditeurs W a l t  
participé,par séance irfiividielleai test 
misedêruflaitdmsmepièceœhre. les 
séries étaient présentées par éowbem's à 
un niveau mutual de parole (65dB).La tâd'le 
dijmyacasistéàidmtifierfiws choix 
binaire forcé, les sünuliœiginairesde 

la qœstim toælel‘auditeur disposait 
srlafwillederéporeedelatranscrip- 
tim marebedetmræslessecümsran- 
géæ selon lammrkedepréeætatimsr 
la bande amérimmtale et devaitaçrés 
l'écoute de dmx-3 paire, désigner le 
stirrulus recmru ccn'me intermæüf 
scitparlediifirelqœrfilepreniersfi 
malus de'lapaireætinterrogatif, soit 
par le chifire 2da'sleœsccnüeire. 
Dans letdefaniliariserlearjetavec 
la bande,une écoute nm cŒpt-abilisée 
delapremière sérieaété effecwée. 

4.RESULTATS IE L'EDŒ’ERIENE 1 
Si I'm adret me le seuil signifiœ- 

tif de détectim sesitœà75% ,alors 
came cela ressort des résmûtate cmfinés 
mfmdepcncmtagœ (%) dal'lsleœ— 
bleeu 2,1æ teur de réponses,… truite 
section, sont largement apérielms à cette 

Tableau 2: Scores (en %)d'identifiœtim 
des stimuli mwrcgatifs en fanüm dos 
sections et dæ 2 lowtems. (Variables en 
jeu : FE} et Drrée ) 

{ 31 sa sa sa 35 se 57 se] 
A.R.84 100 95 10095 100 98 1061 
M.B. 93 91 95 100 95 91 100 100‘ 

5.DISCLŒICN 
L'esenble du jury a fait prisme d'une 

conduite cdmêrente et ne serble pas avoir 

été gêné par' l'effet de m u m  
etparsmcorollaire laréductiœde l'em 

pen tarpcrel des séqærœs sü'JmliÆela in- 
diquerait que l'infcmafim présodicpe si- 
biéemavaldelaclaflilesiffitâl'iden 
üfiœfim précoce de 1a qnsfimJa varia— 
bilité mama interlcarbem's n'a exerh 
oé am effet rumble (p=.1).Cepadant,I 
au vudesrésulætsJesccreqiiestrela- 

fivenent le plus faible (84 %)æt le fait 
de la séquence …Uabiqæ 81 ch locu— 
teur A.R. Cette attâ'uatim de la perfor- 
mes,… paper—tions gardées,est vrai— 
serrbläclenent immtable à l'mifiisame 

des indices presodiquœ dans œ contexte. 
Ereffet,lesælirfiiœopérmtda°s 
ce cas dame l'éœrt mêlodicpe (3.2 mm— 
'Iû‘B),La d.:rée étant pretiqment similaire 
Pour s'en convairme,il srfi‘it de considé— 
rer,œrs le cas de M.B.,le score de 33% 
eregsü'éc‘srs lenêœcmtexbe etce,âla 
lunièœdæfætew‘smjw : méœrtnélc 
dique de 5.6 déni—mis et me différeme de 
chrée s.:prahmirm‘re |15|,ici de l'ordre de 
40 %. Cette arélioretim di score (+9 %), 
est-elle cire à l'effet cumlé des 2 fac- 
teurs (F3?) +Durée) wbimâl'inpcrtane 
de l'écart: mélodique seul ? 
Cette interrcgaüm cpi mérite d'être éten- 
Che â l'erserble dermréfiilœtsrnœsa 
incité à déteminer de fæmslrictela 
part: de la HD dans le processus de décodage 
mücipé de 1a mtimL'aqaérie'ne 
suivante sera menée dans cette optique. 

& …  2 
La nerüelisatim des différences de 

dirée va nous penœttre d'une part,d'être 
dans me situation emérinenmle rigoureuse 
à une seule variable et d'autre part, d'éva 
luer l'inpact d'une telle rédœt‘rm de La 
mme proscdicpe sur les perform. 

6.1.Pmcéchre expérinmtale 
Pour œla, nous avons repris les rênes 

sécpencæ 81 à SB asser—tives et interroga- 
tivee dæ2locuteursdel‘e1q0êrieme1et 
procédé à l'égalisaticn de leurs longueurs 
réciprcmœ en m i :  la dirée de charme 
sectlmaffimetiveàcelledesaccrrespm 
dante interrogative et vice versaÆe la 
sorte,l'égalisation terrpcrelle filterstfimzli 
a été affectée dans d'une paire,me fois 
par référence à la duréepluslonguedz 
stimlws aff‘imatif (dilatation) et me 
aitre fois en prenant pour cible la (tirée 
plus courte di stimulus intermga’cif (com— 
pmssimLCæ procédmœ de dilatafim et 
de comm-sim mt été réalisées atumeü- 
cpsïmt grâce à mprograme Mmfique' 
ùrplmtéarPlïPJJZS. 
La bande amérinmtale a été confectia'née 
selon lenêrecmevædécritda'slepmtc— 
cole précédmtÆlle estcœpcséedelZsé— 
riæ (6 parlcwteurbmgrtant 16paires 
destimflidmxe.lessqje1smimtpar- 
ticipé âl'æqaériemeln'mtpasété scl- 
licitépamlasecorfielææafiitewsmi 
mt bien voulu seprêteraimveætest 
cnt rewlanêœcu'sigxeetpaæél'expé— 
rienœ dans des corriitiom. confomæ à cel— 
lesdelapreufière. 
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7.RESULTAIS IE L ‘ …  2 
Twæs sectims cmfcxfizesJee stinuli 

ch lowtam A.R. recueillmt en noyeme 
95.3 % ŒS W (écart-WJ) et 
ceux d1 loam M.B. 96.8 % (éœrb— 
type_-2.4) , soit praüqent les valeurs 
noyemes obtemæ dans le cadre de l'amé— 
rience 1. Le tableai 3 suivent fournit le 
détail des rés.:ltats enregistrés. 

Tableau 3: Scores (51%)d'idmfifiœtim 
des stinuli intermætifs en fonctim des 
sections et des Zlmbams.(Variablem 
jeu : FT?) ) 

81 82 SS 84 SS SG S7 S8 
A.R. 82 &) 99 % % 98 90 99 
M.B. 92 95 % 99 99 97 % % 

8.DISŒ.ŒICN ET m a s  
Les 'ln‘æ faibles flœmaticns observées 

mue les m u m  des2expériernes ne 
sont dotées d'anm sigtfifiœfim sur le 
plmstafisfiqæ. Fst-oeâdireqrelefao— 
teurchrée, présmtdarslaprenière etneu 
tralisé dams la secmde,doive été tenu 
pour qzmtitê négligeable ? Nous pouvons 
répafire par l'affirmative, dans La mme 
cul, sur le plan de l'emcdage, les diffé— 
rences terpcrellæ entre questlm et 
déclaration (Jami: dans 14 secticns sur 
16 suffisament en deçà du seuil de fixée 
l15| pour susciter un effet perceptible. 
Cela justifie de faire l'inpme sur 
me possible troisiène expérieme où m et 
intensité seraient rmiralisées aiprofit 
de la durée. Eh corséquemæ, c'est recon- 
naître que dans la palette des parenètres 
prœodicpæ cpi cmîritœnt à dresser un 
profil de la widen distinct de celui de 
la déclaraticn, c'est la FED qui exerce sms 
contests, ce pouvoir séparateurJl y a dans 
lieu de parler d'anticipatim nélcdique, 
puisque le Miami: d.; registre fiéqm 
tiel de la qiætim en regard de l'aer— 
tim est portaam,réellement,d'me valeur 
indicielle et préindiœtiœ. A ce propos, 
runs einer—ions rappeler que l'écart mélodi- 
que moyen entre læ2œ1rbescoœidéréæ 
est apériew à 3 dard-tas; valeur criti— 
cpe si l'on croit les résultats d'me étude 
de T'Hart rappm'bés chns Sorin |16|.Ms le 
mène sersmcts avms établi dam |5| 
que lemme l'écart: mélodique barbe &! dæ- 
sas des3deni—ùons, lærémsesdijury 
s'accarpegmt d'me grande incertitude. 

\ 

En définitive et malgré les réserves 
et les Imitation angelica notre étude 
n'échappe pæ,l'crientaticn cd'zérente we 
m '  et le fait cps læ rémltats de 
la monde expen’ 'enoe étayer—rt ceux 
de la première, tart cela abmde dans le 
sens de l'anficipatim nélcdique et ccnfir' 
me, dans les limites d1 paraiigœ m1. 
amt-231 ackpbë, la fmction prédictive 
assnee' par la proscdie. 
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PHONETIC CORRELATES OF THE ‘NEW/GIVEN’ PARAMETER 

MERLE HORNE 

Dept. of Linguistics, U. of Lund 
Helgonabacken 12, 8-223 62 Lund 

ABSTRACT 
Pr0duction data from American and 
British English speakers are examined to 
see whether the discourse parameter 
‘new/given’ has phonetic correlates as 
regards accentual patterning in initial 
subject constituents. The results show no 
significant difference for the American 
speakers. For the British English 
speakers, however, it was observed that 
differences in Fo register width in the H“ 
tone as well as the use of categorically 
different tonal patterns correlate with the 
discourse parameter ‘new/given’. 

1. BACKGROUND 
In a previous study [3], we made a 
preliminary investigation to ascertain 
whether British and American speakers 
use intonation to distinguish between 
sentence-initial subjects which are 
contextually ‘new‘ (brand new) versus 
those which are contextually ‘given’ (i.e., 
mentioned previously). In a related study, 
Eady et al. [2] measured Fo peak height 
and found no significant difference in this 
parameter for a group of American 
English speakers. In our study, we 
decided to measure in addition Fo register 
width on the subject, since it is known 
that differences in the size of an Fo 

_ obtrusion can lead to perceptually 
significant differences in prominence 
levels [4]. Results of our study indicated 
that, for both dialects, speakers do not 
make any distinction as regards Fo peak 
height on the stressed vowel (this result is 

, in agreement with Eady et al. [2]). As 
regards register width on the tested word, 
however, it was found that the British, 
but not American speakers tested used 
this parameter to distinguish between new 
and given, with new information being 
assigned a wider register than given. That 
is to say, significant variations in the 
H*(igh) L(ow) tonal contour on the head 

word of the subject phrase were used to 
distinguish between contextually new vs 
given information. However, the data 
presented there were very limited (subject 
constituents containing one lexical word 
with one accentable syllable (man, 
Mormon) as well as the structurally 
ambiguous young man (compound or 
phrase?) Since there was for the most 
part only one accentable syllable present 
in the data, the speakers were very 
restricted in their choice of tonal contours 
for the subject constituent. This is 
because an accented syllable (‘nucleus’ 
[1] (which is normally H“ in the dialects 
studied) is necessary somewhere in the 
intonational phrase (‘tone unit’) if it is to 
be well-formed. Thus, it is not possible to 
delete the accent (H* tone) on the subject 
if it is the only accent in the intonational 
phrase even if it is contextually given. 
Consequently, varying register width 
within a tonal category is a possible 
strategy for creating linguistic distinctions 
using prosodic parameters. For the 
present study, therefore, we decided to 
examine an additional number of cases 
with more than one lexical word and 
consequently more than one accentable 
syllable to ascertain if speakers use the 
same or different strategies in handling 
these more complex'cases. With more 
than two accentable syllables, e.g. new 
miller, one could expect that in the ‘given’ 
cases, either the speaker could narrow the 
H*L tonal contour register as the British 
English speakers did in the previous 
study, or even use a different Fo contour 
(e.g. delete the accent on miller, provided 
an accent on new was realized in order to 
make the intonational phrase well- 
formed). 

2. DATA AND SUBJECTS 
The data in (l) were used in the 
investigation. Four speakers participated 
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in the experiment (2 American English, 
one male (Kansas) and one. female 

(Louisiana), and 2 British English, both 
female (one from N.E. England and one 

from N.W. England). All but the speaker 

from N.W. England had particlpated 1_n 
the previous experiment and all. but _th_1s 

subject have some degree of linguistic 

and/or phonetic background. The 
sentence pairs were typed on cards and 
were presented in random order along 
with 10 other filler sentences used 1n 
other experiments. The heads of the 
subject constituents in the final sentence . 
of each sentence pair constituted the 
material to be investigated in detail, 1.e. 
miller, milliner, millionaire, Milan and 
Milwaukee. The test words were also 
recorded in sentences where they 
functioned as subjects of embedded 
clauses, but, at the present time, these 
cases have not been analysed. _ 
(1) (a) According to the farmers, there IS a 
shortage of workers. A new miller W111 be 
very welcome. _ 

(b) According to rumours, there will 
soon be a new miller. The new miller Will 
be very welcome. 
(2)(a) According to the merchants, there 
is a shortage of shops. A new mtlltner 
will be very welcome. _ 

(b) According to rumours, there will 
soon be a new milliner. The new mtllmer 
will be very welcome. _ 
(3)(a) According to the bankers, _there is a 
shortage of investors. A new millionaire 
will be very welcome. _ 

(b) According to rumours, there Will 
soon be a new millionaire. The new 
millionaire will be very welcome. _ 
(4)(a) According to reports,_there 15 a 
need for a new tourist attraction. A new 
Milan will be very welcome. . 

(b) According to reports, a new Milan 
will be needed in the future. The new 
Milan will be very welcome. 
(5)(a) According to the dope dealers, 
there is a shortage of marijuana in the 
East. The marijuana in Milwaukee IS 
wanted in Washington. _ 

(b) The gangsters in Milwaukee have 
just got a message from the East. The 
marijuana in Milwaukee IS wanted m 
Washington. . 
Notice that in (5), it is just the phrase- 
final lexical item, and not the whole 
phrase, which is either given or new as ts 
the case in the other test sentences. 

3. ANALYSIS PROCEDURE 
The sentence pairs in (1) were read four 
times and recorded in the sound studio at 
the Dept. of Linguistics, U. of Lund. 
This resulted in 5 test words x 2 
parameters (new/given) x 4 Speakers x 4  
readings = 160 target sentences. Acousuc 
analysis of the final sentence 1_n each of 
the pairs was performed usm g Lund 
University Prosodic Parser, a program 
developed by Lars Eriksson and 
implemented on a Macintosh licomputer. 
The speech was first di gttt_zed_ at a 
sampling rate of 10 kHz. Exarmnanon of 
the Fo contours revealed that the speakers 
did not always use the same tonal pattern. 
In the majority of cases, the lexrcally 
stressed syllable of the subject head bore 
a H“ tone as in our prewous study; 
However, in a number of the ‘ given 
cases, the British English speakers 
produced another pattern, with a falhng or 
L(ow) tone on the stressed syllable of the 
phrasal head. These categoncally different 
cases were not analyzed together With the 
H“ tone data. The results, which. are thus 
based on between 2 and 4 readmgs, _are 
presented below. The followmg 
measurements were made; a) Fo peak 
(highest Fo value) in the lexrcally stressed 
syllable of the phrase-final lexical word, 
and b) the size of the Fo register on this 
word, i.e. the distance between the Fo 

peak and the bottom of the fall (L) after 
the final H* on the subject. 

4. RESULTS . 
Results are presented below 1n Table 1. 

Table 1. Means, standard deviations and 

ratios (‘new/given’) for four speakers. 
Test words are printed m bold type. 

Fo Peak Fo Register 
(Hz) (Hz) 

NEW GIVEN NEW GIVEN 

AmMale 
M'ller 
i tI 167 178 63 73 _ 
s 6.1 7.4 6.1 8.8 
Ratio 0.94 0.86 
M'lliner 
it l 166 178 67 75 
s 13.012.0 10.0 8.0 
Ratio 0.93 ' 0.89 
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) NEW GIVEN mméitge 
FoPeak 

Milan 
f :54 154 

.4 R , .  l. 11.1 
Millionär; 
* 175 165 
‘ . S.} 4.3 
Milwaukee .05 
X 163 150 
‘ „ 8.2 5,7 
Ram 1.09 
Amen'caaFenmze 
Miller 
1‘ €? 250 
. . . 8.8 
Rama 0.99 Mtllmer 
AE 
f 249 244 

. 7.4 4.6 Raw 1.02 Milan 

1: 245 242 8 4.3 R. .  14.8 
Millionaire 
f £524 252 
Ratio ' 1. 77 
Milwaukee 
f 356 243 

. .5 2.4 Ratio 1.05 
British NE 
Miller-( ) 
: 249 245 

5. Ratio 6 19.2 
Milliner 
X 257 259 
‘ 4.7 17.2 R ,  0.99 Milan 
" 260 237 8 10. 
Ratio 5 2'1 
Millionaire 

251 243 
3 2.6 Ratio 1.02.1'3 

“ _ _ - _ —  

65 54 

1.20 

1:0s) ' FoRegisu‘ 
NEW GIVEN NEWCiITEN 

hfilwaukee . a: as .. . 17.6 17.8 12.7 1.00 1.16 
British (NH 
Miller ') 
x 284 253 121 s _ 9.5l 1 1.6 9.4 59.75 
Milliner . 2 1.24 322 257 165 1 s _ 29.1 27.0 40.0 22.3. Ratio 1.25 152 Milan 
x 234 226 83 s _ 0 17.0 1.4 56?) Rana. 1.03 1.20 Millionaire 

234 No H“ 81 NoH‘ s 6.3 
Milwaukee data 8.4 data 259 212 103 s _ 18.7 12.5 22.6 3.81 1.22 1.78 

In'l‘ableZarepresen verag tattos' (New/Given) for cachœgpïaîâr: e 

F0 Peak F ' Am. Male 1.00 o llàâglster gm. Female 1.02 1:06 Br. ME. 1.02 1.26 r. MW. 1.15 1.42 

These results show that. as in the prenons study, the American speakers do not differentiate between the categories given and new as far as hei crlegrster Width are concernpäk'lhe figs? co ference m register width, 1.18, rresponds to 1.1 semitones which is not perceptually distinctive (excursion srze differences of 1.5 been found to cause a 
perception Of Prominen 
Bri ti Sh (NE) Speaker 

semitones have 
dlffcrcncc in the 
ce [4]). Even the 
does not in this study show any convincm ' ‘ 

_ . van register wrdth as was theg catsemilrctmtli):f prevrous study, where a ratio of 1.54 (corresponding to about 6 ST) was obtained. Th 
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corresponds to an actual difference of 
around 18 Hz, or 0.8 ST which is not 
sufficient to create any perceptual 
difference between new and given cases. 
However, in 25% of the given cases here, 
the speaker actually used a categorically 
different tonal pattern, ‘deaccenting’ the 
subject head (see Fig 2). This suggests 
that the speaker does have the option of 
distinguishing prosodically between the 
two discourse categories. The speaker 
from NW England, however, presents 
more convincing results; a mean ‘new’ vs 
‘given’ ratio of 1.42 in register width 
corresponds to an actual difference of 
about 35 Hz or 2.44 ST, a difference 
which can be assumed to be perceptually 
distinct. This speaker, furthermore, used 
a categorically distinct tone in 35% of 
the ‘given’ cases, i.e. without a H* on the 
stressed syllable of the subject head. 

5. CON CLUSION 
The data presented here indicate that the 
discourse parameter ‘new/given’ can, but 
does not necessarily have prosodic 
correlates. The American speakers studied 
show no difference on this parameter. 
With respect to the difference in register 
width of the 11* tone, it was seen, 
however, that one of the two British 

300. 
thmarij nana inMilvau kee 

£25 

200 J 

150 
400 800 1200 m: 0 

Fig. la. Fo contour produced by Br. 
Eng. (NW) speaker for Milwaukee 
‘new’. 

300.9111 e v  m in i  o n  s i r e  

2004 

15%” 260' fans ‘ zb.? 7… 
Fig. Za. Fo contour produced by Br. 
(NE) Speaker for millionaire ‘new’. 

2 

English speakers used perceptually 
significant differences between ‘new’ and 
‘given’ as regards this correlate. 
Moreover, in 30% of the given cases, 
categorically different tonal patterns with 
respect to those produced in the ‘new’ 
cases were produced by the Br. English 
speakers. 
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Fig. 1b. Fo contour produced by Br. 
Eng. (NW) speaker for Milwaukee 
‘given’. 
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Fig. 2b. Fo contour produced by Br. 
(NE) speaker for millionaire ‘given’. 
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CODING THE F0 OF A CONTINUOUS TEXT 
IN FRENCH : AN EXPERIMENTAL APPROACH. 

Daniel Hirst, Pascale Nicolas and Robert Espesser 

Institut de Phonétique d'Aix, URA C_NRS 261 Parole et langage. 
Arx en Provence, France 

ABSTRACT 
An algorithm for the automatic modelling of fundamental frequency curves as a quadratic spline function was applied to a continuous text in French. The output of the model, a sequence Of target pitches <ms; Hp, was then coded using four successrvely more complex models whrch were subsequently used to generate synthetic versions of the recording, each version respecting the statistical distribution of the modelled target pitches. The resulting recordings were evaluated subjectively by native speakers. The two more complex codings obtained over 80% of the score obtained by the resynthesis Of the text using the measured targets. 

l INTRODUCTION 
A number Of speech synthesis systems are available today for several different languages, capable of intelligibly synthesrstng isolated sentences. Results for continuous texts, however, are far less satisfactory. It is generally agreed that one Of the principal weaknesses of such systems is the inadequate modelling of prosodic parameters : fundamental frequency, Intensity and segmental duratron. 
In this paper we present the preliminary results of a project investigating the fundamental frequency structure of continuous texts in French. 

2 METHOD 
The research makes use of an automatic fundamental frequency modelling program MOMEL [6] combined with the PSOLA technique for time domain 

prosodic modification of speech [2].The F0 modelling program uses a dissymetn'c versron _of robust regression to provide an optimal fit for a sequence of parabolas,.factoring the F0 curve into 
two components, a microprosodic profile and a macroprosodic profile [1]. The 
output of the program is in the form of a 
sequence of target-points <ms; Hz>. 
These target-points can subsequently be 
used. to generate a quadratic spline 
function [3] which is then directly usable 
as Input. for PSOLA resynthesis. For 
very high quality synthesis the microprosodic profile can be reintroduced, although owing to the high 
quality Of the PSOLA synthesis, even 
Without microprosodic correction, the 
resynthesis using this technique is 
practically indistinguishable from an 
ongrnal recording as far as the intonation 
rs concerned. 

3 CORPUS 
The corpus used in the experiment was 
recorded from an introduction to science 
for French children. The text consists of 
3 paragraphs, 8 sentences, 140 words and 232 syllables and develops a single 
topic "the atom". 
The text, presented in normal orthography with its original punctuation, 
was recorded in an anechoic chamber by 6 subjects : 3 male and 3 female, all 
nattve speakers Of French. The recording 
used for the experiment described here 
was that of a 30 year Old female.subject whose reading was considered the most satisfactory of the six, presenting a harmonious rhythm and no hesitations. 
The complete recording including pauses lasted 553ecs. 
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4 ANALYSIS 
The fundamental frequency of the 
recording was analysed by means of 
spectral comb analysis [8], and the F0 
was subsequently modelled by the 
automatic modelling program described 
above resulting in a set of 170 target 
points. Of these 170 values 3 were 
deleted and 3 others added manually after 

_ visual and auditory evaluation of the 
modelled curve. The resulting values, 
(the first 40 are illustrated in Figure l) 
constitute the reference set A0 .  

280— 
260— 

240- 
2204 

Figure 1 : first 40 target values from the 
reference set A0. 

5 PROSODIC CODING 
Four approximations to the original 
prosody of the text were obtained.by 
successively more complex prosodic 
coding of the different target points. In 
this analysis only the F0 values of the 
target—points were modelled : the time 
values being taken as given. 

5.1. Model A1 
The first approximation consisted of a 
sequence of values assigned randomly 
but with the same statistical distribution 
(i.e. the same mean and standard 
deviation) as the reference set A0. : 

A1 N mean F0 s.d. 
170 199 37.1 

This approximation was introduced to 
test the possibility that the only relevant 
function of fundamental frequency 
variation is to avoid monotony. 

5.2. Model A2 
In a second approximation, each value 
was coded as either Higher (H) or Lower 
(L) than the preceding target point. Thrs 

coding was intended to introduce a 
distinction between relatively high and 
low points of an F0 curve corresponding 
to the distinction used in a number of 
phonological models of intonation 
between High and Low tones constituting 
pitch accents [9],[3],[4].In a preliminary 
attempt, a set of target points was 
generated such that the intervals between 
successive points had the same statistical 
distribution as those corresponding to 
similarly coded points of the reference set 
A0. Informal listening showed however 
that such a model was very unsatisfactory 
since there was a tendancy for a sequence 
of values to drift into very high or very 
low regions, beyond the normal range of 
the subject's voice. To counteract this, a 
form of asymptotic declination needs to 
be introduced [7]. An extremely simple 
model of declination is given by the 
formula: ht = H A [4] where hi 
is a pitch target and h A is an asymptotic 
value. This formula was originally 
intended to model pitch lowering but the 
same formula can be used for both 
lowering and raising assuming simply 
distinct asymptotic values. Estimates of 
h A can be then made simply. from each 
successive pair of values using the 
formula h A = (hifi/h… The 
successive values can then be generated 
using the declination formula and an 
asymptotic value with the same statistical 
distribution as that Of similarly coded 

- values of the reference set a0 
mean A2 codeN asymptote s.d. 

L 82 166 57. I 
H 87 255 100.3 

5.3. Model A3 
In a third approximation, the text was 
segmented manually into Intonation Units 
on the basis both of textual content and of 
the F0 contour. The highest point in each 
Intonation Unit was then coded Top (T), 
the lowest point Bottom (B). The first 
point of each unit was coded Mid (M) if 
not already coded. Other points were first 
coded Higher (H) and Lower (L), as in 
A2 and then recoded so that an H 
immediately followed by H or T was 
recoded as Down (D) while L 
immediately followed by L or B was 
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recoded as U. This coding corresponds 
to a transcription using INTSINT (an 
INternational Transcription System for 
INTonation) as proposed recently [5] in 
an attempt to set up a system capable of 
transcribing significant pitch patterns in 
any language. The coding incorporates 
two types of symbols : absolute symbols 
T, M and B, and relative symbols ; H, 
D, U and L. Target points coded with 
absolute symbols were assigned F0 
values having the same statistical 
distribution as similarly coded points of 
the reference set A0. 

A3 codeN mean F0 s.d. 
(absolute) B 17 146 19.6 

' M 13 204 23.7 
T 17 263 19.0 

Targets coded with relative symbols were 
assigned values using the declination 
formula already used for A2 and an 
asymptotic value with the same statistical 
distribution as that of similarly coded 
Xtölues of the reference set 

mean 
A3 ceN asymptote s.d. 

(relative) L 44 152 24 
U 10 208 28 
D 24 147 20 
H 45 262 39 

5.4. Model A4 
The absolute values coded in A3 all 
show a fairly large standard deviation 
reflecting considerable variability. The 
final approximation A4 tested here was 
designed to limit the variability of T and 
B by restricting these symbols to target 
points respectively higher than 281 Hz 
and lower than 141 Hz. 

" can anf ge Î 
" $ 

mean 
4 

t:; __ l 

lmfmltililil “« .. 
Figure 2 : distribution of target 
points from the reference set A0. 

These thresholds were set to include only 
values which were beyond an octave 
range centred around the mean F0 of the 
recording. As can be seen from the 
frequency distribution in Figure 2 these 
values isolate fairly well the extreme 
values of the distribution which also 
correspond well to the beginning and 
end-points of paragraphs. 

A4 codeN mean F0 s.d. 
(absolute) B 10 133 5.5 

M 13 204 23.7 
T 4 288 5.8 

mean codeN asymptote s.d. 

(relative) L 51 149 24 
U 10 208 28 
D 24 147 20 
H 58 279 58 

6 EVALUATION 
In order to reduce the quantity of material 
to be evaluated, only the first two thirds 
of the text were used for the evaluation 
test. Three different series of recordings 
were obtained, each containing one 
version generated from the reference set 
A0 as well the four approximations Al, 
A2, A3  and A4 described above. No 
corrections were made for microprosodic 
effects.The five recordings in each series 
were presented in random order. The 
actual set of target values for each of the 
four models was different for each series 
but respected the statistical constraints 
described above. The first series was 
used as practice material. Subjects were 
asked to listen to the 5 recordings which, 
they were told, had undergone a number 
of different treatments which might affect 
the way the readings sounded. Subjects 
were then asked to listen to the second 
and third series of recordings and to 
underline portions of the text which they 
felt sounded least satisfactory. At the end 
of each recording subjects were asked to 
attribute a global score out of 20 
reflecting their overall satisfaction with 

. the recording. 

7 RESULTS 
12 subjects took part in the evaluation 
test, all students or personnel of the 
Université of Provence. None of the 
subjects had any particular training in 
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phonetics. An analysis of variance of the 
subjects’ scores showed a Significant 
difference between the scores for the 
various models (F(4,110) = 13.286, p = 
0.0001) but no significant difference 
between the two series (F < 1) and no 
significant interaction between model and 
series (F <1). The reference set A 0  
received a mean score of 16.5. The four 
approximations received the followrng 
mean scores: 

A1 A2 A3 A4 
score 8.5 11.1 13.413.6 

8. DISCUSSION 
Listeners showed a clear preference for 
the binary (H,L) coded targets (A_2) 
compared to the random distribution 
(A  1). They also showed a clear 
preference for the two versrons of 
INTSINT tested as compared to the other 
approximations. The versron of 
INTSINT incorporating a threshold (A4) 
received a slightly better score than the 
other version (A3) but the difference was 
not significant here. Both versrons of 
INTSINT attained more than 80% of the 
score attributed to the reference set A0. 
This suggests that while improvement is 
still possible, these two models provide a 
very reasonable approximation to the 
estimate values. Further experimentation 
will be necessary, however, to decrde 
whether the incorporation of a threshold 
provides a distinct improvement to the 
coding. 
It is worth emphasising that the only 
manual intervention in the codrng 
concerned the determination of the 
position of the boundaries of Intonation 
Units. Once these boundaries are 
determined, the coding used in both 
models A3 and A4 is entirely automatic. 
Inspection of the means of both the 
absolute and the relative values for the 
two versions of INTSINT suggests an 
interesting further generalisation. The 
mean values for T, M and B are quite 
close to the mean asymptote values for 
H. U and L/D respectively, with L and 
D seeming to have identical .asyrnptotrc 
values. A n  extremely Simple 
approximation to these values can be 
obtained from the mean F0 and the two 
extreme values covering an octave range 
centred on the mean, the same values 
which were used as threshold values in 

model A4. This means that the phonetic 
implementation rules described above 
could be implemented using a srngle 
individual parameter: the mean speaker 
F0 together with a standard deviation of 
say 10%. It remains to be seen, however, 
how far such a model can be generalised 
to other speakers and other languages. 
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INTONATION CURVES - NORMAL AND DEVIANT 

Y. Frank and T. Most 

Tel Aviv University 
School of Education 

ABSTRACT 

This study was designed to observe 
individual differences in the 
production of intonation by normal- 
hearing (NH) and hearing-impaired 
(HI) children. Three types of 
intonation curves (declarative, Wh- 
and Yes/No questions) were produced 
in orally read sentences by 18 HI and 
10 NH children (age group 9-12). Fo 
measurements were obtained at the 
midpoint of vowels along the 
sentences. The results show that NH 
like HI may have some deviation in 
so-called normal patterns. 

l. INTRODUCTION 

It is known that hearing-impaired 
speech is characterized by high 
fundamental frequency, pitch breaks 
and difficulties in the production of the 
usual language-related intonation 
patterns. These characteristics, apart 
from articulation errors, may 
contribute to the general lack of 
intelligibility in the speech of the 
hearing-impaired. There have been a 
number of studies employing different 
approaches, which have demonstrated 
significant differences between 
normal-hearing (NH) and hearing- 
impaired (HI) children in both 
perception and production of 
intonation [4,6,7,8,9,11,12,13,l4]. 

In many of the studies acoustic 
analysis concentrated on group values 
of NH children's intonation patterns 
which were compared with the values 
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of HI children. In this study special 
interest was focused on the intonation 
curves produced by each of the 
normal-hearing children in order to 
observe possible individual 
differences. 

2. METHOD ' 
Eighteen HI children, 9-12 years 

old (mean age 10.4 years) and 10 NH 
children (mean age 9.9 years) were 
recorded in quiet rooms in their 
respective schools. The HI subjects 
who attended special classes for HI 
students in a regular school, were 
orally educated and were reported by 
their teachers to be good readers. 
Their average hearing loss in the better 
car was 99.2 dB, SD 8.9 dB. The 
NH children were randomly selected. 
They had no hearing problem. 

The recorded material consisted 
of 18 orally read sentences as follows: 
3 short (5-7 syllables) and 3 long (11- 
14 syllables) sentences of each type: 
declarative, Wh- . and Yes/No 
questions. The short sentences were 
taken from a previous list of one of the 
authors [2] and" were extended by a 
modifier and a content word. Each 
sentence ended with appropriate 
punctuation and was written separately 
on a card. All of the children, NH and 
HI, were familiar with the function of 
punctuation. Each child read the 
sentences quietly to himself, and then 
he read the sentences aloud in random 
order. The recording was done by a 
SONY Casette Recorder TCM-848 
with the microphone held at a steady 
distance of 12-15 centimeters from the 
mouth. Spontaneous speech was 
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elicited by a picture of a simple 
family-scene. The children were 
instructed to describe some of the 
objects in the picture and then to ask 
the examiner questions about them. In 
this way we succeeded to get 
declarative sentences and also some 
questions from all the children. 

The acoustical data consisted of 
18 read and 4 spontaneous sentences. 
Measurement of Fo was done at the 
midpoint of vowels, using a Kay 
Elemetrics Visipitch 6087 instrument. 
In this study only the data of the read 
sentences will be presented. 

3. RESULTS 

The mean fundamental frequency 
of the 18 sentences produced by the 
HI children was compared with the 
mean fundamental frequency of the 
NH children. The measured average 
Fo of all the 18 sentences for the 
normal-hearing group was 247.73 Hz 
SD 26.10 Hz and for the hearing- 
impaired 316.73 Hz SD 38.03 Hz. 
The mean F0 of the HI children was 
significantly higher (T=5.60, 
DF=24.70, p=.000). _ 

In evaluating the intonation 
patterns, a grading system was used 
that presumed the possrble 
configurations of the intonation curves 
(in relation to the 3 sentence types). It 
was found that there were no 
significant differences between the 
children of the two groups in _the 
production of all the declarative 
sentences, neither the short nor the 
long ones. Also there was _no 
significant difference in the intonanon 
production of the short Wh- 
questions, while in the longer Wh- 
questions the difference was 
significant at the 5% level (T=2.46, 
Df=25.87, p=.021). Even so, 
statistical analysis of the measured 
values of all the Wh- questions 
together did not show a significant 
difference between the HI and the NH 
children. Only all the Yes-No 
questions, short and long, showed a 
significant difference (T=3.60, 

df=25.99, p=.000) between the NH 
and the HI children. 

Until now group differences were 
presented. Examples of productions 
of individual children that may be 
informative are shown in the 
following two figures. 

Fig. ] shows two NH individual 
expressions of a short declarative 
sentence as compared to the mean Fo 
pattern of the HI and the mean Fo 
pattern of the NH. While the mean 
patterns of beth groups show a 
declination, the individuals (A & B) 
are very different. B expresses the 
sentence in the usual way and A 
expresses it with a rising contour. 
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FIGURE ]: “axalti et hatapuax” (I ate 
the apple). l=the average Fo curve of 
NH. 2=the average Fo curve of HI. 
A and B: different versions of 2 NH 
children 

Fig. 2 shows 3 HI individual 
expressions of the same sentence as 
compared to both group means. In 
this example all the expressrons have a 
falling contour. - 
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FIGURE 2: “axalti et hatapuax (I ate 
the apple). 1=the average Fo curve of 
NH 2=the average of 1-11. C,D,E 
different versions by 3 HI children. 

4. DISCUSSION AND 
CONCLUSION 

Higher average Fo of HI children 
is a known phenomenon [9], although 
the measured values across the 
publications differ. It may be that 
different techniques for the 
measurement contribute to the varied 
values. In this study the mean Fo of 
HI children is higher than that of the 
normal-hearing children of the same 
age group. 

The evaluation of the patterns of 
the intonation curves showed that the 
Yes/No questions, short and long, 
were the most difficult to produce for 
the HI children. This result is in 
agreement with previous findings 
[13,291]. In the Heb'rew language 
this type of sentence is identified by 
rising intonation only without any 
other syntactic cue. This type of 
production requires voice control and 
preplanning and therefore, may be 
very difficult for the HI child. Wh- 
questions allow for much more 
freedom of choice: after expression of 
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the question word the rest of the 
sentence may show either a declination 
or a rise. Since HI children in this age 
group are able to produce the rise in a 
single word [2] they succeeded in 
executing this type of sentence when it 
was short. In the latter part of the 
longer sentences Fo deviations may 
have occurred. 

Declination of Fo at the end of 
simple, neutral, sentences is 
considered to be a basic way of the 
intonation curve [1]. Observation of 
the mean Fo curve of the declarative 
sentences, produced by the NH 
children as a group, confirmed this 
statement. However, when examining 
the individual curves of these NH 
children it was found that 2 out of the 
10 children finished all their sentences 
with a rise of Fo . One child 
exaggerated in pronouncing a final 
velar R, changing the declination to a 
rising curve, another one produced 
only flat and monotone curves. It is 
difficult to decide whether this 
phenomenon is “situation dependent” 
[10], a habit of expressing their wish 
to arouse attention, or it may be a 
language problem (they produced 
statements the same way in the 
spontaneous sentences). 

Deviations in intonation patterns 
like these are generally attributed to the 
intonation production of HI children 
[7,5,9]. By grading the individual 
curves of the NH and those of the HI 
with the same expectations, according 
to the Fo , the results showed no 
significant difference between the 
children in the production of simple 
read declarative sentences. The 
deviations in the intonation curves in 
the speech of HI children, as well as 
in the speech of the NH children, may 
be due to individual characteristics of 
expression and not necessarily to their 
hearing loss. This may be a way to 
explain the variations in intonation 
production by HI children with a 
similar hearing loss. 

In applying intervention strategies 
for the intonation improvement o HI 
children, one should consider the 
possibility that deviant production of 
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an intonation curve may be due to 
Other causes beside their heann g loss. _ 
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ROLE OF BASAL GANGLIA FOR SPEECH RATE CONTROL : 
OBSERVATIONS FROM PATHOLOGY 

C. Chevrie-Muller, M.T. Rigoard, C. Arabia and G. Chevaillier 

INSERM, Laboratoire de Recherche sur le Langage 
Paris, France 

ABSTRACT - Speech rate was measured 
by having 29 patients with basal 
ganglia dysfunction (BGD) read a 
list of words. The patients showed, 
when compared with 10 controls : 
(i) a wide range in the figures for 
total dura t ion ,  total word time 
(TWT), total pause time, mean, SD 
and variation coefficient of pause 
(VC), (ii) TWT significantly shor— 
ter, (iii) Pause VC higher. Intra— 
subject pause variability was a 
common symptoms in patients suf fe -  
r ing  from BGD. 

The role of structures localized in 
basal gangl ia  for the control of 
speech rate has been clearly attes- 
ted. Grewel (4) describing speech 
impairment associated witliparkin— 
sonism indicated that such patients 
employ extra long pauses and that 
the duration of each syllable is 
usually greater than normal. A 
particular speech behavior, i.e. 
uncontrolled rapidi ty ,  has also 
been noted and referred as "pro— 
pulsive rate" ( 7 ) ,  as "short rushes 
of speech" (3)cm'as "accélération 
paroxystique de la parole" ( 2 ) .  
It seems, nevertheless,  that not 
all patients with a Parkinson's 
disease diagnosis  demonstrate a 
single "typical" speech impairment. 
According to authors like Center 
( 1 )  and Sarno (7) the rate of 
speech may be either fast or slow. 
In a previous study one of the au— 
thors of this paper found, in a 
sample of 81 patients with Parkin- 
son's disease,  38 % with a rapid 
speech rate, 5 z with a slow one 
and the others with a normal rate 

(8). When, in place of clinical 
data, the effect of a stimulation 
of the thalamus ventro-lateral.nu— 
cleus (in the course of stereotaxic 
operation for parkinsonism) is 
considered ; this was not always 
identical, both speech arrests.and 
speech acceleration might be ob— 
served (5). The purpose of the pre— 
sent study was to examine, using 
measurement of phonation and pause 
time, whether or not patients with 
speech disorders related to Par- 
kinson's disease were homogeneous. 
In addition, the same method was 
used to characterize speech rate 
in another group of patients with 
a symptomatology close to that of 
Parkinson patients, i.e. Progres— 
sive Supranuclear Palsy. 

1. MATERIAL AND METHODS 
1.1. Subjects 
3 groups of French speaking male 
subjects entered the study : 1/ 22 
patients with idiopathic Parkin— 
son's disease (PD) who had never 
received L-Dopa therapy (or other 
specific treatment) with an age 
range of 50 to 79 (mean = 63 SD = 
8) - 18 of the 22 patients belonged 
to the sample from which a percep- 
tive description of speech was re- 
ported in a previous paper (8) ; 
2/ 7 patients with typical features 
of Progressive Supranuclea Palsy 
(PSP), and especially no effect of 
L-Dopa, aged between 50 and 72 
(mean = 61 years 4 months, SD = 5 
years 1 month) ,  and 3/ 10 controls ,  
ranging age from 54 to 61 (mean = 
59, SD = à). 
All subjects were at a cognitive 
and educational level which allowed 
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reading without problem, except of 
a motor origin.  
1.2. Material 
The subjects were asked to read a 
list of words printed in a column 
on a sheet. This material was part 
of a more extended protocol inclu— 
ding sentence reading, words repe- 
tition, automatic speech (numbers, 
months) and self-formulated.speech. 
Speech was recorded in a sound-proof 
room, at the same time as an elec- 

troglottogram, using a,two-channe1 
tape recorder (REVOX A77). 
1.3. Analysis of temporal patterns 
Digital conversion of speech si- 
gnal was performed at a sampling 
rate of 2 KHz Measurements were 
made from the integrated acoustic 
signal by a single operator (for 
all measures) using a mouse te de- 
termine the word limits on the 
screen. The time data were stored 
and further statistics obtained 
from the file. Statistical compa- 
risons between groups (Student t 
test) were obtained for the follo- 
wing measures : total duration of 
the reading of the words list (TD), 
total word time (TWT), totalpause 
time (TPT) ,  ratio TWT/TD, mean of 
pause duration (MPT), standard- 
deviation of pause duration (SDPT), 
variation coefficient (VC = SDPT/ 
M P T ) .  

2. RESULTS 
2. 1 . Comparison between Parkinson's 

patients and controls 
The comparison of the group means 
comparison showed significantly 
shorter mean for total phonation 
time (TNT-t = 2.53 ; fd = 30 ; 
p<.05). The only other significant 
difference was for VC, i.e.,cnïan 
average, a higher VC in the PD 
group than in controls (VC-t = 
-2.46 ; fd = 30; p<.05).There was 
actually a great heterogeneity in 
the pause duration of a given pa- 
tient which was independent of the 
pauses duration as a whole (CV cor- 
responded to the ratio SD/mean). 
It was s t r ik ing that for all other 
measures the mean was close to PD 
and controls, but in the first 

group the range was very wide sho- 
wing that there was an important 

variability in patients Speech 
behavior. 
2.2. Comparison between PSP patients 

and controls 
The heterogeneity in patients pause 
duration for a single subject was 
confirmed in this group. When com— 
pared with controls SDPT and VC 
were, on the average, greater 

(SDPT-t = —3.38 ; fd = 16 ; p<.01. 
VC—t = -3.84 ; fd = 16 ; p<.01). 
Total word duration mean was shor- 
ter than in controls, buttuisigni— 
ficant difference was shown (note 
the PSP group small size). As 
noted for PD patients, speech 
behavior was different among pa— 
tients with a higher variance than 
in controls. 
2.3. Comparison between PD and PSP 

patients 
No significant differences could be 
shown except for a higher SPDT in 
PSP than in PD patients (SDPT-t = 
—2.60 ; fd = 27 ; p<.05). ’ 

3. DISCUSSION 
3.1. The data obtained in speech 
rate analysis in 2 groups of pa— 
tients with basal ganglia dysfunc- 
tion demonstrated a wide range in 
all parameters describing speech 
rate from very slow to very fast. 
Such a high variance in a group of 
patients is in agreement with data 
obtained in studies where self- 
formulated speech was juged by 
listeners (4, 7, 8) . As far as the 
total pause duration (TPT) and mean 
pause duration (MPT) were concer- 
ned, the range was almost equally 
distributed on both sides of a 
mean not very different from that 
of controls. But for word duration 
(TNT) the duration was on.the ave- 
rage shorter than in controls. One 
explanation for this might be that, 
conversely to pauses, words could 
not be lengthened beyond & certain 
limit. The words shortening which 
is obvious in at least partof the 
patients is not in agreement with -- 
Grewel's description (& ) ; the- 
shortening of phonation time (asso- 
ciated with an opposite pause 
lengthening) in PD patients who 
benefited of L-Dopa therapy (6) 
had seemed also to indicate that 
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the neurotransmitter defect led to  
slowing of word articulation. 
In any case, the differences bet- 
ween patients for speech rate needs 
to  be explained. Further research. 
should test the possible relation- 
ship between the type of speech 
impairment and the clinical, bio- 
logical and neuroanatomical fea- 
tures. Rough significant correla- 
tions has been described between 
the severity of speech impairment 
and that of  other neurological 
symptoms in PD patients ( 8 ) .  
3.2. The only specific disturbance 
that differentiated patients from 
controls when means comparisons 
were computed was the intrasubject 
heterogeneity of  pause duration 
(higher VC). Recalculating varia- 
tion coefficient from Mawdsley 
and Gamsu‘s data on pauses between 
digits, in a counting task , i t .ap-  
peared that after L-Dopa therapy 
the pause variation coefficient 
dramatically decreased ( t  = 3.28 ; 
df = 19 ; p<.01). The defect in 
neurotransmitter seemed to have a 
reversible effect on the pause du- 
ration variance (in a same patient). 
In tasks involving a periodicity it 
seems that.nigrostriata1 structures 
are necessary for the regularity of  
the rhythm. 
3 .3 .  Patients with PSP demonstrated 
the same intersubject variability 
as PD patients, and the same, even 
at a higher level, intrasubject 
pause variability. 

4 .  CONCLUSION 
There is a need for further re- 
search taking into consideration 
speech rate and rhythm characteris- 
t ics in other modalities such as 
reading of  sentences or paragraphs, 
repetition of ‘words or sentences, 
spontaneous speech. 
A f i rst practical conclusion may be 
that any research on control of 
speech movements, of articulation 
or of  prosody must be performed 
using either a sufficient number of  
subjects,or groups of  patients de- 
fined on precise criteria (especial- 
ly concerning speech rate and 
rhythm). A given medical.diagnosis 
does not imply a single speech modi- 
fication. 

5.24 6.36 7.49 8.62 9.74 

Fig. 1 
Totalgphonation time (TWT)-Efl led 
bars represent controls, stripped 
bars PD patients and clear bars 
PSP patients. Figures on X-axis 
correspond to the lower limit of 
each five classes of  the histo- 
gram, on Y-axis they correspond to 
number of subjects. 

10.0 

Fig. 2 
Total pause tim§_(TPT) - Same 
definition as in Figure 1 

. . a , 
0.15 0.45 0.75 1.05 1.35 

Fig. 3 
Pauses variation coefficient (EQ) 
Same definition as in Figure 1 
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Tableau I 

Duration measurement (in second)- 

see definitions and comments in 

the text 

PD PSP CONT 
n=22 n=7 n=10 

TD m 12,11 12,98 12,74 
a 4,18 4,54 2,00 

TNT 7,27 7,13 8,32 
1,21 1,49 0,76 

TPT 4.84 5,85 4,43 
3,32 3,95 1 66 

TNT/TD 0,64 0,61 0,66 
0,15 0,20 0,08 

MPT 0,44 0,53 0,40 
0,30 0,36 0 15 

SDPT 0,25 0,54 0,15 
0,19 0,38 0 06 

VC 0,79 0,98 0,42 
0,45 0,21 0 18 
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DURATIONAL PATTERNS 
IN THE SPEECH OF FINNISH APHASICS 

Pirkko Kukkonen 

Department of General Linguistics 
University of Helsinki, Finland 

ABSTRACT 
In this study, consonant and vowel 
durations were compared in normal 
and aphasic speech. Some aphasic 
speakers produced longer sounds than 
normal. The durations in aphasic 
Speech were more variable than in 
normal speech, but on the average, the 
aphasics were able to produce the 
length opposition. For vowels, the 
increase in variation seemed to depend 
on intrinsic factors, whereas for 
consonants also the effects .of 
surrounding sounds had to be 
considered. The implications of these 
findings to speech production models 
were discussed. 

1. THE RESEARCH QUESTIONS 
Theopresent study addresses questions 
of timing and the neurophysiological 
programming of speech. There should 
net be any differences in the durational 
patterns due to aerodynamic factors 
between normal and aphasic speech, 
whereas different types of deviations 
should appear in the patterns due to 
neuromuscular constraints in aphasic 
speech. . 

The questions addressed in the 
present study were whether or not the 
aphasics were able to produce the 
length opposition, whether or not they 
produced longer sounds than normal, 
and _whether or not the durations in 
aphasic speech were more variable 

- than in normal speech. 'Factors 
contributing to the variation for 
durations were discussed. . 
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2. MATERIAL AND METHODS 
The acoustically analyzed words were 
elicited in a repetition test presented to 
eleven aphasic speakers and four age- 
matched control subjects. The aphasic 
speakers were accepted on a first 
come, first served basis. All the 
subjects were male, right-handed native 
speakers of Finnish. The etiology of 
aphasia and the lesion localization 
varied, and the time post onset of 
aphasia was between 1,5 months and 
12 years. Detailed backgound 
information is presented in Kukkonen 
[1]. The present study is based on case 
descriptions, and symptom dissociations 
are searched for. 

The phonetic composition of the test 
items was systematically alternated. 
The duration of the eight Finnish 
vowel phonemes in the first syllable 
was determined, as well as the 
duration of word-initial and word- 
medial consonants lptkslnl. For word- 
initial stops, the voice-onset-time was 
measured. In Finnish there is a 
phonological length Opposition for 
word-medial vowels and consonants. 
The items were isolated words, and the 
analysis was based only on correct 
repetitions. 

3. RESULTS 
3.1 First-Syllable Vowels 
3.1.1 Length Opposition 
The means for short and long vowels 
were clearly different, and a figure 
obtained by dividing the duration of a 
long vowel phoneme by the duration 
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of the corresponding short vowel 
phoneme was approximately the same 
for both the control subjects and the 
aphasic Speakers. The comparisons 
revealed two subjects whose vowels 
were on the average longer than 
normal (Subjects 4 and 14). This 
lengthening came into surface in a 
similar manner in all the vowels, and 

no differences were observed between, 
for example, closed and open vowels, 
or labial and illabial vowels. 

The realization of the length 
Opposition was further characterized by 
comparing the duration of the shortest 
long vowel with the longest short 
vowel for each speaker and each 
vowel phoneme. In the control data, 

_ there was always a "margin" between 
the short and long vowels. On the 
average, the duration of the margin 
was 61 - 85 ms for the control 
subjects. One of the aphasic speakers 
did not differ from the comparison 
group. For the other aphasic subjects, 
there was no margin between the short 
and the long vowels. The deviations 
were most notable for Subjects 6 and 
11. 

It was the easiest to produce the 
length opposition for vowel læl, and it 
was the most difficult to produce the 
Opposition for vowels ly/ and lu/. 
These closed labial vowels are usually 
produced with lip protrusion in 
Finnish. Some differences were noted 
between the aphasic speakers, but there 
were not enough data to establish 
which of these differences were 
significant. 

The deviations observed in the 
realization of length opposition were 
correlated with the increase in the 
amount of variation for vowel 
durations. All the subjects were 
obviously aiming at the correct 
phonological target phonemes. 

3.1.2 Variation for Vowel Duration 
In order to cOmpare the amount Of 
variation in the subjeCts’ speech, the 
coefficient of variation was determined 
for each vowel. Furthermore, the 
means for these coefficients was 
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calculated. As the variance for 
durations depends on the length of the 
segment--the longer the segment, the 
higher the variance--the present 
analysis was based on the logarithm of 
the vowel duration. For most of the 
aphasics, the c.v. was higher than for 
the control subjects. There were two 
aphasics (Subjects 9 and 11) with a 
remarkably high c.v. 

3.1.3 Factors Behind the Increased 
Variation 
It was expected that the vowels should 
be shorter between two stops than 
between two sibilants [3]. Different 
word structures were treated separately. 
First, the duration of the vowels 
occurring between two stops was 
compared with the duration of the 
vowels located between two sibilants 
(or between a step and a sibilant). The 
effects of the surrounding consonants 
came mostly out as predicted, and the 
effects were similar for both the 
controls and the aphasic Speakers. A 
comparison of word pairs (e.g. 
teettææ and seestyy) also supported the 
conclusion: there are no apparent 
differences between the. controls and 
the aphasics in how the surrounding 
consonants affected the vowel duration. 

The effects of word structure and 
word length were difficult to tell apart 
because the shorter words were of a 
different word structure than the longer 
words. This analysis did not reveal 
differences between the aphasics and 
the controls: the differences between 
the word structures were equally clear 
for all the speakers. 

When discussing intrinsic duration, 
the different articulatory components 
should be compared. Ladefoged & al. 
[2] propose that vowel punctuation is 
accounted for by three components: a 
posterior constriction, an .  anterior 
constriction, and a labial constriction. 
For all the subjects, and especially for 

the aphasics, the difference between 
short and long Iæ/ (/ze/ requirs the 
least consuiction of the Finnish 
vowels) was usually rather long. There 
were no clearcut differences such that 
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some patients would fail with posterior 
tongue movements and others with 
anterior tongue movements. However, 
one aphasic subject seemed to find it 
more difficult to control vowel length 
for labial vowels than for illabial 
vowels. We could assume that both the 
execution of the constrictive 
movements and the coordination of 
these movements may lie behind the 
observed deviations. The vowel 
centralization observed for one of the 
aphasics supports the conclusion that 
it may be the reduction in muscular 
movements that lies behind the 
observed deviations [l, 5]. 

3.2 Word-Initial Consonants 
The voice-onset-time of the word- 
initial stops and the segment duration 
of other consonants were measured. 

The duration of VOT depended on 
the stop’s place of articulation. The 
VOT was the shortest for lpl. and the 
longest for [kl. In this respect, there 
was. some variation between the 
subjects, but no differences between 
the controls and the aphasics were 
observed. The effects of the following 
vowel and of the word structure were 
analyzed but no effects were found. 

In aphasic speech, the VOT was 
never lengthened, whereas the word— 
tnitial consonants tended to be longer 
than normal in the speech of certain 
(nonfluent) aphasics. Especially for the 
nonfluent aphasics, the VOT was 
shorter than normal. Thus, there may 
be a reciprocal relationship between 
stop closure and VOT [4]. ' 

3.3 Word-Medial Consonants 
3.3.1 Length Opposition 
In the comparison data, there was a 
"margin" between the longest single 
consonants and the shortest geminate 
consonants. The exact duration of this 
margin varied depending on the 
speaker and the consonant in question. 
On the average, the margin was the 
shortest for [nl (45 ms) and for Other 
resonant consonants, and the longest 
for ls/ (118 ms). Three out of four 
control subjects produced long 
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margins, whereas one control subject 
produced margins that were often 
remarkably shorter than the average 
margins in the control data. 

Most of the aphasic speakers also 
produced a margin between the longest 
single consonants and the shortest 
geminate consonants, but this margin 
was on the average shorter than in the 
control data. For two of the aphasic 
Speakers, there was overlap between 
the duration of single and geminate 
consonants. For these speakers the 
coefficient of variation for consonant 
duration was remarkably higher than 
normal. 

3.3.2 Increase in Variation for 
Consonant Durations 
The variation for durations of the 
word-medial consonants was 
characterized by the coefficient of 
variation. In order to be able to 
reliably compare consonants of 
different length, the analysis was based 
on the logarithm of the duration. As 
compared to the control subjects, most 
aphasic speakers showed some increase 
in the amount of variation for 
consonant duration, and for two 
speakers the c.v. was remarkably high. 
These were the same subjects for 
whom there was overlap between the 
duration of single and geminate 
consonants. 

3.3.3 Factors Behind the Increase in 
Variation 
According to Lehtonen [3], the 
consonants are longer after labial 
vowels than after illabial vowels. The 
effect of labiality was very weak in 
the present data, and a statistical 
analysis did not support Lehtonen’s 
conclusion. 

The word-medial consonant 
preceeded by a short vowel is longer 
than a consonant preceeded by a long 
vowel [3]. For the control subjecrs. the 
above rule was true in general. There 
was some tendency for steps kI to 
obey the rule more often than for the 
other consonants. One of the aphasics 
(Subject 8) produced longer consonants 

after long vowels than after short 
vowels. 

Voiceless plosives are the longest 
consonants, followed by fricatives and 
resonant consonants [3]. When 
different places of articulation are 
compared, labial consonants are on the 
average longer than dental and velar 
consonants [3]. 

In the present data, the manner of 
articulation had a stronger effect on 
consonant duration than place of 
articulation. For most of the speakers, 
resonants, were on the average shorter 
than obstruents. For the control 
subjects, all the short consonants were 
shorter than the long consonants. For 
two of the nonfluent aphasic speakers, 
the geminate resonants were shorter 
than single obstruents. ' 

The sibilant requires more 
sophisticated motor control than other 
consonants. In the present data, single 
stops were on the average longer than 
ls], but the geminate /ss/ was often 
longer than geminate stops. 

The comparison of different places 
of articulation (whether or not the 
labial sounds are longer than dental 
and velar sounds) did not give 
systematic results. One speaker had 
very long OFI‘s in the word medial 
position. His speech was not, however, 
distorted. 

4. DISCUSSION _ 
The length opposition was preserved 
in aphasic Speech albeit some aphasics 
experienced difficulties with controlling 
the duration and therefore occasionally 
violated the length opposition. 

Voice-onset—time is among the 
variables affected by aerodynamic 
factors. The duration of VOT seemed 
to be conditioned by the duration of 
the occlusion of the stop--the subjects 
with considerable consonant 
lengthening produced short voice-onset- 
times. 

The present data gave only some 
hints to the processes between the 
selection of the phonological target and 
the aerodynamic processes. 
Lengthening was similar for both 
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consonants and vowels, and the word 
structure did not have an effect on it. 
For vowels, the increase in variation 
for durations was not explained by the 
surrounding sounds or by word 
structure. Rather, there was some 
evidence for differing effects of the 
articulatory components of vowel 
production. For consonants, not only 
intrinsic factors but also for example 
the duration of the proceeding vowel 
should be considered. 

Further evidence for different 
components of the articulation process 
was reported by Kukkonen I ' l l  in 
connection with the different error 
types (some patients deleted word- 
initial consonants, some distorted them, 
and still others commited substitution 
errors that were not distortions). 

The results point out that a 
comparison of acoustic prOperties of 
normal and deviant speech is a 
promising testing ground for theories 
of normal speech production. The 
findings will also have implications for 
the clinical classification of aphasics. 

5. REFERENCES 
[l] Kukkonen, P. 1990: Patterns of 
Phonological Disturbances in Adult 
Aphasia. Suomalaisen Kirjallisuuden 
Seuran toimituksia 529. Helsinki: 
Finnish Literature Society. 
[2] Ladefoged, P. & R. Harsman & L. 
Goldstein & L. Rice 1978: Generating 
voCal tract shapes from formant 
frequencies. Journal of the Acoustical 
Society of America 64: 1027-1035. 
[3] Lehtonen, J. 1970: Aspeczs of 
Quantity in Standard Finnish. Studia 
Philologica Jyvaskyliiensia VI. 
Jyväskylä: University of Jyväskylä. 
[4] Suomi, K. 1980: Voicing in 
English and Finnish Stops. Publications 
of the Department of Finnish and 
General Linguistics of the University 
of Turku, No. 10. 
[5] Ziegler, W. & D. von Cramon 
1983: Vowel Distortion in Traumatic 
Dysatrhria: A Formant Study. 
Phonetica 40: 63-78. 



. € . 1. ABSTRACT 
The contribution of various 

acoustic components to the percep- 
tion of voicing in syllable-initial 
/f,s,v,z/ was investigated for hearing- 
impaired and normal-hearing listen- 
ers. Syllable-segment deletion and 
high—pass filtering were employed to 
eliminate potential voicing cues. 
Relative to the normal-hearing, the 
hearing-impaired group’s voicing 
perception was more dependent 
upon low-frequency cues in the 
frication. For /VAd/ and /ZAd/, 
with the frication segments deleted, 
above-chance fricative voicing 
perception, particularly by the 
normal-hearing, signified the 
existence of cues in the vowel stem. 
2. INTRODUCTION 

Perception of consonant voicing 
is often troublesome for persons 
with severe to profound hearing 
impairments, especially since this 
distinction is not easily conveyed 
through lip reading. During the past 
decade, some of our research efforts 
have involved the employment of 
various acoustic-signal enhancements 
to improve hearing-impaired per- 
sons’ perception of spoken con- 
sonants. However, preliminary to 
the development of such enhance- 
ments, we must discover which 
acoustic elements in the speech 
signal can elicit particular 
consonant-feature distinctions. 

This study examined the 
contribution of various acoustic 

HEARING-IMPAIRED AND NORMAL-HEARING ADULTS’ USE 
OF LOW-FREQUENCY CUES TO INITIAL FRICATIVE VOICING 

L. Holden-Pitt, S. Revoile, and J. Pickett 

Gallaudet University, Washington, D.C. 

elements to the perception of voicing 
for the fricatives /f,s,v,z/ in the 
syllable-initial position of naturally- 
Spoken /CAd/. We made controlled 
alterations to syllable acoustic- 
segments suspected to characterize 
voiced, that is /v/ and /z/, versus 
voiceless, /f/ and /s/, fricatives. To 
determine the perceptual utility of 
syllable segments for cuing fricative 
voicing, systematic syllable-modifica- 
tions were performed to either elimi- 
nate or place in competition various 
components of the acoustic signal. 
3. METHOD 

3.1. Stimuli 
The core set of stimuli consisted 

of 10 utterances each of /fAd/, 
/SAd/‚ /VAd/‚ and /ZAd/‚ spoken 
citation-style by an adult male. 
Consonant-vowel boundaries for the 
utterances were established from the 
digitized waveform displays, guided 
by syllable segmentation criteria 
described in Revoile et al. [2]. 
Temporal and spectral measurements 
were made for the utterances’ fric- 
ative and vowel segments, to enable 
examination of acoustic character- 
istics differing between voicing 
cognate syllables. Inspection of these 
attributes targeted the presence of a 
low-frequency component in the fric- 
ations, and the vowel onset transi- 
tions as the most apparent indicators 
of acoustic difference between the 
voicing cognates. Thus, our syllable 
modifications were designed to exam- 
ine the relative importance of these 
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low-frequency components (i.e.,_ 
potential voicing cues) by isolating 
or removing these elements, and by 
placing them in direct competition. 

Fig. 1. Schematics of /fAd/.and 
/vAd/ stimuli per test condition. 
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From the 40 unmodified utter- 
ances, conditions of syllable- 
alteration (Figure 1) were prepared 
by computer manipulation of the 
waveform segments. The unmodified 
(panel a) utterances formed the 
basis for development of the other 
conditions. The rounded upper-left 
edge of the vowel symbol following 
the voiced frication in /VAd/ sig- 
nifies the presence of characteristic 
vowel—onset transitions. In the con- 
dition of filtered friggtign (panel b), 
the frication segments were high- 
pass filtered (1 kHz cutoff), as 
indicated in Figure 1 by the clear 
lower region in the frications. The 
1 kHz filter cutoff was selected to 
eliminate the low-frequency spectral 
information present predominantly 
in the voiced frications. The next 
condition, switched frication (panel 
c), involves the exchange of frication 
segments between the voiceless and 
the voiced initial—fricative syllables. 
Between panels (a) and (c), note 
that the frication from the unmodi- 
fied /vAd/ -- represented by the 
cross-hatching -- has been appended 
to the vowel stern of the original 
/f/\d/, and vice versa. This 

alteration was intended to produce 
competition between voicing cues 
residing in the frication and those in 
the vowel stem. In panel ((1), 
wi h fil ' i is a 

combination of the high-pass filtering 
and the switching of frications, 
carried out to examine whether the 
cue-competition effect expected with 
the switched frigatign stimuli would 
be nullified. Stimuli for a final 
condition, m c m …  (not 
shown in Figure 1), were developed 
by omitting the frications from the 
unmodified stimuli. This condition 
was intended to gauge the sufficiency 
of fricative-voicing cues remaining in 
the vowels. 

3.2. Procedure 
The 40 utterances in each 

condition were randomly presented 
in single-interval identification trials. 
Listeners’ responses were limited to 
"FUD", "SUD", "VUD", or "ZUD". 
No feedback of correct response was 
provided. Stimuli were presented to 
each hearing-impaired subject’s 
better ear at listener-determined 
most comfortable listening levels 
(MCL), using the procedure de- 
scribed in Revoile et al. [1]. Normal— 
hearing listcners were presented the 
stimuli at 73 dB SPL. At least five 
40-syllable blocks per condition were 
tested per listener. Tests were ad- 
ministered in random order through- 
out 24 one-hour listening sessions._ 

' 3.3. Subjects 
Twenty-two hearing-impaired and _ 

10 normal-hearing young adults from 
Gallaudet University participated as 
paid listeners. The hearing-impaired 
listeners had tone-threshold averages 
ranging from 34 to 82 dB HL, with a 
median of 54 dB. Pure-tone thresh- 
old contours for these subjects were 
classified as either flat (n = 8) or 
sloping (n = 14). All subjects 
attained at least 70% correct fricative- 
voicing recognition for the 
unmodified test utterances. 
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4. RESULTS AND DISCUSSION 
Percent correct voicing scores 

were calculated separately for the 
voiced, and the voiceless, initial- 
fricative syllables -- place of 
articulation errors disregarded. 
Mean voicing scores per listener 
were calculated for each test con- 
dition, arcsin transformed, then 
submitted to a repeated-measures 
ANOVA. Tukey’s hsd was used for 
pairwise comparisons of condition 
means. A criterion alpha level of 
.05 was. used for all tests of 
statistical significance. Interactions 
of listener group, fricative voicing, 
and test condition dictated that 
analyses be conducted separately 
within each listener group for the 
voiced and for the voiceless initial- 
fricative syllables. 

4.1. Voiced Fricatives 
Figure 2 shows percent "voiced 

fricative" responses for the /w1d/ 
and /2Ad/ syllables. Fricative 
voicing recognition for the unmedi- 
fled utterances approached 100% for 
the normal- -hearing and the hearing- 
impaired listeners. While the pat- 
tern of response across test con- 
ditions was generally similar for the 
two listener-groups, magnitudes of 
the modification effects did differ 
between groups. Also, the hearing- 
impaired group’s average standard 
deviation per condition (7%) was 
greater than the 2% seen for the 
normal-hearing -- evidence of 
greater intra- -group performance 
variability among the hearing- 
impaired listeners. 

The effect of filtering the 
frications’ low frequencies can be 
observed by comparing voicing per- 
ception in the filtered fricatien 
condition with that for the enmod- 
ified utterances. While the normal— 
hearing group showed virtually no 
reduction in fricative voicing per- 
ception for the filtered stimuli, the 
hearing-impaired group’s mean fric- 
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ative voicing score of 69% represents 
a significant effect from the filtering. 
The importance of the frications’ low 
frequencies to voicing perception is 
also exemplified by the similarity' 1n 
the hearing-impaired group’s per- 
formance for the conditions of 
M M  versus a im 
deleted. The 4% differential 
indicates that acoustic elements 
remaining' 1n the frications after 
filtering did not contribute signif— 
icantly to fricative voicing perception. 

Fig. 2. Perception of VOICED 
fricatives by the normal- (black bars) 
and impaired- (clear bars) hearers. 
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Results from the switehreudf riea- 
@ condition show for both listener 
groups that appending the voiceless 
frications to the vowel stems from 
/v11d/ and /2Ad/ greatly reduced the 
perception of voicedness. The nor- 
mal-hearing group’s identification of 
these hybrid stimuli as voiced in only 
9% of the cases represents a near- 
complete domination of the voicing 
cues in the voiceless frication over 
the cues to voicedness in the vowel 
stem. For the hearing-impaired 
group, the perceptual decline of 
voicedness from the 92% in the . 
unmodified condition to the 39% in 
the switehed frieatien condition again 
shows that these concatenations of 
voiceless frications to vowel stems 
from voiced fricative syllables are 
identified /fAd/ and /SAd/ -- the 
appended frications dictating the 
perceived voicing value. Filtering the 
switehed fr riegtiens produced no 
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significant recovery from the 
perceptual domination of the frica- 
tion segments for either group,as 
apparent from the increases of no 
more than 13%‘111 fricative voicinign 
scores for wi h fil r fri 
over the magnificence. 

Finally, relative to perception for 
the modified stimuli, MDR of 
the Lfieatjgds significantly reduced 
voicing scores, though fricative 
voicing identification remained 
above-chance for both listener. 
groups. This good voicing recogni- 
tion in the absence of the /v/ or /z/ 
frications supports the utility of 
vowel stem characteristics for cuing 
fricative voicing. 

4.2. Voiceless Fricatives 
Figure 3 displays results for 

perception of the /fAd/ and /s Ad/ 
syllables. Mean scores for the un; 
5 1 i  condition are 90% or bet- 
ter for both listener groups. The 
effect from high-pass filtering the 
voiceless frigatiens was negligible, as 
relatively little spectral content 
existed in the lower spectral region 
of these voiceless fricatives. 

Fig. 3. Perception of VOICELESS 
fricatives by the normal- (black bars) 
and impaired- (clear bars) hearers. 
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The W condition 
again produced a dramatic reversal 
in fricative voicing perception, now 
with voiced frications appended to 
the vowel stems of /fAd/ and /sAd/. 
Neither normal-hearing nor hearing- 
impaired listeners provided many 

”fud" or "sud” responses to these 
stimuli. Thus, fricative voicing cues 
in the vowel stem again proved no 
match for those in the frication. For 
the hearing-impaired group, filtering 
low frequencies from the switehed 
voiced frigatiene did produce a 
significant release from this voicing 
reversal effect. For the normal- 
hearing group, higher-frequency 
components in the appended /v/ and 
/z/ frications were sufficient to sway 
listener responses toward voiced 
fricatives. Deletien of the /f/ and 
/s/ frieetiens produced a significant 
decline in fricative voicing percep- 
tion, when compared to performance 
for the unmedified utterances, 
though this reduction was more 
pronounced for the normal-hearing 
than the hearing-impaired group. 
5. SUMMARY 

The relative low-frequency energy 
in the frications of /VAd/, /2Ad/ 
verSus /fAd/‚ /SAd/ considerably 
influenced fricative voicing 
perception for the hearing-impaired 
listeners. When placed in 
competition, cues in the frication 
dominated those in the vowel stem, 
for prompting fricative voicing. 
However, in the absence of the 
frication segments, cues in the vowel 
stem were capable of eliciting voiced 
fricative percepts, particularly for 
normal-hearing listeners. 
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ABSTRACT 
A corpus of about 100 meaningful Ita- 
lian words uttered by 36 normoccluded 
and maloccluded subjects has been 
analysed spectrographically. The re- 
sults show that a direct relationship 
between different classes of malocclu- 
sions and speech errors does not exist. 

1. INTRODUCTION 
One of the questions which has al- 

ways been and still is outstanding for 
orthodontists and speech pathologists 
is whether there is a relationship bet- 
ween dental malooclusions and speech 
disorders. 

By far the greatest difficulty in this 
kind of research is to find a cause-effect 
relationship between a single dental 
anomaly and a particular speech im— 
pairment. In fact if on one hand "articu- 
latory defects of speech may exist even 
though the dental occlusion is normal 
and, conversely, dental malocclusions 
may exist in person with normal speech” 
[3] (p. 921 ), on the otherthe greaterthe 
seriousness of disgnathic defects co- 
occurring in the same subject is, the 
greater his phonetic handicap willbe [5] 
[8]. This is the reason why notwithstan- 
ding the great number of studies of the 
morphological aspects of the different 

' malocclusions, as for instance vertical, 
anteroposteriorand transversal relation 
ship oi the jawbones, interincisal 
occlusion. overjet, openbite, spacing 
and crowding of the incisors.the lack ot 

dental elements, the results have often 
been conflicting [1] [7] [2] [9] [6] [10] [4]. 

The aim of this research is to verify 
whether there is a close relationship 
between dental malocclusions and 
speech disorders. 
Before facing this problem, we should 

draw some considerations. If dental 
malocclusions can be easily tested and 
then classified, the defect of speech is 
more difficult to identify. It can be reco- 
gnized only perceptively. In fact the 
listener is the only one who can say 
whethera sound is similarto ordifferent 
from a normal sound. His judgement. 
however, cannot go beyond a personal 
opinion which can be neither quantified 
nor experimentally verified. thus origi- 
nati ng vague and often inaccurate clas- 
sitications. 

First of all we should say that two 
different auditory impressions must be 
the result of two different acoustic si- 
gnals. However, the opposite is not 
always true, as two different acoustic 
signals, generated by different articula- 
tory mechanisms, do not necessarily 
generate two different auditory impres- 
sions. This happens because each 
speech sound is a complex acoustic 
signal of which some components are 
vital, whereas some others, being 
redundant, can have various characte- 
ristics or even lack completely. Suffice 
it to say that compensatory articulatory 
movements are able to produce a sound 
which is perceptively accepted as nor- 
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mal. 
At the light of what has up to now 

been said, it is possible to identify a 
speech sound as faulty only on the 
basis of the acoustic analysis of the 
signal. If we skip this step, observing 
directly the articulatory movements, at 
the most we will be able, thanks to 
sophisticate technologies, to recon- 
struct point by point the mechanism of 
the individual parts ofthe speech appa- 
ratus,butwewillnotbe abletoestablish 
forcertain whether such an articulatory 
mechanism affects the distinctive or 
the redundant components of the si- 
gnal. Furthermore it must be borne in 
mind that the techniques employed 
nowadays can cause an emotional 
stress to the speaker that affects 
negatively the spontaneity of the 
utterance. This happens because they 
may be either tissue invasive owing to 
the attachment of lead pellets, of artificial 
palates, of electrodes and so on, or 
biologically unsafe because of radia- 
tion exposure. 

2. METHOD 
From the foregoing, it seems to us 

that we should start from the acoustic 
analysis of the signal, which allows to 
identify faulty sounds as well as to infer 
the incorrect articulatory movements 
that produced them. Many are the pos- 
sibilities given by this method of analy- 
sis. ln fact on a broad band spectro- 
gram it is possible to deduce the beha- 
viour of the vocal foldsfromthe number 
and periodicity of the vertical striations 
and, consequently, to notice the pre- 
sence of possible anomalies of the glot- 
tal pulse. Shiftings on the y-axis of the 
formants reflect the movements of the 
articulators and the shapes assumed 
bythe supralaryngealcavities. Formant 
frequencies are broad bands of energy 
represented on the spectrogram by 
clearly marked darkness areas. Accor- 
ding to the different contextual situa- 

tions, every speech sound has a parti- 
cular formant pattern :any modification 
reflects an anomalous posture of articu- 
lators involving a change in place and 
manner of articulation. Nasality is re- 
presented on the spectrogram by a loss 
of energy expecially at the level of the 
second formant as well as in appearan- 
ce of one ortwo extraformants i nthe low 
region of frequencies. So the spectro- 
graphic analysis allows us to say 
whether an oral articulation has been 
realized with an incomplete closure of 
the velopharyngeal port. 

3. MATERIAL 
A list of about one hundred meaning- 

ful Italian words has been prepared, 
where dental articulations [ t d  s z r l  n ts 
dz ] occurred in all phonological con- 
texts. Also bilabials [ p h m ], labioden- 
tals [ f v ], palatals [ j n' Q; ‚(311 and velars 
[ k g ] have been considered. 

The list has been read in a silent 
room by thirty six speakers differently 
aged (7-9 , 1 2-1 4, 17-19 years) selected 
by a clinical test from a total of 228 
students. Nine of them were normoc— 
cluded subjects and twenty seven 
represented of the different classes of 
malocclusion (Class |, Class ll, Class 
Ill). A structured questionnaire was 
used to obtain information about age, 
history of previous speech therapy and 
orthodontic therapy. All selected 
subjects had not received anytreatment 
and all of them had normal hearing. 

Forthis research a Nagra IV S recor— 
der, a DSP Sona—Graph 5500 Kay and 
a computer HP Vectra have been 
employed. Of each wordthe broad band 
spectrogram (from 0 to 8 KHz) and the 
tracings of Fo, intensity and waveform 
have been obtained. 

4. RESULTS 
Subjects without any anomaly have 

been found in all categories. Table l 
summarizes the speech anomalies of 
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TABLE I. Types of articulatory dlsorders In speech acoustically diagnosed ' 
among normoccluded and maloocluded sublects. 

SPEECH D I S 

CO.—72618 
SOUNDS NORIOCCLUDID u A :. o c c z. u o I o 

O L A - I  I ( B I — A . .  I l  O L A - .  

R D E R S 

s u s — : l e ? !  

de: r. { ? } : t  550i? retroflex fric—tive f r i c a t i v e  f r t c u u v e  

dent-l flic-MV: 
[ . ]  [ I ]  p l i - l ’ . . . !  

| | n f f r i c n t e  
: n t -  

liç‘lîioäentnl 
e r  win-512:1“ 

dent.-l t. [ r ]  " “  l a t e r — I  t r ! ! !  f i I râââ‘n‘éî f r l e a t i v e  

d l I ent-[ 1 later-l l a t e r - l  t r i l l  l a t e r a l  f r i c - t i v e  

llbiodental 
fr icat ive [ v ] h i !-bin! stop 

.latal ff i P l  t l ]  f 53",“ d e n “ !  

pu i - t a l  I n  : l [ £ 1 ° ' palntnl stop 

l vtekllf [13°]? f r i c a t i v e  f r i c a t i v e  f r i c — t i v e  

an! sound. n l s n l i z e d  n . : n l i z e d  

n f  r i e - t e  

s p e e c h  

voiced sounds i r regu la r  g lot tal  
p u l s e s  

' “ ‘  l à …  ' ' ' r 
. 1 ' ÀÜ‘M-Dfi' ‘ til __ .'I m " 

. " ,  f :  m. g t ‘  "" . r"fl l$‘"'4“" ' .  . _ _ . _ . . 
*If-ï ;,à.—..+4..A4n’ 'miwr ' """ 

Fig. 4. Spectrogram of the word fogiia 

normoccluded and maloccluded sub— 
jects. As we can see, most anomalies 
occur with dental articulations, but 
anomalies in velar stops, nasality and 
glottal pulses have been also noticed. 

Figs. 1 - 4 show the spectrograms 
relative to the voices of normoccluded 
and maloccluded subjects. 

'The spectrogram of the word sodo 
(Fig. 1) uttered by a nornoccluded sub- 
)ect points out two different anomalies, 
regarding the fricative [ s ] and the stop 
[ d  ]. The first one has a dental place of 
articulation because of a very strong 

signal starting from 6 kHz. In fact the 
acoustical signal of a dental fricative 
shows the highest frequencies and in 
this case we can see that the signal is 
out at the upper edge of the spectro- 
gram. ln the meantime we can notice 
the presence of a strong signal bet- 
ween 3.5 KHz and 4.5 KHz due to a 
narrowing of the channel at the hard 
palate. So we can conclude that it is a 
palatalized dental fricative. As far as 
the stop is concemed we can say that it 
IS a retroflex, because of an abrupt 
falling down of F3 and F4 of the adja- 

«tir.-_ 

"u'nii r i :  é. ' ' fillirl” ' l-llilll. L l  ' " i  I ' 

111% ‘ "ii—I 
i iliiil'll ‘ai. " ml. il . 

' ° , ‘.‘i. ';: 
.- . ." "Là!" gig-’3' 

„mir“!- " . . .- ' 
Fig. 1. Spectrogram of the 

word sodo 

Jana" Ÿ'ËW' 'fl ‘."'‚_ w __ . rl 

256 
-..—__..- L 

Fig. 2. Spectrogram of the 
word studio 

.:rl „ .  

Flg. 3. Spectrogram ol the 
word awiso 

(' 

cent vowels. 
The spectrogram of the word studio 

(Fig. 2) uttered by a Class I malocclu- 
ded subject shows two anomalies, one 
relative to [ s] having the same charac- 
teristics already seen in Fig. 1 and the 
otherconcerning the whole word,which 
is completely nasalized, as the presen- 
ce of an extraformant at2.5 KHz shows. 

The spectrogram of the word awiso 
(Fig. 3) uttered by a Class II malocclu- 
ded subject, shows that [ v ]  has been 
uttered as a stop (absence of signal 
followed by burst of noise), bilabial 
because of the F2 deviations of the 
adjacent vowels and voiced because 
ofthe periodical striations. Furthermore 
[ 5 ]  shows in addition of the fricative 
signal, a whistled pure tone at about 

. 4.5 KHz. 
In the spectrogram of the word foglia 

(Fig. 4) uttered by a Class lll malocclu- 
ded subject, both the absence of signal 
and F2 deviations show that [ £ ] is 
uttered as a voiced palatal stop [ 3 ]. 

5. CONCLUSIONS 
The data gathered in this experimen- 

tal research point out that a direct rela- 
tionship between different classes of 
malocclusions and speech errors does 
not exist. In fact the same speech 
sounds can give rise to different kinds 

of errors, aside from the kind of dental 
occlusion of the subject. [ s ]  for instan— 
ce is realized as palatal by a normoc- 
cluded subject, as either labiodental or 
whistled fricative by two Class II maloc- 
cluded subjects. Dental trill [ r ]  is reali- 
zed as a lateral trill by a normoccluded 
subject, as either fricative or retroflex 
trill, by two Class II maloccluded sub- 
jects. 

As regards the different kinds of 
speech errors our results seem to 
suggest that fricatives te nd to be reali- 
zed at anomalous places of articulation; 
sto ps tend to be realized as affricates or 
fricatives; laterals and trills tend to be 
realized as fricatives. Moreover we have 
to say that the speaker's sex and age 
do not have any infuence on the occur- 
rence of the different kinds of speech 
errors. 
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ABSTRACT 
The speech of eleven prelingually and 
profoundly deaf children, educated by 
sign-language, was videorecorded and 
was given a narrow phonetic transcrip- 
tion. The phonetic inventory of conso- 
nants used by the children in initial, me- 
dial and final word-positions was estab- 
lished. Analyses were also made to see 
what systematic deviations occurred for 
the speech sounds that the children could 
articulate correctly. The intention was 
also to get an opinion of average pho- 
netic and phonological competence of 
this group of prelingually profoundly 
deaf children, with pure tone averages 
between 90-108 dB at .5, 1 and 2 kHz. 

l. INTRODUCTION 
Prelingually deaf children do not acquire 
speech spontaneously. They have to 
learn oral speech through visual in- 
formation mainly and to rely on orosen- 
sorymotor control in maintaining speech 
movements. As the deaf child does not 
have any acoustic speech target to com- 
pare his own production with, his speech 
will be characterised by specific devia- 
tions and substitutions due to input lim- 
itations in speech perception such as au- 
ditory limitations and limited visibility 
of phonetic features and impacts of or- 
thography and insufficient physiological 
control. 

Despite the fact that prelingually 
deaf children have difficulties in pro- 
ducing normally articulated and audito- 
rily acceptable speech some studies have 
reported that they can deve10p a phono- 
logical system through the limited infor- 
mation available, [2], [4], [5], [6], [8]. 
However, these systems will differ in 
some respects to those of normally 
hearing children. 

Through a phonological assessment 
it can be determined to which extent an 
inadequate phonological system is ob- 
soured by phonetic deviations and the 
systematic deviant patterns can be iden— 
tified. A detailed phonetic transcription, 
that describes the phonetic inventory and 
its application in different word posi- 
tions, should form the basis of the 
phonological assessment. 

In a study by Oster [6], it was shown 
that a deviant pronunciation in fact was 
an attempt to express a speech sound 
contrast. A child made a contrast be- 
tween voiced and unvoiced bilabial steps 
but not through voicing. Instead the 
contrast was expressed by lip-protrusion 
in initial position and by the insertion of 
a neutral vowel in final positions. The 
training was then directed towards 
changing this inadequate way of ex- 
pressing voicing contrast to improve the 
intelligibility of the child's speech. 

A traditionally phonetic analysis de- 
scribes the quality of a child's artic- 
ulation of various speech sounds with no 
reference to their distinctive function in 
Spoken language. Often distortions, sub- 
stitutions and omissions are listed that 
show what the child is not capable of 
articulating. The sounds that the child 
articulates correctly are disregarded. 
Even if a child knows how to articulate a 
speech sound correctly, this does not 
imply that the usage is correct in his 
Spoken language. Through a phonologi- 
cal assessment, on the other hand, it is 
possible to study systematic deviations 
in spoken language, of those speech 
sounds, which a child has shown to be 
capable of articulating. If these system- 
atic deviations can be explained by lim- 
ited phoneme perception in lip—readin g, 
impact of orthography or insufficient 
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physiological control valuable pedagogi- 
cal information is obtained. 

2. AIM OF THE STUBY _ 
The intention was to investigate how 
phonetic deviations affect the phono- 
logical systems of deaf children. As- 
sessments were made to establish which 

speech sounds most of the children could 
articulate, which of these sounds were 

applied correctly in their speech and 
what the substitutions and other devra- 
tions looked like. 

3. SUBJECTS, PROCEDURES AND 
SPEECH MATERIAL _ _ 
Eleven prelingually deaf children, edu- 
cated by sign—language, part1c1pated in 
the study. One child was eleven years of 
age, while the others ranged- from four- 
teen to seventeen years. Their pure tone 
averages were between 90-108 dB at .5„ 
l and 2 kHz. The intelligibility of their 
speech varied from very poor to very 

The children read a list of familiar 
words provided with stimulus pictures. 
The word list contained all Swedish con- 
sonants, which occurred at least twice in 
initial, medial and final posrtion, if 

phonotactically possible. The vrdeo- 
recorded speech was given a narrow 
phonetic transcription, usrng the symbols 
of IPA and some additional diacritics. 
Some of those which Bush, Edwards, 
Luckau, Stoel, Macken and Petersen [l], 

Grunwell [3] and Roug, Landberg and 
Lundberg [7] have developed for the 
transcription of babbling and phonetic 
development in early infancy were used 
to transcribe those sounds in the speech 
of the deaf, which are not part of the IPA 
inventory. The phonetic inventory and 
phone distribution in the different word 
positions was established. 

4. RESULT AND DISCUSSION _ 
Figure 1 shows the number of children 
who, at least once in the material, con- 

trolled the articulation of each Swedish 
consonant correctly. The figure also 
shows the number of children who made 
correct use of their articulation in initial, 
medial and final word positions. In other 
words, the difference in heights between 
the two bars, representing each conso- 
nant, shows the number of children, who 

made honolo ical substitutions or devr- 
ationslin somegposition. A big difference 
indicates that this speech sound 1s_d1ffi— 
cult for a deaf child to control in this po- 
sition, for example [j'/. Five children 
could articulate that sound but no one 
controlled it in initial position, only three 
in medial position and four in final posr- 
tion. The types of devrations or. sub— 
stitutions observed in various posrtrons 
are shown in figure 2, where it can be 
seen that a stop or fricatives produced at 
incorrect places of artipulation were sub- 

' ted for! lin initi posrtion. 
stltuThe children controlled 70% of the 
articulation of Swedish consonants on 
the average but they could only make 
use of 43% of them in initial posrtion, 
50% in medial position and 50% in final 
position, which is shown m figure 1. 
This indicates a discrepancy between _the 
children's phonetic and phonological 
competence. Some speech sounds, how— 
ever, are in correspondence like /t/ in 
initial position, [p] and [qq in medial po- 
sition and In] in final posrtion. _ _ 

The influence of the visibility of ar- 
ticulation on speech acqursrtion of deaf 
children is obvious since those speech 
sounds that most of the children control 
are the unvoiced bilabial and dental stop, 
the unvoiced labiodental fricatrve and 
the lateral, which are all Visually con- 
trastive and easy to lip-read. _ 

Figure 2 shows all devrant phone- 
types in various positions of systematic 
deviations occurred for those speech 
sounds that the subjects could articulate 
correctly at least once in the speech ma- 
terial. Some of them probably represent 
different phonemes despite. the phonetic 
similarity . For example,_ it can be as- 
sumed, despite the phonetic srmrlanty to 

[b], that a child could makecontrasts 
between lp/, lb/ and /m/_ m mmal posr- 
tion through lip-prouusion for /p/, de- 
voicing for /b/ and vorcrng for [ml. An- 
other child makes perhaps contrasts be- 
tween lt], [dl and In] in final posrtion, de- 
spite the phonetic srmtlarity to. [(1], 
through a non-audible release, devorcrn g 

hrou h nasal air enussron. _ 
and?“ Svêedish IÇ/ can be spelled as t), 
kj, k or ch and [[[ can be spelled as sk, 

sch, sj, skj and ch. The fact that two, and 
sometimes three, graphemes are pro- 

nounced as one sound is probably not 

obvious to some children. The impact of 
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orthography can to some extent explain 
the deviations found for II] and /Ç/. 

The fact that /s/, [II and K ]  are con- 
fused can also be due to incorrect physi- 
ological control. The cause can be that 
the air-flow is too weak and that the con- 
striction is formed in an inaccurate way 
or produced at an inaccurate place. 

INITIAL MEDIAL FINAL 

p habit“ {> 

b b? ? 94» 
m bag "'b,b 

f v v,v" vK 

V ! '&t“ ‘at“ 
t d d'I 

d d,t,l t,n gl,g,n 

u d,g d d,d,Ï 

] r,g,n_ n, m 

r l 1,1 1,11 

s and 9‚J'‚t and 

ç k5tsgajatê N /A  N / A  

i §.S.¢.i: inns nanas 

f k,s,ç k,ç k 

k 9 99: 935,4» 
9 étkai â é 
a N/A 13 
h é h/A N/A 

Figure 2. Systematic deviations in dif- 
ferent word-positions for the speech 
sounds that the children could articulate 
at least once in the speech material. 
N/A = not applicable in this position. 
For an explanation of the diacritics, see 
reference”), [3 ] and [7]. 
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5. FINAL REMARKS 
To assess the speech of deaf children 
phonologically is extremely important 
since valuable pedagogical information 
about systematical phonological devia- 
tions of speech sounds, which a child 
controls the articulation of, can be de- 
rived. By this means further develop- 
ment of deviant processes can be 
avoided during the speech acquisition of 
deaf children. 
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ABSTRACT 
The production of articulate speech in- 
volves the complex spatiotemporal or- 
ganization of articulatory gestures, re- 
sulting in characteristic timing patterns 
across speakers. Acoustic studies of 
ataxic dysarthria report lengthening of 
segments and increased mean syllable 
and utterance durations, but utterance- 
level durational effects have been de- 
scribed infrequently. In this study, 
French-speaking ataxic dysarthric speak- 
ers failed to show final lengthening 
effects. 

1. INTRODUCTION 
This study comparing dysarthric and 

normal speech was undertaken in an 
initial attampt to explore the roles of 
different parts of the CNS in two 
utterance-level timing patterns: com- 
pensatory shortening and final length- 
ening. The term dysarthria refers' 
generally to a group of speech disorders 
resulting from neurological damage or 

. disease, and may be characterized by 
slow, weak, imprecise and/or un- 

- coordinated movements of the speech 
musculature [9]. We chose to study dys- 
arthric speech because traditional de— 
scriptions of the speech characteristics 
of most dysarthrias include disturbances 
of speaking rate [3]. We hope that by 
describing the speech timing patterns of 
individuals with known neurological 
pathologies we may improve our un- 
derstanding of the contributions of 
specific neural mechanisms to speech 
timing patterns. This should allow us, 
eventually, to locate the origins of spe- 
cific timing differences at motor- 
execution or higher levels [e.g., 2, 5]. 
Furthermore, since the existing clinical 
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descriptions of these disorders are 
sufficiently vague that the same 
descriptions are often used for patterns 
that are clearly distinguishable, an added 
benefit of these studies may be de- 
scriptions of timing patterns of the 
various dysarthrias that have diagnostic 
value. Since the cerebellum has been 
implicated in movement timing, and 
because there are few studies that 
attempt to relate empirical measures of 
dysarthric speech tinting with perceptual 
judgments, we have begun with a study 
of ataxic dysarthric speakers--that is, 
speakers whose speech pathology arises 
from cerebellar pathology. 

2. METHODS 
The data were recorded at L’hôpital de 

Ia Salpetriere, in Paris. The subjects 
were eight native speakers of French, 
four ataxic dysarthric speakers, and four 
age-matched control speakers. 

Two nonsense “target words,” [pot] 
and [splat], were embedded in eight 
sentence frames. The target words 
occurred medially in four sentences and 
finally in four sentences. The sentences 
were of four lengths: 4-, 5-, 6-, and 7- 
syllables. A native French speaker pro— 
duced exemplars of each sentence. 
These were presented in two random 
orders, with two tokens of each sentence 
produced on each of two presentations. 
resulting in eight repetitions of each sen- 
tence by each subject. The sentences 
were produced without pauses, and all 
were intelligible. All stop closures were 
achieved, but some ataxic speakers 
distorted the /s/ frication. All target 
words were produced with an aspirated 
lt/ release by all subjects on all 
repetitions in both target positions. We 

measured the durations of the [8] of 
“C’est une (1-4 syllables) ” and 
“C’est une (1-4 syllables),” the Is] 
(of ‘splat’), the lp/ closure, the vocalrc 
nucleus (lla/ in ‘splat” and/al m ‘pat ), 
[tl closure, and /t/ aSpiratron from the 
acoustic waveforms. 

3. RESULTS 

3.1 Overall Speaking Rate 
For both subject groups, as the number 

of syllables per sentence increased, sen-' 
tence duration increased; this is shown 
for “pat” target-word utterances in 
Figure 1, and was also found _for “splat” 
target-word utterances. In this figure, it 
is also obvious that ataxics.’ sentences 
were longer than those of the control 
subjects. In one sense, at least, then, the 
ataxic subjects’ speech was “slower” 
than that of the control subjects, as 
reported in the literature [3]. To see 1f 
this “slowness” was distributed uni- 
formly across a sentence, we examined 
durations of medially and finally 
positioned target words and their con- 
stituent segments. 
4000 ? «pat-| 

3000. % 

2000- % _ _ _ / °  

‚( €: 
' P:! ÿ E :“: ‘é 

1000 
M? MéT/Ié Mi F4- F5 Fé F7' 

Figure 1. Mean utterance duration (in 
ms) for each subject and sentence. ‘M’ 
indicates medial position target words, 
‘F’ final target words in sentences of 4—, 
5-, 6-, and ‘7-syllables. Ataxic subjects’ 
data are connected with solid lines; 
control subjects’ data are connected with 
dashed lines. 

3.2 Final Lengthening 
In accord with previously published 

.data on Swedish and English [e.g., 4, 8], 
our control subjects produced sig- 
nificantly longer target words when they 
occurred in final than in medial position 
(see Fig. 2) for “pat” target-word data; 
(“splat” data are equivalent for both 
speaker groups). The final lengthening 

effect, however, was not evenly dis- 
tributed across the segments of the target 
words: the target-word vowels were 
about 25 ms longer for final-position 
targets (see Fig. 3 for “pat” data; “splat” 
data are equivalent for both speaker 
groups), while the corresponding lt/ 
closures were 75-100 ms longer (see 
Fig. 4 for “pat” data; “splat” data are 
equivalent for both speaker groups). 
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Figure 2. Mean target—word durations 
for ataxic (‘A’) and control (‘C’) subject 
groups, in 4-7 syllable-sentences. Filled 
bars represent durations of target words 
in medial position; striped bars, in final 
position. 

The ataxic subjects, on the other hand, 
failed to differentiate the target-word 
durations as a function of sentence 
position. Indeed, in some comparisons 
the medial-position vowel was longer 
than the final-position vowel (Fig. 3), 
and the final lengthening so evident in 
the final lt.] closures of the control sub- 
jects was absent in the speech of these 
dysarthric speakers (Fig. 4). 

300 

Figure 3. Mean target-word vowel 
nuclei durations for ataxic (“A”) and 
control (“C”) groups for 4-7 syllable- 
sentences. Filled bars represent 
durations in medial target words; striped 
bars, in final target words. 
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In order to present a more general pic- 
ture of position effects on segment 
duration, we have collapsed the data for 
each group across the sentences of 
different lengths (Fig. 5). Not surpris- 
ingly, neither group showed a difference 
in initial [el duration as a function of 
target-word position. The control sub- 
jects, however, did show differences in 
all target-word segment durations as a 
function of target-word position, while 
the ataxic speakers showed differences 
only for the initial consonant (lp/) and 
final aspiration. In the parallel data for 
“splat,” the controls subjects again 
showed positional effects for all target-. 
word segments (p<.001), while the 
ataxic subjects produced only the initial 
[SI and final asPiration with greater 
length in final-position target words 
‘(p<.05 and p<.001, respectively). The 
Ipl, no longer_an initial segment, did not 
show durational differences as a 
function of target-word position. 
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Figure 4. Mean ltl-closure durations for 
ataxic (“A”) and control (“C") groups in 
.'4-7 syllable-sentences.. 

3.3 Compensatory Shortening 
There was no correlation between the 

duration of 18] and total utterance dur- 
ation for the control or for the ataxic 
speakers. This is in contrast to an earlier 
study _with a different group of French— 
speakmg subjects [1], in which such a 
correlation was found. It is possible that 
the syllable-timed structure of French is 
only minimally compatible with com— 
pensatory shortening. 

4. DISCUSSION 
Our results show that the ataxic 

speakers differed from the controls in at 

least two ways: the total durations of 
their utterances were longer, and they 
failed to show final-lengthening effects. 
These differences can be attributed, 
whether directly or indirectly, to the 
cerebellar dysfunction. While the role 
of the cerebellum is incompletely 
understood, it is thought to be involved 
in coordinating the motor system. One 
hypothesis is that the cerebellum is 
involved in setting the initial parameters 
of the movement L7], perhaps by biasing 
muscle spindles; these parameters would 
be responsible for the effect of syllable 
posrtion on segment duration observed 

400 l CXDNTTKDL 

soo. ' 

200- 

100. 

. e p a _ t asp 
Figure 5_. [€], [p] closure, la!, It! closure, 
and final aspiration durations. Segments 
occurring in medial position are shown 
With filled bars; final, with striped bars 
(*p<.05, **p<.01, ***p<.001.) 

in normal speakers. Thus, it has been 
suggested that the hypotonia of 
cerebellar ataxia results from reduced 
spindle biasing and leads to the 
associated slowing of movement [7]. In 
addmon, one of the hallmarks of 
cerebellar disorders is difficulty 
terminating movements, a difficulty that 
may contribute to the longer segment 
durations of our ataxic speakers. It is 
unclear whether the increased segment 
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durations and absence of final 
lengthening are independent aspects of 
the timing disorder or reflections. of 
disruption of a single underlying 
mechanism. Finally, the question 
remains as to whether the timing 
patterns observed in normal speakers 
result from speakers’ intentions to 
produce durational differences that may 
be perceptually important to_11steners 
[6], or whether the durational differences 
are due to a physiological unwmdmg as 
the motor act unfolds. ' 

Our failure to find compensatory 
shortening effects may result from the 
syllable-timed structure of French, 
which may be only minimally com- 
patible with compensatory shortening. 
That is, the effect may be so small that a 
much larger sample may be necessary to 
reveal any effect, and this may explain 
the difference between these results and 
those of Bell-Berti and Chevrie-Muller 
[1]. 

5. SUMMARY 
The utterances of our ataxic subjects 

were of substantially greater duration 
than those of our control subjects. In 
addition, final-lengthening effects were 
present in the speech of the control 
subjects (although they were not uni- 
form across the segments of the target 
words), but were not seen in the speech 
of our ataxic subjects. ' Finally, we found 
no evidence of utterance-length effects 
in either the control or the ataxic 
subjects. 
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MODIFICATIONS T0 STU'I'I’ERERS' RESPIRATORY. LARYNGEAL, AND SUPRAIARYNGEAL KINEMATICS FOLLOWING SUCCESSFUL FLUENCY THERAPY 
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ABSTRACT 
_ Within-subject comparisons of 

respiratory, laryngeal, and supralaryn- 
gealkinematics of severe stutterers im- 
mediately before and after successful 
completion of intensive fluency therapy 
reveal that an increase in post-therapy 
fluency co-occars with a number of spa- 
tial and temporal modifications within and among each of the three monitored speech systems. Some of the post- therapy modifications can be distin- guished from therapy-directed clinical targets and are presumed to be natural requisnes to perceptually fluent speech. 

l. INTRODUCTION 
_ It is well known that stutterers’ respiratory, laryngeal, and supralaryn- geal movements during moments of overt stuttering are radically different from those observed in normally fluent speakers. However, it is not clear whether stutterers' control of the speech mechanism is generally abnormal; that is, abnormal even during production of speech that is perceived as fluent. Clarification of this issue would have important clinical ramifications. Thus, we have undertaken a research program that seeks to resolve the following three questions: 1) are certain kinematic pro— files associated with stutterers' percep- tually fluent speech distinct from those of normally fluent speakers, and if they 

are different, 2) which aberrant kine- matic profiles, if any, can be modified by speech therapy to become more like those of normally fluent speakers? In addition, 3) we seek to determine which post-therapy kinematic modifications are requisne to perceptual fluency. We re- port here the results of experiments that 
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focus on the third aim of this research 
program. The results demonstrate that 
not all of the kinematic modifications that 
are observed post-therapy are reflective 
of clinical instruction but rather are re- 
flective of certain speech motor control 
strategies that are observed in normally 
fluent subjects. 

2. PROCEDURES 
Within-subject pre- and post- 

therapy kinematic comparisons of the 
respiratory system (using Respitrace in- 
ductive plethysmography), laryngeal 
system (using photoglottography). and 
supralaryngeal system (using optoelec- 
tric tracking to monitor the movements 
o_f the lips and jaw) were made from 
eight stutterers immediately before and 
after completion of either one of two in- 
tenSive fluency programs, and from four 
control subjects. Program 1, the 
Summer Residential Stuttering Clinic of 
Geneseo, New York, represents a Van 
Ripenan type of program that primarily 
emphases speech rate control, and 
Program 2, the Communication 
Reconstruction Center’s (CRC) of New 
York_ City version of the Precision 
Shaping Fluency Program (PFSP), rep- 
resents _a highly structured physiologi- 
cally oriented program. The comparisons 
across different therapy programs are 
primarily motivated by our attempts to 
differentiate therapy induced kinematic 
modifications from kinematic modifica- 
tions that are requisite to stutterers' in- 
crease in fluency. For example, kine- 
matic modifications that occur in 
Program 2 subjects who show post- 
therapy increased fluency but not in 
equally successful Program 1 subjects 
could be considered requisite to the 

achievement of Program 2 clinical targets 
but not necessarily requisite to increased 
fluency. On the other hand, a kinematic 
modification that occurs in all successful 
subjects, including those who completed 
Program 1, which does not emphasize 
physiological clinical targets, could be 
considered a physiological requisite to 
increased fluency. All stutterers who 
took part in these experiments were di- 
agnosed as severe or moderate pre- 

-therapy and as mild post-therapy. 
Kinematic measurements included tradi- 

tional motor control indices, e.g. se- 
quential ordering of articulator move- 
ments, and those that more directly ad— 
dress the achievement of the various 
clinical targets. Two paradigms were » 
used: a variable-foreperiod simple 
reaction-time (RT) task and a paradigm 
that assesses relatively natural speech, 
the production of the phrase “he see 
CVC again" where “C” represents vari- 
ous stops and fricatives and "V" repre- 
sents /i,e/. Only fluent utterances, de- 
fined perceptually and physiologically, 
are discussed here. 

3. RESULTS 
3.1. R e s p i r a t o r y - L a r y n g e a l  
Kinematics in Reaction-Time 
Tasks 

In a related reaction-time study, 
we showed that quantitatively different 
respiratory and laryngeal behaviors un— 
derlie stuttering severity and variable- 
foreperiod (response preparatory inter- 
val) effects on acoustic RT. Severe stut- 
terers showed both delayed initiation and 
inappropriate organization of respiratory 
and laryngeal events leading to phonau 
non at all foreperiods‘, while mild stutter- 
ers differed from severe stutterers pri- 
manly at short but not long foreperiods 
[6,7]. In our first experiment that com- 
pares within-subject pre- and post- 
therapy acoustic RT performance, we 
found that post-therapy increase in flu- 
ency covaries with acoustic RT improve- 
ment for both Program 1 and 2 subjects, 
that the magnitude of acoustic RT im- 
provement depends on therapy program 
type and for some subjects approaches 
normal values, and suggests that acous- 
tic RT represents a dynamic measure of 
respiratory-phonatory function rather 

than a fixed and presumably neurologi- 
cally based delayed latency [1]. We con— 
tinue to use the same variable-foreperiod 
RT protocols to evaluate the effects of 
therapy on respiratory-laryngeal kine- 
matics in stutterers because we have 
found that an isolated vowel response in 
the RT paradigm represents a relatively 
easy stimulus for stutterers to produce 
fluently, presumably because an isolated 
vowel is less physiologically complex 
compared to reiterate speech, and be- 
cause the protocol provides a large num- 
ber of perceptually fluent responses in a 
relatively short amount of time. Equally 
important, the wide variety of reSpira- 
tory-laryngeal kinematic patterns exhib- 
ited by stutterers in reiterate contexts 
makes analysis of respiratory-laryngeal 
control strategies much more straight- 
forward in RT tasks. However, impor- 
tant subject differences in post-therapy 
reSpiratory-laryngeal pre—phonatory 
strategies are still evident, some of 
which cannot be explained in terms of 
achievement of therapy-directed clinical 
target behaviors. For example, the RT 
data shown in Figuie'l demonstrate that 
this Program 1 stutterer reduces post- 
therapy phonation response latency pri- 
marily by reducing the time, relative to . 
pro-therapy performance, required to 
complete respiratory and laryngeal pre- 
phonatory maneuvers, e.g., appropriate 
levels of respiratory inflation and 
preparatory vocal fold adjustment for 
phonation. On the other hand, Figure 2 
shows that a different Program 1 stut- 
terer reduces post-therapy phonation la— 
tency primarily by improvement in 
respiratory-laryngeal temporal coordina- 
tion, e.g., the moment of onset of respi- 
ratory compression relative to laryngeal 
adduction for phonation.Taken together, 
the results indicate that stutterers who in- 
crease fluency following therapy gener- 
ally demonstrate RT improvement at 
acoustic, respiratory, and laryngeal _ 
levels of measurement. However, the 
differences in reSponse strategies among 
stutterers indicate that the the physiologi- 
cal bases for the covariation between _ 
acoustic RT improvement and perceptual 
fluency improvement are complex and 
are not entirely related to clinical target 
behaviors. For example, respiratory- 
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laryngeal temporal coordination may 
make a greater contribution to improved 
acoustic RT than either respiratory RT or 
laryngeal RT in those stutterers who 
demonstrate either: I) relatively short 
pre-therapy response latencies, and/or 2) 
appropriate levels of lung volume infla- 
tion for speech, and/or 3) appropriate la- ryngeal abductory/adductory gestures for 
normal phonation. 
mœ- 
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Fig. 1. Pre- (left bar) and post-therapy 
RT values (right bar), subject DLE. 
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Fig. 2. Pre— (left bar) and post—therapy 
RT values (right bar), subject AM. 

3.2. Supralaryngeal Kinematics in 
Phrase Length Utterances 

In more natural speech tasks, 
post-therapy increase in fluency co- - occurs with kinematic modifications at 
all measured levels of speech produc- tion. Some of these modifications appear 
to be related to specific therapy-directed 
clinical targets while others do not and 
appear to be related to motor control 
strategies observed in normally fluent 
subjects. For example, Figure 3 shows 
an example of stuttering severity and 
therapy influences on lip and jaw relative 
timing and sequence patterns during [pl 
closure for perceptually fluent produc- 
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tions of [pit/ in “he see pete again” [5]. 
The data for two controls, shown on the 
left, represent two different sessions 
about six weeks apart and are consistent with the results obtained from a larger 
group of control subjects [3], with re- 
spect to both inter-articulator relative- 
timing and sequence patterns. The Stut- 
terers' data, shown on the right, are 
quite different. Recall that these stutter- 
ers were classified as severe pre-therapy 
and mild post-therapy. Considering 

“ m  inter-articulator latencies fust, note that I n  
I m … "  

pre-therapy latencies for stutterer AB 
(specifically lower lip lag of the upper 
lip) and for stutterer PC (specifically jaw 
and upper lip lag of lower lip) are much 
greater than the corresponding control 
subject latencies. For both of these sub- 
jects, post-therapy latencies are signifi- 

ur mwmmim... cantly reduced relative to their pre- 
therapy latencies, even though their post- 
therapy speech rate was significantly re- 
duced compared to their pre-therapy rate. 
Turning next to sequential order, note 
that two of the stutterers, KH and PC, 
do not show the expected upper lip, 1600 ' . flint-therapy . . . . 

t-too- ' …ou—Mn lower hp, and jaw sequence tn either the 
pre- or post-treatment condition. Also 
note that for stutterer KH, the pre- and 
post-treatment comparison shows a 
complete sequence reversal. Similar re- 
sults were obtained for /pet, fit, and M 
and indicate that post-therapy increased 
fluent speech can be marked by im- 
proved inter-articulator relative-timing 
and, less frequently, by alteration of the 
sequence patterns, although the altered 
sequence may not be like that of the 
controls. The lip and jaw sequence pat- 
tern observed in normally fluent Speak- 
ers most likely is related to neural and 
biomechanical interactions [2] and thus 
reflects differences in both neural control 
and biomechanical processes between 
stutterers and controls. 

4. DISCUSSION 
In conclusion, the results we 

have obtained thus far suggest that post— 
therapy increase in fluency co-occurs 
with Spatial and temporal adjustments of 
the respiratory, laryngeal, and suprala- 
ryngeal systems. For example, we have 
observed I) an increase in inspiratory 
and expiratory lung volume exchange, 

. ___—— 

0 '  : D D D D D A O O 
O 

$: o o o ° O D A 
III A 

“ A 
, A 

î "' o e ,,. A 
E A a "  A 
?”" A I- .co— 
o I 
.; 4s- 
2 &» so 

_”: El UpperLip 
_“; O LMI—ip 

_“ A J "  D 

î — ' Ï î  ' î fi j — '  Ï ' 

fl". |||— I'.— D '— l i p  Mud Dl— Dil—l "In " i n  

CONTROLS STUTTERERS 

Fig. 3. Temporal organization of upper 
lip, lower lip, and jaw. Controls left, 
stutterers right. 

duration, and flow, all of which ap- 
proach values exhibited by normally flu— 
ent subjects during phrase length utter- 
ances, 2) an increase in the duration of 
laryngeal abduction and adduction ges- 
tures although speech rate decreases 
post-therapy. 3) a reduction in the fre- 
quency of inaudible and phase-locked 
respiratory-laryngeal kinematic abnor- 
malities, and 4) a reduction in the dis- 
placement, peak velocity, and duration 
of lip and jaw movements in target ob- 
struent-vowel sequences. In addition, 
certain intra- and inter—system spatial and 
temporal coordinative adjustments co- 
occur with post-therapy increase in flu- 
ency. Some of the kinematic modifica- 
tions we observe appear related to the 
clinical strategies associated with specific 
therapy programs while others do not. 
The latter modifications may be manifes- 
tations of post-therapy adoptions of cer- 
tain normal motor control strategies that 
are requisite to fluent speech production. 
Our plan is to compare the kinematic 
modifications of Stutterers who success- 
fully complete a variety of different ther- 

a rograms, the notion being that the 
rrîgstp important modifications leading to 
fluency will be shared by all successful 
stutterers even though the clinical tn- 
structions to the different groups can dif- 
fer. In this way, we hope to identify 
those kinematic strategies that are req- 
uisite to the production of perceptually 
fluent speech. 
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ETUDE D'UNE AIDE TACTILE POUR SOURDS PROFONDS: 
IMPORTANCE DU CODAGE. 

Rémi BRUN 

CCA Alésia , 26 rue Jean Moulin, 75 014 Paris, France 

ABSTRACT: 
To study the best way to present 
speech information to the skin, we 
have focused on the coding part of 
the process. The code needs to be 
Optimised according to two fields of 
constraints; those linked to the 
speech,the information to be 
transmitted, and those relying on the 
abilities of the receptive processor, 
the tactile sense. A way to assess a 
code has been implemented, 
emphasising the temporal resolution 
versus the size of the repertoire. 

1. INTRODUCTION 
Se proposer de transmettre 

des informations contenues dans la 
parole par le sens du toucher, c‘est 
s'attaquer à un problème de 
transformation d'un signal défini, 
l'onde sonore de la parole, en un 
signal devant non seulement être 
senti tactilement, mais surtout 
compris par le sujet recepteur. 

Or il est clair que la simple 
transposition physique de la 
vibration de l'air, recueillie par un 
microphone, et transmise à un 
vibrateur après amplification n'est 
pas suffisante (4). Il est donc 
necessaire de réfléchir sur le moyen 
de coder l'information contenue 
dans le signal de parole en fonction 
des aptitudes spécifiques du 
recepteur tactile. La question du 
codage n'est plus dépendante des 
supports physiques de la 
transmission, mais doit satisfaire au 
mieux à ces deux ensembles de 
contraintes: 

- d'une part, l'ensemble des 
propriétés de l'infgrmgtigg à 
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transmettre. Chacun sait, pour la 
parole, qu'il existe un grand nombre 
de connaissances sur la manière dont 
elle est construite: structures, 
hiérarchies, éléments, prosodic, 
redondance, variabilité, vitesse... 

- d'autre part, l'ensemble des 
propriétés caractérisant l'acquisition 
g1 le trgtçmçnt d'infgrmatign par le 
recepteur stimulé. Les études sur la 
perception tactile sont .moins 
nombreuses que celles sur la vue ou 
l'oui'e, mais il existe tout de même 
un savoir éparpillé: perception en 
fréquence, amplitude, localisation, 
orientation, forme, en fonction du 
temp, phénomènes de déformations 
liés au masquage, à la sommation, 
au mouvement apparent,… Par 
ailleurs, l'étude d'autres systèmes de 
traitement de l'information comme la 
vision ou l'audition peut fournir des 
renseignements précieux sur les 
moyens utilisés pour simplifier la 
tâche de comprehension. 

Concevoir une prothèse 
tactile pour transmettre des 
informations de la parole, c'est 
essayer de trouver un codage 
intégrant au mieux ces deux champs 
de contraintes qui sont parfois 
contradictoires. Avant de chercher à 
trouver une bonne solution, il est 
necessaire de croire que certaines 
solutions sont meilleures que 
d'autres. L'exemple de la lecture 
tactile pour les aveugles est 
encourageant. Avant la création du 
code Braille, on utilisait pour 
transmettre l'écriture alphabétique 
sur une feuille cartonnée standard un 
principe de lettres normales 
imprimées en relief. Louis Braille a 

proposé un autre code, présentant la 
même information avec la même 
méthode de stimulation: le Braille à 6 
points qui s'est révélé bien plus 
performant. 

Dans notre cas, penser que 
des codes sont meilleurs que 
d'autres ne suffit pas si l'on ne 
dispose pas de moyens simples de 
réaliser cette évaluation. S'il faut que 
des échantillons représentatifs de 
sujets aient suivi suffisament 
d'entraînement, pour avoir une idée 
de la qualité de la comprehensron de 
la parole permise par différents 
codes, l'étude risque d'être trés lente 
à donner des résultats exploitables. 
Par contre, des comparaisons trés 
simples et trés rapides peuvent ne 
pas refléter les performances 
possibles à long terme. 

2. ETUDE 

Nous avons commencé une 
étude avec un code donné (fig 1), 
défini en essayant de respecter les 
contraintes liées à la structure de 
l'information à transmettre ainsi que 
celles dictéees par les propriétés du 
recepteur tactile. Nous avons essayé 
d'utiliser des tests d'évaluation 
simples et pouvant être passés 
rapidement après le début de 
l'entrainement pour se faire une idée 
des qualités du code par rapport à 
celles visées lors de sa conception. 

3. TESTS 

Deux tests principaux: 

- Test ]: phonème isolé. 
Identification d'un stimulus parmi 
16 ou 20 consonnes, les 12 voyelles 
ou tous les phonèmes réunis; ce test 
donne une bonne indication sur les 
distances entre les stimuli ainsi 
qu'une appréciation générale du 
pourcentage de confusion. 

— Test 2: triphonème 
Test d'identification d'un phonème 
parmi 3 présentés successivement. 
Le premier phonème est sujet au 
masquage arrière, c‘est à dire à la 
que son identification devient plus 
difficile à cause de la présence de 

stimuli qui suivent proche dans le 
temps. _ 

Le troisième est sujet 
uniquement au masquage avant, 
comme le masquage arrière mais 
avec le masqueur présenté avant le 
stimulus. 

Le second est sujet aux deux 
masquages combinés et est donc 
celui dont la reconnaissance subit la 
plus sévère dégradation. 

4. MATERIEL 

Les expériences ont été 
réalisées sur une cellule 
expérimentale (3) construite autour 
d'un vidéolecteur piloté par 
ordinateur . On a ainsi la possibilité 
d'associer à chaque séquence de 
parole enregistrée sur le vidéodrsque 
(image + son) les stimuli tactiles 
définis par le code. Des exercrcesde 
reconnaissances en tactile 
accompagné ou non de lecture 
labiale sont alors gérés par 
l'ordinateur. 

Il est important de noter que 
le code est édité de façon manuelle, 
le traitement de la parole ainsi 
effectué n'étant qu'une simulauon, 
laissant pour le moment de coté le 
problème de la réalisation technique 
en temps réel. _ _ 

Le système tactile utilisé 
pour stimuler le doigt était un 

taconII relié à l'ordinateur par une 
liaison R5232. Cet appareil permet 
de déssiner les dessins voulus sur 
une matrice de 100 picots (20*5) 
vibrant à la fréquence constante de 
230 Hz, et dont l‘amplitude ne peut 
être réglée que par un potentiomètre 
extérieur.(1) 

Six sujets ont suivi ces expériences: 

- A) 2 sujets adultes entendants ont 
suivi environ 20 heures 
d'entrâinement. 

- B) 4 sujets enfants sourds (13-15 
ans) ont suivi environ 40 heures 
d'entraînement. 
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4. RESULTATS 

La première observation 
importante concerne les sujets et la 
rapidité de leurs progrès. Alors qu'il 
fallait 40 heures au sujets B pour 
parvenir à des résultats n‘excédant 
pas 80% au testl, les sujets A sont 
arrivés à 90% en moins de 3 heures 
(2,3). Il semble cependant que la 
nature des erreurs est la même pour 
les 2 tests; on peut donc penser que 
des améliorations du code sensibles 
pour les sujets A le seront aussi pour 
les sujets B, et ainsi se concentrer 
sur des études avec les sujets A qui 
seront beaucoup plus rapides. 

Les résultats du test] nous 
renseignent de façon trés précise sur 
le taux de confusion relatif à un 
code, ainsi que sur les confusions 
les plus fiéquentes, nous permettant 
de localiser les sources d'erreurs et 
d‘essayer d'y remédier. 
Mais des résultats proches de 100% 

- ne sont pas une preuve suffisante de 
la qualité du code, et c'est là que le 
test 2 intervient. La dégradation 
générée par le masquage est trés 
nette . 

sans masquage: 90% (testl) 

ler 50% ; masquage arrière 
2ème 35; masquage avant et arrière 
3ème 65 % ;masquage avant 

Il nous semble donc que 
c‘est à ce niveau d‘intégration 
temporelle qu'il faut travailler. Le 
test 2 peut être réalisé après une 

_ dizaine d'heures de pratique, et il 
; ; permet d'enregistrer l'influence de 

" l'entraînement sur les performances. 
Après 20 heures les sujetsA 
obtenaient les résultats suivants: 1er 
(70%); 2ème (50%) ; 3ème (85%); 
mettant en évidence les possibilités 
de progrès. 

Nous comptons créer un 
nouveau test du même type, mais 
ou les stimuli pourraient être plus 
signifiant, pour évaluer la possibilité 
d'apprendre à reconnaitre des 
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groupements de stimuli, formant des 
mouvements complexes. Un test 
syllabique, (inspiré d'un exercice 
sur l'identification de nombres entre 
l et 100 présentés phonétiquement 
qui avait fait apparaître l'importance 
de ces super—unités), est en cours de 
conception. 

6. CONCLUSION 

Dans cette étude se 
concentrant sur la question du 
codage, nous comptons persévérer 
dans la mise au point de tests qui 
permettront une évaluation rapide 
des qualités d'un code. La formule 
qui donne le débit d'informations en 
fonction de la taille du répertoire (R) 
et du nombre de stimuli perceptibles 
par seconde (N): 

Débits (bands) = N x lm (R) 

reflète bien l'importance de N par 
rapport à R. 

Cette démarche n'est 
d'ailleurs pas réservée àla prothèse 
tactile pour sourds, et peut 
s'appliquer à d'autres études, soit 
avec un récepteur différent (oeil, 
cochlée,…) soit avec des 
informations différentes (feedback 
sensoriel pour les orthèses 
orthopédiques...) 
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ABSTRACT 
The aim of this study is to validate an aid for the 
evaluation of dysphonia with objective measure— 
ments. 
We recorded exhaled airflow, fondamental frequen- 
cy and sound level pressure, for a sustained vowel 
“a", with 51 dysphonic subjects and 15 normal 
subjects. The following measurements are made on 
these three parameters: mean value, standard devia— 
tion and coefficient of variation. The exhaled air- 
flow volume was also computed for a duration of 2 
seconds. A principal components analysis of the 
measurements indicated that it is possible to reco- 
gnise the classes of vocal evaluation and vocal 
pathology. These findings reenforce on objective 
aid for the vocal evaluation of dysphonia. 

1. INTRODUCTION 
Dans un exposé fort célèbre, M. HIRANO [l] dé- 
taille remarquablement les différentes méthodes 
d‘évaluation objectives de la production vocale : " 
1- to diagnose the en'ologic disease, 2— to determine 
the degree and the extent ofthe etiologic diseases, 
3- to evaluate the degree and the nature of dyspho— 
m'a, 4- to determine the prognosis and, 5- to moni- 
tor changes". Son étude, basée sur plusieurs centai- 
nes de cas,décrit statistiquement les méthodes d'éva— 
luation objectives au moyen généralement d‘histo- 
grammes, en fonction de différents paramètres tels 
que: le débit d’air buccal et le volume d‘air associés 
au temps maximal de phonation, la fréquence fon- 
damentale usuelle (Fo), celle de l’intensité acousti- 
que de l’émission vocale (SPL), de la pression sous 
glottique, et d’autre paramètres moins communs. 
Cependant, HIRANO n’est pas allé plus loin dans 
ses investigations statistiques,en essayant parexern- 
pie de faire émerger des classes pathologiques ou 
différents degrés de dysphonie en fonction de plu- 
sieurs paramètres. C'est ce que nous cherchons à 
faire dans la ligne du travail de DEJONCKERE [2] 
dont nous apprécions la méthode. Notre démarche 
n’estpas innocente. En effet, le but de cette étude est 
de valider ou invalider une aide objective à l’éva- 

luation vocale pour des applications cliniques et de 
rééducation dans le domaine de la Phoniâlrie, sans 
être pour autant aussi optimiste que HIRANO dans 
son introduction… 

2. PROTOCOLE EXPERIMENTAL 
2.1. Le dispositif 
Il est schématisé dans la figure 1; L’expérience 
consiste à mesurer 3 paramètres de l’émission vo— 
cale. - Le débit d’air buccal en ccls. - L'intensité 
acoustique (spl) en dB. - La fréquence fondamen- 
tale (F0) en Hertz. Le débit d’air buccal est mesuré 
au moyen d’ un aérOphonomètte [3] développé dans 
le cadre d’un contrat de faisabilité de l’INSERM. Il 
se caractérise par une grande dynamique associée à 
une bonne linéarité. Le détecteur de mélodie est un 
fréquencemètre instantané numérique de grande 
précision ( l Hz à 1000 Hz ), développé pour l'étude 
des phénomènes microprosodiques [4]. Il est asso— 
cié à un intensimètre qui mesure le logarithme de la 
valeur efficace du signal de parole avec une intégra— 
tion pondérée exponentielle de 10 ms. Sa dynami- 
que est de 80 dB avec une précision de + ou - 1 dB. 
Le signal de parole est enregistré sur un magnéto- 
phone REVOX B77 à partir d’un microphone BEYER 
B75 placé à 20 cm de la bouche du sujet, nous ne 
faisons pas de calibration au niveau, les mesures 
sont donc en dB relatifs (à quelques dB de la 
référence absolue) mais constantes pour tous les le- 
cuteurs. Les signaux de parole, de débit, de mélodie 
et d’intensité sont acquis simultanément sur un 
micro ordinateur PC vectra ES 12 au moyen d’une 
carte de conversion DATA TRANSLATION 2801 - 
A. Le signal de parole est échantillonné à 4 kHz. les 
autres signaux à l kHz. Ils sontcodés sur 12 bits. Les 
acquisitions sont gérées par le logiciel PHYSIOLO- 
GIA [5]. L’enregistrement sur l’ordinateur et le ma- 
gnétophone est télécommandé par le locuteur. Il est 
demandé à chaque locuteur de réaliser, dans la 
mesure du possible,4 enregistrements. l-La voyelle 
«A» tenue pendant un temps de phonation de 4 à 5 
secondes, à la hauteur et intensité la plus naturelle 
au sujet. 2— La même voyelle «plus haute». 3- La 
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même voyelle «encore plus haute». 4- La phrase 
«elle n’aimait ni maman ni mamie», a la hauteur 
usuelle. 

2.2. Le matériel 
Matériel pathologique: 50 patients consultants pour 
dysphonie dans le service ORL du centre hospitalier 
universitaire de la Timone a Marseille, dont 24 fem- 
mes et 26 hommes, de 6 a 62 ans. 0n distingue deux 
catégories de patients. D’une part, ceux atteints par 
une dysphonie jamais explorée auparavant, d'autre 
part, ceux qui consultent pour un contrôle après 
traitement (chirurgical ou médical) ou après une ré- 
éducation orthophonique, ou les deux associées. 
Dans ce groupe,se trouve un sous groupe de patients 
guéris que l’on peut identifier au groupe des nor— 
maux. ‘ 
Pour tester la validité du classement multiparamé- 
trique nous avons décidé de mélanger au matériel 
pathologique un matériel de normalité, constitué 
par un échantillon de la pOpulation étudiante de 
l'Université de Provence comprenant 14 sujets, 7 
femmes et 7 hommes de 20 à 45 ans, choisi dans 
l'environement du laboratoire pour la stabilité de la 
qualité vocale. 

3. LA METHODOLOGIE 
Pour chaque patient, la dysphonie est évaluée et la 
pathologie diagnostiquée. L’évaluation acoustique 
est faite au moyen de 5 facteurs bipolaires déduits de 
la méthode de HAM MARBERG [6]. Elle aboutit à 
une échelle de dyspl'mie de 4 degrés: légère, tttoyertne, 
sévère et très sévère. Le degré 0 représente les voix 
normales. L’évaluation est faite par un phoniâtre à 
partir des enregistrements effectués pendant l’expe- 
rience, et de textes les avant cette dernière. L’exa- 
men clinique laryngé est pratiqué par un ORL au 
moyen d‘un laryngoscope rigide avec étude vidéo— 
laryngostroboscopique pour chaque sujet du groupe 
pathologique. Les déficiences observées sont clas- 
sées en fonction de la nature physiologique du mé- 
canisme du vibrateur laryngien. On distingue ainsi 
5 classes de pathologies. 
l -  Altérations morphologiques des cordes vocales: 
-Légere ( nodule) codée MORL. 
-Modérée ( inflammation ) codée MORM. 
-Sévere ( Reinke ) codée MORS. 
2- Altération de la motricité codée MOTR. 
3- Séquelles chirurgicales: 
-Cordectomie codée CHIC. 
—Laryngectomie partielle ( Tucker ) codée CHIP. 
-Laryngectomie totale codée CHIT. 
4— Dysfonctionnement avec larynx normal codée 
DY SF. 
5- Patients guéris ( voix et larynx normaux ) codée 
NORP. 
Les sujets normaux sont codés NORM. 
Sur chaque parametre débit, intensité,mélodie, les 

mesures suivantes sont effectuées dans une durée 
normalisée de 2 secondes où les attaques ne sontpas 
prises en compte: Valeur moyenne, écart type et 
coefficient de variationainsi que le débit intégré 
poor avoir le volume d’air expiré. Les calculs sont 
effectués au moyen de l'éditeur de signal de PHY- 
SlOLOGlA [5]. 

4. ET [JDE STATISTIQUE 
Les traitements statistiques sont effectués au moyen 
du logiciel ADDAD [7].On ne retient de ces mesu- 
res que 9 variables sur 10, on supprime la moyenne 
du débit d’air expiré carelle estparfaitement corré- 
lée avec le volume d’air. On ajoute une variable 
ordinale codée sur 5 niveaux pour la qualité de la 
voix, ainsi qu’une variable qualitative correspon- 
dant aux 10 classes pathologiques. Les données re- 
présentent un tableau de 174 lignes sur 11 colonnes: 
65 productions du «A» usuel, 60 du «plus aigus» et 
49 de «Femme plus aigu». Un premier traitement 
de statistique élémentaire nous permet d’étudier la 
répartition des différentes variables sous la forme 
d’histograrnmes. 

4.1 Classification des sujets en fonction de l’échelle 
de qualité de voix 
Il est difficile de traiter le tableau des données dans 
sa forme initiale par une analyse factorielle, car les 
variables descriptives sont hétérogènes (écart type, 
coefficient de variation, moyenne pour des signaux 
de nature n'es différente). L'analyse en composan— 
tes principales nortnée, offre la possibilité d'homo- 
généiser un tableau en divisant chaque valeur par 
l’écart type de la variable correspondante. Ainsi, les 
différentes variables présentent toutes la même 
variance (= I). Dans notre cas, on hésite cependant à 
accomplir cette normalisation pour des raisons de 
nature «sémantique». Comment interpréter un coef- 
ficient de variation rapporté à son écart type? La 
procédure suivie par DEJONCKERE. [2] n'est peut 
être pas à cet égard sans inconvénients. On a donc 
recodé le tableau sous une forme disjonctive com— 
plète. Cela consiste à délimiter sur chaque dimen- 
sion une dizaine d’intervalles caractérisés par des 
effectifs égaux. Les intervalles sont considérés comme 
des classes à l’intérieur desquelles se répartissent 
les sujets. On a donc transformé une variable quan— 
titative en variable ordinale. On «éclate» alors cette 
variable ordinale,qui comporte les modalités possi- 
bles, en une nouvelle variable indicatrice de moda- 
lités binaires. Ce nouveau codage permet de rendre 
les données homogènes et de les soumettre à une 
analyse des correspondances [8]. Pratiquement, les 
9 variables initiales sont découpées en 11 interval- 
les d’effectifs égaux puis recodées sous forme dis- 
jonctive complete. On s’est limité, dans la présente 
étude, uniquement aux voyelles de hauteur usuelle 
(n=65). On croise la variable disjonctive de la 
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qualité de la voix avec les 99 indicatrices de moda- 
lité. Ce nouveau tableau est alors soumis a une ana- 

lyse des correspondances. Les individus n'entrent 
pas en ligne de compte dans le calcul des facteurs. 
Cette procédure peut se comparer à une régression 
multiple au moyen de laquelle la variable «qualité 
de voix» est expliquée, au sens statistique du tenue, 
par l’ensemble des mesures. Les résultats sont 
donnés dans le plan factoriel de la figure 2. La 
répartition des 5 niveaux de qualité de voix est bien 
différenciée si ce n’est pour les niveaux moyens et 
sévères qui s‘interpénètrent et se répartissent plus ‘ 
largement. Ceci s’explique par le fait que ces ni- 
veaux sont plus difficiles à différencier auditive- 
ment par un seul auditeur. Les deux exceptions sur 
la normalité s’expliquent par le fait qu’il s’agit de 
deux sujets masculins à voix très grave ( basse 
profonde). Le sujet «sévère» perdu au milieu de la 
normalité est un cas très particulier qui présente une 
voix au timbre dégradé mais avec une bonne 
stabilité de la production vocale. Cela montre la 
nécessité d’une analyse harmonique complémen— 
taire. 

4.2. Classification des sujets en fonction de l’éva- 
luation pathologique 
On cherche par ce traitement à savoir si la variable 
pathologique recodée sous forme disjonctive, est 
corrélée avec les variables de mesure. La procédure 
statistique est la même que précédemment. Cepen— 
dant, faute d’un nombre suffisant de sujets, nous 
supprimons les modalités MORS, CHIC, et CHIT. 
Les résultats sont donnés dans le plan factoriel de la 
figure 3. Il apparaît que la répartition est encore 
mieux marquée que pour la qualité de voix. On 
constate la différence entre les sujets normaux avec 
les «normaux guéris», qui s’apparente pathologi- 
quement à de légères lésions morphologiques. 

CONCLUSION _ 
Ccttc étude fait apparaître qu’il est possible de dif- 
férencier objectivement au moyen du débit d’airex- 
piré,dc l’intensité et de la mélodie, des patients dont 
l'évaluation du degré de dysphonie et la classifica- 
tion pathologiquc sont différentes. Nous considé- 
rons quc ccs résultats apportent un argument solide 
à l’utilisation d‘une évaluation vocale assistée par 
des mesures objectives. Nos résultats ne sont que 
partiels et portent sur un échantillon de patients 
tisse/. faible. Cependant. nous les jugcons très en— 
couragcunts. Le dépouillement continue avec les 
productions de différentes hauteurs mélodiques. 
Nous allons ajouter l'analyse harmonique qui nous 
semble susceptible d'apporter des renseignements 
complémentaires et approfondir l'importance dc 
l'information contenue dans les différents paramé- 
trt‘s. 
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A MODEL FOR AUTOMATED SPEECH CORRECTION OF GERMAN VOWELS: A PILOT STUDY 
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ABSTRACT 
A model is provided by which 
automatic error detection of vowels 
could be accomplished using 
predictable and pedagogically pretermined environments and specific analysis routines. 

1. INTRODUCTION 
Despite advances in modern technology and computerized speech recogmtion, a device which auto- matically detects and provides for correction of pronunciation errors is 
still far in the distance. However, we believe it is possible with the application of basic phonetic principles and pedagogical techniques to create an automated device which may be of use to foreign language teachers and students. 
Criteria for automated Speech rec- ognition were already discussed nearly twenty years ago [1]. For the last ten years there has been almost a preoccupation with automatic seg- mentation and labelling of speech sounds, as can be seen by the large number of papers in this area at the last congress. It is exactly in this area of sound segmentation where some of the greatest problems in contemporary phonetics lie. With the advent of digitizing techniques, great strides have - been made in voice analysis and synthesrs. However, it has not changed the speech act itself. The problem, as 

Antonio Arroyo 

University of Florida 
Gainesville, FL, USA 

has been pointed out for decades and 
again quite recently, is that of 
determining segment boundaries [3]. 
The efforts to find discrete information 
equivalent to sounds in the myriad of 
Signals emitted by the continuous 
speech act eludes phoneticians. Ever 
present elements of co-articulation, 
compounded by factors of individual 
production and physiology, as well as 
suprasegmental elements and changing 
temporal aspects manifested in the 
continuous speech signal, confound 
efforts to find "sounds" particularly in 
an automated and error-free fashion. 
Furthermore it has been demonstrated 
that even we humans have difficulty 
labelling sounds categorically 
(absolutely) but must instead rely upon 
the. contrastive relationship of the 
envrronment [2]. 
It _is therefore our firm belief that at 
this point in the development of 
technology, error detection/correction 
can more easily be successfully 
accomplished if efforts are goal- 
directed to Specific predictable errors 
and if they can be pedagogically 
"framed." , 

2. TECHNIQUES 
A variety of techniques have been used 
m speech recognition, particularly for 
segment labelling. . 
Basically the incoming acoustic signal 
has to be broken down at certain 
mtervals and then matched to some 
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preprocessed acoustic criteria. The 
techniques vary; often a step filter 
device is used, matching bands of 
spectral energy above or below a 
certain frequency to the existence of 
certain sounds [6,3]. Routines of this 
nature often resemble a Jacobsonian 
distinctive feature approach. 

3. WEISS MODEL 
The model which we propose attempts 
to avoid some of the pitfalls inherent 
in conventional speech recognition 
processing. In application to foreign 
language teaching (or speech 
correction), certain assumptions have 
to be made: ' 
— There are spectrographically 
identifiable and definable segments 
(sounds) in natural speech. We will 
create predictable environments for 
the ease of processing these targeted 
sounds. 
— There are always features of co- 
articulation (transitions, alterations, 
etc.) in natural speech. These are also 
largely definable and predictable by 
the environment. By predetermining 
the environment we will be able to 
circumvent most of the problems co— 
articulation features might present. 
- There are acoustic characteristics as 
well as idiosyncratic articulatory habits 
of each speaker. These are less 
predictable and no model can totally 
accommodate them. 

A computerized model, using a Mac II 
and MacSpeech Lab II, or a 
comparable speech work station would 
work in the following manner: 
- A correct utterance produced by a 
native speaker has been digitized and 
stored. The student is given a screen 
prompt and the digitized utterance is 
played. 
- A prompt appears on the screen to 
repeat the word. 
- The student’s response is then 
digitized. 

- The computer processes a hierarchy 
of matching routines (based on 
matching the digitized information). 
- If an error is made, the student is 
prompted as to the nature of the error. 
The correct utterance is given again, 
and the student is prompted to repeat 
the utterance. 
- The computer reprocesses, matches 
and gives error statements until the 
student responds correctly or gives up. 

There are two real limitations to the 
functional success of such a model. 
- The processing and computer 
response (digitizing, analyzing and 
matching routines) must be very fast 
(ideally < 1.5 sec) to be of practical 
use. Otherwise the nature of the 
student’s production is likely forgotten. 
- The model will work only if the errors 
are predefined and predictable and if 
the environment is completely 
controlled and chosen to facilitate ease 
of computer processing. 

This model is an outgrowth of previous 
work on computer assisted diagnosis of 
vowel perception and a phonetics 
manual written by the author in which 
specific anticipated errors and 
exercises for overcoming these errors 
are provided for each sound [4,5]. This 
contrastive and predictive approach 
can be applied to our model as follows. 
If the target sound for practice is 
German [ez], the anticipated errors of 
production will fall into three primary 
categories for American learners of 
German: 
- the tendency to produce the vowel 
with too short duration; 
- the tendency to diphthongize; 
- the tendency to produce a vowel of 
the incorrect quality (either too high or 
too low). 

Potential errors in the articulation [ez] 
and their acoustic manifestations are 
illustrated in the following chart. 
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CHART 1: Errors for [es] 
PRODUCTION ACOUSTIC 
ERRORS MANIFESTATION 
[e] too short F2 of < 1.5 sec. 
pedagogically needs 
minimal [extended] 
length. 

[oil/[ ei], etc. F2 change of 
diphthongization > 1- 50 Hz 

(in > .15 sec) 

quali errors: 
a. [i ] too high Pz-Fl =- >2K 

(result of perception or F2 : >2.5K 
studies) with or with- (in < .15 sec) 
out diphthongization 

b. (SG)] too Open/low Fz-Fl =- (1.7K 
with or without or F2 = <I.9K 
diphthongization (in >.15 sec) 

4. PROCEDURE 
For practical considerations, the 
utterance ['be: tan] is chosen for 
emulation. This choice facilitates 
computer analysis routines since the 
VOT of [b] corresponds closely to full 
consonantal release. Digitized 
samples of correct and incorrect 
production serve to develop the bases 
for the matching routines which 
perform the analysis functions. 
Analysis at the first evidence of a 
harmonic wave (release spike/VOT of 
[b]) continues until the cessation of the 
harmonic wave (i.e., onset of [t]). The 
first and last 30 ms of the vowel are 
considered transitional and thus 
omitted from the LPC analysis. 
The acoustic manifestations of the 
errors are processed in the sequence 
shown on the above chart. 
- Length. If the wave length is less 
than 150 ms the computer does not 
process the 'signal and the student is 
prompted that the vowel is too short 
and is requested to produce the 
utterance again. 
Only if the vowel is longer than 150 ms 
is the next routine enacted: 
- Diphthongization. If a shift of more 
than 100 Hz is detected in the F2 
frequency during the steady state 
portion of the vowel, a message 
signaling diphthongization error is 
given and the student prompted to 
repeat the utterance. 

If the vowel is produced with adequate 
length and without detectable 
diphthongization, then the last routine 
is enacted: 
- Quality. If the figure F2-F1 is more 
than 2150 Hz. from a predetermined 
figure, an error message related to 
quality is given. Messages of too high 
or too low tongue position would be 
prompted depending on the type of 
subroutine triggered by the error. 
Each time an error is made, the 

_ student is prompted as to the nature of 
that error according to the error 
routine triggered by the analysis of the 
digitized student response. Repeti- 
tions are elicited until no error 
matching routines are triggered at 
which time the utterance is deemed to 
have been correctly rendered. 

5. IMPLEMENTATION 
LPC analysis of a correct model and 
five potential error types were verified 
using the MacSpeech Lab II program 
indicated above. Based on these 
analyses, a set of criteria for the 
automated rating of these utterances 
was developed. Using a file exchange 
utility, the binary data was converted 
to the IBM PC format. A FORTRAN 
program was developed to 1) reverse 
the two data bytes necessary for 
software compatibility and 2) trim the 
data samples to isolate the start and 
end of the voiced portion of the 
utterance. 
A prototype data analysis system was 
developed using MATLAB as a 
development environment. This 
system is compatible with virtually 
every popular platform. Data written 
as a 2-column ASCII array with 
FORTRAN is first imported into 
MATLAB using its "load" command. 
Then MATLAB scripts perform the 
analysis of the data and error detection 
according to a hierarchically arranged 
ranking order. Analysis is carried out 
of segments or windows of 30 ms in 
duration on the basis of estimated F1 
and F2 frequencies. 
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Although MATLAB uses about 20 
seconds to calculate a 256-point LPC, 
the calculations of formants and error 
criteria requires less than S seconds on 
a MAC II and a 12 MHz 285 PC-AT. 
By upgrading to a 386 environment 
with a 25 MHz clock speed, initiating 
onset of analysis at "onset of voicing, 
and using "custom" software _in 
assembly language to optimize 
performance, the error feedback time 
to students could be reduced to within 
the 1.5 second time window 
pedagogically needed. 

6. CONCLUSION 
Initial results have shown that the 
described model could be an effective 
pedagogical tool to enable error 
correction. Its proven functional 
success rests upon the predictability 
and normability of errors and 
specifically designed error-matching 
routines. This model does not depend 
upon full-spectrum matching routines. 
It may thus be the closest we can come 
to an automated phonetician at this 
time. 

N.B. Much of the work for this paper 
was accomplished at IASCP at the 
University of Florida in Fall 1989. 
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LE FRANCAIS DE GERMAN OPHONES DEBUTAN TS 
TOPOLOGIE GRAPHIQUE DE DISTORSION 
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ABSTRACT 
The aim of this aper is to present an 
analysrs _metho , of how german spea- 
king natives reproduce french pho- 
nemes, as well as the phonemes utte— 
red mstead. 
It points out, besides several matters, 
the lm ortançe of the differents fac- 
tors an the difficulties in using diffe- 
rent levels of enonciation. 
Besides it emphazises the importance 
of mter anguage facts and the 
ability in establishing a synthetical sys- 
tem of the different phonemes. 
Finally, it makes an attempt in setting 
forth some answers to‘ allow a better 
conàprehenslveness of french language 
by erman advanced beginners. 

1. INTRODUCTION 
Le corpus est un enregistrement de 
prhrases produites par un professeur de 

ançais et répétées ar un ou plusieurs 
locuteurs germanop ones dans le ca- 
dre de grou es d’apprentlssage débu— 
tants avanc 5. 
Deux groupes ont été ainsi enregistrés 
permettant la constitution de trois cas— 
settes de 90 minutes. 
Le matériel utilisé est un ma éto— 
Ehone à caslsêtte de e MÆANTL .D. 330 s RÉO LBY cassette de e TDK MA90 IEC IV TYPE IV 
M AL P_0_SlTION et de deux micro- 
phones umdrrectionnels, l’un diri 6 
vers le professeur et l’autre dirig vers 
les locuteurs. 
Les locuteurs sont d’origine du Bade 
Würtemberg. Deux dans le remier 

oupe et un dans le secon , ils travail- 
ent tous dans des entreprises en tant 

qu’employés. 
Le dépouillement s’est fait à l’oreille 
d’un seul transcnpteur. 11 y a eu plu- 
s1eurs écoutes. 

2. ANALYSE 
2.1. Comparaison de chaque idiome 
Les systèmes de l’allemand et du fran 
çais se différencient de la manière sui- 
vante 
- Un assourdissement de tout élément 
consonantique en position final de syl- 
labe [1]. 
- Une attaque progressive des voyelles 
en français et brusque en allemand [2]. 
- La résence d’une seule voyelle Ellen 
sylla e inaccentuée en allemand 
— La présence de voyelles hautes ou— 
vertes en allemand inexistantes en fran- 
çals [4]. 
— L’absence de voyelles lon es relâ— 
chées ouvertes en alleman [4]. _ 
— Une unité accentuelle libre hiérarchi- 
sée en allemand [4]. 
-5Une unité accentuelle fixe en français 

]. 
- Un rgthme plat sur les s llabes inac- 
centu es et montant ou escendant sur 
les syllabes accentuées en français [2]. 
- Un_ hme en escalier sur l’avant- 
derrn re syllabe en allemand [2]. 
2.2. Étude des distorsions. 
Les distorsions relevées sont de quatre 
ordresz—mémorielle -syntax1que 

—lexical —phonétique 
Dans cet article, seules les distorsions 
d’ordre phonétique seront évoquées 
2.3. Répartition des distorsions. 
Les distorsions honétiques suivent 
l’axe diagonal adéquation entre l’é- 
nonqiation du professeur et la repro- 
duction ou l’énonciation des locuteurs. 
Les locuteurs utilisent en moyenne 
pour les consonnes près de tro1s autres 
phonèmes alors que pour les voyelles . 
ils emplorent en moyenne un seul au- 
tre phonème. 
L’établissement des distorsions a per— 
mis _de dresser deux graphes de dIS- 
torsron 
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2.3.1 Le système des consonnes 

Légende 
L : Locuteurs 
P : Professeur 
S : Suppressron 

H
 

(“|
 

“WWE—““]. mfl'ngi g z 5 , 1 a , „„A. 
; ] ?  
i t  

b 
m 

l'. t' 
& 

_
_

.
.

.
 

c _ 

{
_

_
‚

d
w

u
ä
fl

 “
" 

{
H

a
w

a
ii

 
l

o
t

-
F

E
E

.
 

E : 

S ' é La résence des consonnes asp1r_ es, 
Che}; les locuteurs, est due au maintien 
du système phonologique de leur 
idiome lors de la reproduction. 
La présence de la voyelle ß? est due à 
un problème syntaxique. . . 
La présence de la voyelle [1/ au lieu de 
l' ! essentiellement en finale confirme 
lle constat que les locuteurs germano— 
phones interprètent la finale !] ! précâî 
dée d’ung vîäelle comme une finale 1- 
hton e . _ 

ILa prance de la voyelle lu/ au lieu de 
IW! est due àla difficulté de prononcer 
ce phonème conuned’allleurs en an- 
glais [5] et à sa palatisation lorsqu elle 
est su1v1e de la voyelle [1/ par le profes— 
seur. 

I: adéquation _ 
D : distorsion phonétique 
<>: distorsion lex1cal_e 
v : distorsion syntaxique 
n : distorsion mémonelle 

O O  VFB-‚__; 
su ression de certaines consonnes 

Ipâr leg’locuteurs se fait prmcrpale— _ 
ment: en initiale de groupe, en p051— 
tion implosive, en posmon subsé- 
quente: soit en initiale son en fmalegt 
en position intervocahque pour le p o- 
nème /' . _ 
L’appaJr/ition de certaines consonnes se 
fait en finale de mots pour les pho— 
nèmes 12! et ls/_p_ar réaction orthogra- 
hi ue, en posrtron subséquente pour 
es p onèmes lv/ etjsy/ derrière ls/ et H 
derrière lb], en posmon finale de syl- 
labe pour [ml lorsque celle—ci se ter- 
mine normalement par une voyelle na— 
sale. . 

nème/ l n’est as mentionné 
älälicmme cogstaté [g], il est remplacé 
par la suite In] + I] / chez les franco- 
phones. 
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2.3,2 Lesystème des voyelles. 
Légende 
L : Locuteurs 
P : Professeur 
S : Suppression 
A:Apparition 
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Le %honème li! setrouve remplacé ar 
le p onème le! sort en osition fin e 
absolue sort ar métat èse double 
pour le coup e: e—_r devenant i-e pour le 
verbe fdez1re/ qui devient ldizere/ lors- 
qu 11y a interrogation. 
Le %honème /e/ se trouve rem lacé par 
le p onème [(I en osition fin e abso- 
lue ou ar _dédoub ement de la voyelle 
/1/ se su stituant a la voyelle /e/ our le 
verbe ldez1re/ qm peut devenir dizire/ 
dans le cas de l interrogation. 
Le plhonème y se trouve remplacé par 
le en_ème /e/ en posmon finale fer- 
m e sort par la çonsonne /s/ soit par la 
consonne Ill! qm chez les locuteurs est 
devenu /1/._ 1 peut- être remplacé par 
la/ lors u’11 est suiv1 de la consonne lj/ 
par les ocuteurs germanophones 
comme dans fbutajel, lpaje/ au lieu de 
lbung/ et fpejel. 
Le phonème la! est_ remplacé par le 
phonème £! en osmqn finale fermée 
comme dans [b au heu de [plat/. 
Le phonème /¢/ se trouve remplacé 

ar le phonème la! en position finale 
ermée de syllabe. Il eut-être dissimi- 

lé en H comme dans e mot [mosq/ qui 
devrent lnlusjßfl. 
Le elhonème &! se trouve remplacé par 
le onème Ml en position finale fer- 
m e chez les locuteurs germano- 
phones comme darts lands/tm! 

ë v 908: 

_ LEO? 3.8%.. êvv 

'8“ <> 
[3 

0v: 
V 

Le phonème III! se trouve remplacé 
parle honème H par dissimilatton 
partie e comme dans lnuvadrifi' au lieu 
de Inuvudrijôï. 
Le phonème /0/ se trouve remplacé 

ar le phonème 15/ parfois en position 
male de syllabe ouverte et par le pho— 

nème [97 parfms, en osition finale ab— 
solue ou par métath se double comme 
dans Imeddla/ au lieu de /Ined¢lo/. 
Le phonème b’ se trouve parfois rem- 
placé par le phonème /o/ en position fi- 
nale ouverte de syllabe. 
Le phonème Ü se trouve parfois rem- 
placé par le phonème ‚£! ou par le ho- 
nème /a/ en posrtion ouverte abso ue. 
Le phonème [517 se trouve parfois rem- 
placé ar le phonème /a/ en position fi- 
nale a solue ou ouverte de syllabe. 
Les locuteurs germano hones font par- 
fors apparaître le phon me M! en fi- 
nale e roupe rythmi ue. Celui-ci cor— 
respon sans doute au_ schwa" que 
nous n’avons pas consrdéré car, s’il ap— 
partient au_ système phonologique des 
ocuteurs, 11 pose des difficultés au ni- 

veau de son intégration dans le sys- 
tème du français, au niveau de son sta- 
tut _h_onolog1_que, au niveau de sa 
sta 111té, au mveau de sa perception 
car même phonétiquemen il ne se dif— 
férenc1e pas de /d/ et de M 6]. 
On notera l’absence du phonème I1 
ehez le professeur car il n’a plus de va- 
eur 

. particulier dans 

3. SYNTHÈSE 
3.1. Les consonnes _ _ 
Les causes phonétiques de dlStOl’SlOIl 
sont: 
- la distribution en fonction de la syl- 
labe et la nature inverse de celle-et, 
80% de syllabes ouvertes en français et 
70% de syllabes fermées en allemand 

2 _ 

- Le besoin de surmonter l_es difficultés 
en obtenant une monotonic de rythme 
par dédoublement ou d1551m11at10n de 
certaines consonnes [1]. _ 
- Le maintien du_système phonologi- 
que d’origine qui provoque d’une part 
la présence de consonnes occlusrves 
sourdes où les locuteurs ont tendance à 
émettre une légère expiration comme 
pour lp/ et /t/ et un assourdissement 
des consonnes sonores /b/, /d/‚ et lg/ 
neutralisant l’or; osmon sourde/so- 
nore en finale [ f 
- La position des organes différente en- 
tre les consonnes du français et de l’ - 
lemand, notamment la osrtton de l’a- 
pex de la langue ou du os de la langue 
en ce qui concerne par exemple les 
consonnes alvéo—dentales. 
- La différence d’énergie articulatoire 
existe entre les consonnes du français 
et de l’allemand comme par exemple 
our les consonnes occlusrves bila— 
rales. 

- La position implosive de çertaines 
consonnes suivies d’occlusrves qui ro- 
voquent leur disparition comme g é— 
ralement constaté pour les idiomes ro- 
mans [8]. 
3.2. Les voyelles 
Les causes phonétiques de distorsion 
sont: 
— La distribution en fonction de la syl- 

' labe d’où la neutralisation de certaines 
oppositions et le remplacement des 
voyelles ouvertes par des voyelles plus 
fermées. 
- Le besoin de surmonter les difficultés 
en obtenant une monotonie de rythme 

ar dédoublement en métathèse dou— 
le notamment pour le con le 1—e et en 

c cadre de a phrase 
mterrogative. 
- Le maintien du système phonologi- 
ue d’origine qui provoque surtout la 
ermeture en posmon maccentuée des 

voyelles ouvertes car en allemand le 
timbre des voyelles dépend de leur lon- 
gueur. 
- L‘ahsence de certains phonèmes dans 
le système d‘origine notamment les 
voyelles nasales qui se trouvent de ce 

fait soit dénasalisées en fi pour H et 
la/ our fâ‘l etsu1v1e des consonnes ln/ 
ou ml soit renforcées par une 
consonne nasale. 

4. CONCLUSION 
Pour améliorer l’apprentissage du fran- 
çais, il peut-être bon de: 
- Dès la remière leçon faire pendant 
environ 0 minutes un exercice mtona— 
tif pour introduire les phrases interro— 
gatlves simples avec "est-çe— ue"_et les 
réponses sort posrtives sort n gatrves. 
Cet exercice ourra-être effectué à 
chaque intro notion de phrase plus 
complexe. On _évrtera au départ l’into— 
nation expresswe. 
- Au cours des dix premieres leçons, 
on fera avec les mots appris des exer- 
cices de distributions notamment our 
les consonnes finales sonores et_à ’ini— 
tial pour le phonème ls/ afm qu’il ne 
soit pas reproduit en [z]. 

' - Lors de l’introduction de verbes 
comme "aller”, on pourra faire des 
exercices d’articulation ui concernent 
les voyelles nasales en c ectuant une 
ame d’o positions du type : "vont", 
ent", "vin et des exercrces pour bien 

opposer les phonèmes /w/ et M. 
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GERNALIZATION OF NEW SPEECH CONTRASTS 
TRAINED USING THE FADING TECHNIQUE 

Donald G. Jamiœon and April E. Moore 

University of Western Ontario, London, Ontario, Canada 

ABSTRACT 
Subsequent to training with synthetic 
speech using a fading technique, we 
found substantial improvements in the 
ability of unilingual francophone adults 
to identify voiced and voiceless English 
”th" sounds, presented in a vowel- 
consonant-vowel (VCV) format. 
Improvements were seen for the tokens 
used in training, for natural utterances 
by two speakers, and when listening in 
noise as well as in quiet. Smaller 
improvements occurred for target sounds 
in other word positions (ie., VC or CV 
context) or in other vowel environments. 

1. INTRODUCTION 
While adults may develop a sophis- 

ticated command of a new language, 
difficulties often persist with the per— 
ception and pronunciation of phonemes 
which are foreign to the person's first 
language. A common example of this 
phenomenon is seen in Canadian Franco- 
phone adults, who have difficulty distin- 
guishing and pronouncing the English 
voiced (V *) and voiceless (V“) fricatives 
10! and /67 , often substituting them with 
It! and Idl, which are present in the 
phonemic repertoire of French. 

The present study sought to examine 
some of the limits of a method by which 
adults can be trained to perceive non- 
native contrasts [l][5]. Subjects’ abilities 
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to identify and discriminate the synthetic 
voiced and voiceless English ”th" sounds 
improved significantly after only 90 
minutes of training, and generalized 
from the synthetic stimuli used in 
training to natural speech counterparts 
of 107 and [0/ in CV syllables recorded 
by male and female talkers. Training 
effects transferred across different 
voices, but did _ not generalize to the 
same contrasts presented in different 
positions within the word, nor to the hil- 
ld/ contrast. 

The present work explored the 
potential to increase generalization 
through a minor procedural modifi- 
cation: training with a VCV continuum, 
rather than a CV continuum, to provide 
acoustic cues associated with the formant 
transitions for both the preceding vowel 
and the following vowel. It was hypoth- 
esized that training would transfer to 
trained and non-trained word position 
and possibly endure when vowel context 
was altered. 

2. METHOD 
Our training paradigm employs the 

perceptual fading technique introduced 
by Terrace [6]. The goal is to train a 
perceptual contrast with a minimum 
amount of difficulty and few errors, by 
beginning training with an exaggerated 
exemplar of the feature being trained - 
in this case, V+ or V‘ frication -- and 

providing immediate feedback. The 
distinction being trained is perceptually 
salient initially, but becomes 
progressively more subtle as training 
progresses. 
2.1 Stimuli 

2.1.1 Training Stimuli. Training 
used 8 VCV speech segments, synth- 
esized at 20 kHz using an implemen- 
tation of Klatt’s [4] cascade/parallel 
speech synthesizer for IBM AT com- 
puters [3]. 

The 8 stimuli formed a VCV con- 
tinuum with the consonant varying from 
the voiced interdental fricative {67 to the 
voiceless interdental fricative /6/ . The 
neutral vowel, IA! , was used in both the 
initial and final positions in all training 
stimuli. The parameter values used to 
generate these sounds were based on 
those used in [1]. 

Vowel duration was fixed at 135 ms 
and 210 ms for initial and final 
positions, respectively; the duration of 
frication varied from 360 ms in stimuli 
l and 8, and to 90 ms in stimuli 4 and 
5, respectively, decreasing by 90 ms for 
each consecutive stimulus. 

2.1.2 Test Stimuli. Three sets of test 
stimuli were used in pretesting and post- 
testing. The synthetic VCV syllables 
were the same stimuli used in training. 
The natural speech nonsense syllables 
included 8 VCVs, 8 VCs, and 8 CVs. 
Within each subset, each of the English 
sounds It}, Ici/, IO], and lô7 appeared 
once with the vowel IM, (as in training), 
and once with the vowel li/ (where 
formant transitions were dissimilar). All 
tokens were spoken by 2 native speakers 
of Canadian English, 1 male and 1 
female, and recorded, edited, and stored 
on disk using the CSRE software [3]. 

The 12 minimal-pair word stimuli 
contrasted [67 with Ill]; [61 with Idl; IG] 
with ltl; and It/ with ld/ -- each, in 
—initial,—media1 and word-final position. 

The word pairs used were: either-ether; 
riding-writhing; pity-pithy; wading- 
waiting; loathe-loath; fraught-froth; 
bade—bathe; bud-but; this’ll—thistle; 
tinker-thinker; den-then; and doe—toe. 
2.2 Subjects 

Twenty-one unilingual Francophone 
college and university students (8 males 
and 13 females), participating in an 
English-language summer immersion 
program at the University of Western 
Ontario, were paid to serve as subjects. 
All placed in the lowest third of their 
class on an English language placement 
test and an oral language interview, and 
all passed a hearing screening at 20 dB 
HTL. 

Pretest scores were used to construct 
one control and one experimental group, 
approximately matched in both pre— 
training perception skills, and gender. 
2.3 Procedure 

Pretesting was conducted one week, 
with training during the second week, 
and posttesting during the third week. 
Instructions were given in French, and 
only when it was clear that the task was 
understood did testing proceed. 

2.3.1 Pretesting. Subjects were 
tested individually in a sound-attenuatin g 
booth, being seated at a small table 
facing a monitor on which were dis- 
played response alternatives. Subject’s 
listened to a signal over headphones, 
then identify the consonant portion as 
being either /d/, It!, I9], or I61. On each 
trial, 4 words appeared on the monitor: 
m E ,  E N G !  QOG, ZIME " ea-Ch 

containing one of the target sounds. 
2.3.2 Training. Subjects were 

trained individually using the config- 
uration described for pretesting. The 
task was to listen to a signal (one of the 
8 synthetic sounds), then identify the 
consonant as being either la! or fü? by 
selecting the word containing the target 
GEE, or ÆING). Immediately follow- 
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ing each response, the correct choice 
was illuminated to provide feedback. 
The initial stages of training were very 
easy, with stimuli selected from the 
opposite ends of the continuum. Progress 
from one stage to the next required 90% 
correct performance, on three consec- 
utive blocks of trials. As training 
progressed, more medial stimuli from 
the continuum were used, so that the 
task became more difficult. During the 
final two blocks of training sounds, were 
presented sounds in a background of 
speech babble, to simulate many real life 
listening situations. Subjects were tested 
for one hour periods with breaks be- 
tween blocks. Only two subjects failed 
to complete training within the alloted 4 
hours. 

2.3.3 Posttesting. Posttesting stimuli 
and procedures were identical to those 
used in protesting. 
3. RESULTS 
3.1 Synthetic Tokens 

_ Data were first reduced to the prepor- 
tron of each identification response made 
by each listener for each stimulus under 
each test condition. There was a clear 
bias on the part of all subjects to choose 
voiced responses (t= -2.353, df= 19, 
p= .014) for pre-test, (t= -2.958, df= 
19, p= .004) scores) for posttest. To 
allow performance to be measured inde- 
pendently of such biases, identification 
responses were converted to A’ scores, 
using each subject’s hit rate with a given 
stimulus type (e.g., 'IHING" responses 
when !6/ stimuli were presented), in 
combination with that subject’s overall 
error rate on all stimuli of the opposite 
type (e.g. ”IO/" responses to presen- 
tations of voiced stimuli) as the False 
Alarm rate. Pairing was effective in 
terms of equating the two groups at 
pretest (t= -.843, df= 38, p= .404). 

A’ pretest scores were subtracted 

from posttest scores to arrive at an A’ 
difference score indicating the change 
from pretest to posttest. The A’ differ- 
ence provided the basis for further anal- 
ysis. Pom scores were significantly 
higher than the pretest scores for the 
trained group, (t= 3.814, df= 9, p= 
.002, one-tailed) and for the control 
group (t= 2.396, df= 9, p= .020, one- 
tarled), but the trained group improved 
more than the control group from pretest 
to posttest (t= 1.935, df= 9, p= .042, 
one-tailed). 
3.2 Natural Norsense Syllables 
. Nonsense syllables varied in their 

similarity to the synthetic training stimuli 
by syllable structure (VC, CV, or 
VCV), vowel environment (IM vs. lil), 
consonant (lû’, 6, t, dl), and talker (male 
vs. female). The pretest scores of the 2 
groups did not differ (t= .417, df= 18, 
p= .681). 

Analyses on subsets of the nonsense 
syllables demonstrated substantially dif- 
ferent degrees of generalization for 
different types of stimuli. Training trans- 
ferred directly to the natural 1m and 
[AGA] tokens, with an overall improve- 
ment in performance for both talkers, 
under both noisy and quiet conditions 
(t°—T 2.68, df= 9, p= .013 for the 
trained group and t= 2.06, df= 9, p= 
.034 for the control group). A greater 
improvement occurred for the trained 
group (F (1,9)= 4.83, p= .055). 

Less transfer occurred when syllable 
structure changed (ie., with 10A, 6A, 
A0, and A81) and in other vowel con- 
texts (ie., with Iiô‘ll and Iiûil). Scores 
for the IMA] and IAdAI tokens failed to 
show an effect of training (F (1,9)= 
2.11, p= .1805), reflecting the good 
pretest performance which produced a 
ceiling effect, reducing the possibility for 
a training effect. 
3.3 Natural Word Pairs 

The 48 natural words varied in terms 
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of syllable structure (V C, CV, or VCV), 
vowel environment, consonant (I6', 6, t, 

dl), and talker (male vs. female). For 
example, for the ”either, ether" word 
pair (same syllable position, but in a 
different vowel context from that used in 
training). training generalized and 
trained subjects showed somewhat better 
performance than did control groups (F 
(1,9)= 2.26, p= .0928). However, with 
the word pair "loath, loathe" (different 
word-position and vowel environment), 
training did not generalize, and trained 
subjects did not differ from control 
subjects (F(1,9)= .33, p= .570). 

4. DISCUSSION 
The present findings display an 

orderly pattern of results. A’ difference 
scores improved most for the identifica- 
tion tasks involving the syllables IMA! 
and NWA! , which are identical both in 
structure and in phonemic content to the 
synthetic training stimuli, next for 
nonsense syllables and words in which 
the syllable structure and consonant were 
held constant while the vowel environ- 
ment differed from the training stimuli, 
and least for conditions involving altered 
syllable structures (CV and VC) and 
non-trained homorganic phonemes (I tl 
and Idl). Consistent with previous 
research [2], speaker sex did not affect 
listeners’ ability to perceive the non- 
native phoneme contrasts on which they 
were being trained. 
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PERCEPTION AND PRODUCTION OF ITA 
BY AUSTRIAN LEARNERE‘EJAN PLOSNES 

H. Grassegger 

__ Abtellun für Phonetlk 
Institut fur Sprachw ssenschaft, Graz, Austria 

ABSTRACT dentals (/d/: 25 msec - t - 
äïo experiments on the 45 msec) ,  and 55 msec/£41.: 

fferentiation of bilabial velars ( /g / :  30 msec - /k/— 
plosives were carried out 85 m s e c ) .  . 
:otfesi: 1:the hypothesis that 

r on a ory difficulties 0 . 2 .  It is the differenti- 
have a perceptual correlate ation of (voiced) lenis and 
which may function as a (unas irated ' 
(fiîagzëîstic tool. An identi— plosiges wh)ich is ÊËÊËÏÎ 
thcai on test _on a syn- fically problematic for 
ties zed 10—stimulus con- Austrian (as well as for 

zlmum with different VOT- German) learners of Italian. 
:24ues ranging from -—80 to Measurements of Italian 

msec showed listener voiced plosives (here again: 
specific subcategorisations. in initial prevocalic 
These subcategorisations are position) revealed a 
reflected in the individual considerable voicing lead 
voicing and aspiration ara- aro d 8 
meters of the subjâcts' 1.491)“.1 o msec (see [1 ] ,  p .  
rîalîsations of bilabial 
p os ves in initial pre-— 1. HYPO'rHESIS 
vocalic position. 1.1. It is now hypothesized 

that the traditional diffi- 
O.  INTRODUCTION culties which Austrian 
oèlà PâÏVlous studies on the speakers show in adequately 
p o uc on of plosives by pronouncing Italian voiced 
speakers haVing an Austrian and voiceless plosives of 
gaëîety of German as their the same place of articu- 

a v2e09 lfngzuage (see [1], lation are not only to be 
ggllowin f 3 4 )  .yielded the explained by differences in 
losiv g Êcts. a )  terms the sound pattern of source 

ïtial es ( /  .d‚g/) in. in- and target language but that 
were prevgcalic postion these difficulties have a 
voicin pro uËed without perceptual correlate. That 
diff g. . _ ) Articulatory is to say that an individual 

erentiation of initial learner's perceptual habits 
gïgzîâââiîeslueîlêsd aind âortis would presumably reveal his 

e n . . . voicing lags for slgääîr effiCiency in articulation. 

onger voicing lags for 1 .2 .  In t h ' s  " 
for tes.  Average differences tion and pî'oduscttuidoïï %Êrcîäe 
ïäïläîed 11:0. 10 msec for contrast between (initial 
30 ms ( /  / .  20 msec - /p/:  prevocalic) /p/ and /b/ bY 

sec) ,  20 msec for Austrian subjects learning 
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TABLE 1: Perception (test 
St imulus n r .  1 2 3 ' 4  
VOT ( u s e c ) -  . —80 —84 -48 —32 

G E R H A 

L i s t e n e r  l 48 49 47 46 

L i s tene r  2 50 50 40 *31 

L i s t ene r  3 47 49 47 - 4 1  

L is tener  4 49 4 4  48 45 

L is tener  5 48 47 45 43 

L is tener  B 49 46 46 4 4  

L i s t ene r  7 49 50 49 32 

L i s tener  8 48 47 42 4 1  

L is tener  9 50 50 48 *2? 

Listener 10 47 44 44 43 

I T A L I A N 

L i s t e n e r  l 50 50 38 #19 

L i s t e n e r  2 49 50 84 / 18 

L i s t e n e r  3 50 50 35 *22 

L i s t e n e r  4 49 49 32 #20 

L i s t e n e r  5 50 49 ' 37 I 17 

Italian is examined. The 
acoustic dimension that has 
been decided to be. most 
useful for this purpose is 
voice onset time (VOT). 

2 .  PERCEPTION TEST 
2 . 1 . Test Structure . A 
series of 10 /Ca/ stimuli 
with VOT values ranging from 
—80 to +64 msec in 16 msec 
increments (Fo 125 Hz) were 
synthesized using the syn- 
thesis system Flexivox ( fo r  
details on the system see 
[ 2 ] ) .  Spectrum and inten- 
sity of the release burst 
(320 msec prior to the end 
of the vowel) represented an 
average of values used in 
the common text-to-speech 
synthesis of bilabial (/b-/  
and /p-/) stops. Each syn-— 
thesized stimulus was re- 
corded on a Revox tape re- 
corder (B 77MK II) 5 times 
in randomized order with a 

( f i x e d  interstimulus interval 
of 2 seconds. The resulting 
block of 50 stimuli was then 
copied 10 times with a 10— 
second pause after each 
block (thus yielding 50 
tokens of each stimulus) and 
administered to ten Austrian 
learners of Italian, whose 
experience of Italian ranged 
from one to four years 
(German test group) and to 

5 8 7 8 9 10 
' - 1 6  _ 0  +16 +32 +48 +64 

TAB S T 8 R O U P 

42 3 9 .  *30 *19 7 4 
#24 18 15 2 0 0 

40 38 32 / 18 18 2 
39 40 37 l 18 5 0 
38 34 $31 #30 10 0 
4 1  38 328 18 3 2 

#20 18 10 2 0 0 
42 40 #30 18 O O 

#24 14 13 O 1 0 
38 34 33 l 11 2 '0 

' c O N T R O L 6 R 0 U P 

12 5 3 O 0 O 
8 2 4 1 0 O 

10 4 2 0 1 O 
15 7 3 O 0 0 
11 3 4 0 O O 

five native listeners from 
Northern Italy (Italian 
control group). The stimuli 
were presented binaurally 
over headphones (PIONEER SE- 
305)  at about 70 dB SPL(A). 
A practice block consisting 
of two repetitions of the 10 
stimuli in ascending order 
of VOT was presented before 
the experiment for familiar- 
ization with the synthetic 
voice. The subjects were 
told that each stimulus 
represented the beginning of 
either Italian 'palla' 
("ball") or 'bal la '("bale").  
They had to indicate their 
judgement by circling 'pal- 
la' or 'balla' on an answer 
sheet. Moreover, they. were 
asked. to guess in case of 
uncertainty. 

2 . 2 .  Test Results. The re- 
sults for both groups of 
listeners are given in 
table 1 as the number of 
/b/-identifications for each 
stimulus. Values not sign-i- 
ficant according to a chi- 
square test (19 s x s 31, 
n = 5 0 ,  p = 0 . 0 5 )  are marked 
by an asterisk. In case - o f  
lacking asterisked values a 
slash separates significant 
/b/—judgements ( le f t  of the 
slash) from significant /p/- 
judgements (right of the 
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slash). In all other cases 
numbers preceding asterisked 
values represent significant 
/b/—identifications, those 
following significant /p/— 
identifications. Diagrams of 
the individual , results 
rendered the basis for 
interpolation of VOT-values 
that represent the 50% 
crossover of judgement. 
With all Italian listeners 

‘and with three of the German 
listeners these crossover 
VOT-values above which more 
than ‚50% of the tokens of 
one stimulus were judged to 
be voiced lie within the 
voicing lead, for the 
remaining German subjects it 
reaches far into the voicing 
lag ( c f .  table 2 ) .  

‘TABLE 2 :  Interpolated cross 
over VOT-values 

German test group 

1.1 L 2 '  L : 3  1 . 4  L 5 
+22 -22  +22 +21 +36 

L 6 L 7 L 8 L 9 L10 
+25 -23 +23 -19 +24 

Italian control group 

L 1 L 2 L 3 L 4 L 5 
-37 -40 —36 —39 —38 

It was for this reason that 
the German test group was 
finally divided in two 
subgroups according to their 
cross over points: subgroup 
1 (comprising listeners 1, 
3-6,  8 ,  10) with crossover 
in the voicing lag, subgroup 
2 (listeners 2 , 7 , 9 )  with 
cross over in the voicing 
lead. In figure 1 the mean 
values of /b/-judgments for 
the two German subgroups and 
the Italian control group 
are plotted for comparison. 

The subcategorisation of the 
10—stimulus continuum is 
seen to be shifted to the 
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right by German listeners 
compared to the Italian 
group, more strongly so for 
subgroup 1 than for subgroup 
2 .  As a result, stimuli with 
no voicing lead or even with 
a voicing lag up to about 24 
msec are perceived as 
acceptable realisations of 
the beginning of Italian 
'balla' by subgroup l .  
Subgroup 2 more rigorously 
rejects stimuli without any 
voicing lead as 'ba '  but 
does not reach the cross 
over" values of the Italian 
listeners. 

3 .  PRODUCTION TEST 
For the production test the 
same ten subject of the 
German test group read a 
list of ten Italian 'words 
beginning with voiced and 
voiceless bilabial stops 
which included the two words 
‘balla' and 'palla' and 
repeated it five times. The 
subjects' speech was 
recorded on a tape recorder 
(Revox B 77MK I I ) .  The five 
realisations of 'balla' and 
'palla' respectively' were 
then analyzed by means of a 
digital oscilloscope 
(Nicolet 3091), which 
allowed easy measurement of 
VOT-values in steps of 
0 . 2  msec. Measurement 
reliability was assessed by 
remeasuring ten randomly 
selected realisations. The 
mean difference between the 

_ t w o  measurements of  each 
stop was 1.2 msec with a 
range of 0 . 8  msec. 

The results of the 
production test are given in 
table 3 as mean values of 
the five /b/- and /p/- 
realisations. 

Only those speakers who are 
members of the German 
subgroup 2 according to the 
perception test show 
considerable voicing leads 
in their /b/-realisations. 

TABLE 3 :  Production test 
VOT-values in msec 

lb/ lp/ 
Sp avg sd avg sd 
1 +20.6 2 . 4  +30.8 2 . 4  
2 -27 .8  3 . 2  +27.8  1.9 
3 +21.4 2 .1  +27.2  1.5 
4 +19.6 3 . 8  +24.2  1.6 
5 +26.6 3 . 2  +38.8  1.6 
6 +18.8 2 . 4  +32 .8  1 .9  
7 -37 .6  3 . 9  +26.4  1.4 
8 +23.4 2 . 0  +30 .8  2 . 4  
9 -32 .4  2 . 4  +19.8 1.9 
10 +22.4 2 . 9  +37.6 2 . 7  

4. CONCLUSION 
The results of the per- 
ception and production test 
on the one hand show the 
expected difference in cate— 
gorisation ability between 
native speakers and learners 
of the language and, more— 
over, clear differences 
among the learners them- _ 
selves. On the other hand 
they' demonstrate most con- 
vincingly that well-estab- 
lished perceptual cate- 

gories are more likely to be 
accompanied by more ac— 
ceptable production. 

Thus, our hypothesis on the 
interrelationship between 
perceptual and. articulatory 
abilities seems to be 
proved. The link between 
perceptual categories and 
articulatory differentiation 
is an encouraging ind- 
ication that suitable per- 
ception tests provide a 
powerful diagnostic tool in 
pronunciation teaching. 
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STUDIES OF METHODS FOR 
THE MEASUREMENT OF SPEECH COMPREHENSION 

Robert McAllister and Mats Dufberg 

Dept. of Linguistics, Stockholm University, Sweden 

ABSTRACT 
This paper is a report on ongoing re- 
search on the explicit measurement of 
speech comprehension. Our point of de- 
parture was a need for reliable speech 
comprehension tests with a higher de- 
gree of validity than existing meaure- 
ment instruments. After several 
experimental studies which will be sum- 
marized here, we have developed a 
global comprehension test called the 
Question and Response (QAR) test. 
Using hard of hearing, second language 
learners as listeners/subjects we are at 
present attempting to asses the utility of 
this test as an instrument for the meas- 
urement of comprehension ability. 

1. INTRODUCTION AND 
BACKGROUND 
This paper is about the measurement of 
the ability to understand spoken lan- 
guage. This faculty has, in earlier re- 
search, been refercd to by means of 
several different terms. We have chosen 
the term “speech comprehension” and 
wish to take a global approach to the 
definition of this ability. Figure 1 [5] is a 
graphic representation of some impor- 
tant aspects of one current view of 
speech comprehension upon which the 
work reported here is based. It is a very 
general model of the relationship be- 
tween two major sources of information 
used by the listener to interpret a spoken 
utterance. One of these is the informa- 
tion contained in the speech signal rep- 
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resented in figure 1 as signal dependent 
information and often refered to in the 
past as “acoustic cues”. The other source 
of information represented in the figure 
as signal independent information refers 
to the knowledge of the language 
spoken, knowledge of the world, the 
current communication situation, etc.. 
This information creates expectations on 
the part of the listener as to what mean- 
ings are to be communicated and thus 
greatly facilitates understanding of the 
message. It should be noted that while 
we are aware of the important roll 
played by visual information in the in- 
terpretation of spoken utterances [7], 
only the acoustic/auditory component 
has been considered in this work. 

R l C h  \ 

*z' \ Full 
w \ compre- 
1:23 z \ hension 

a? \ as 
2 m \ 
H o  \ \  

&l‘z“ \ 
25"  Reduced ‘ \  
E’. compro— \ 
œ hension \ 

Poor ‘ 
Poor Rich 

SIGNAL DEPENDENT 
INFORHQTION 

Figure 1. Model of the relationship between 
two major sources ot information used by the 
listener to interpret a spoken utterance, upon 
which the work reported here is based. 

Our point of departure was the discovery 
of the need for methods that could be 
used for the estimation of an in- 
dividual’s ability to understand language 
spoken in everyday situations. These 
methods would have several applica- 
tions both clinical and pedagogical and 
could also be a useful research tool. 
There are a number of these tests used in 
various clinical settings including audi- 
ology and logopedics and phoniatrics as 
well as in the field of foreign and second 
language teaching where there is a need 
for methods for the measurement of 
learners comprehension ability and 
assessment of the quality of their pro- 
nunciation in terms of its comprehensi- 
bility. The problem with these existing 
methods, which is central to the work 
summarized here, concerns test validity. 

The purpose of this work is to develop 
methods for the explicit measurement of 
speech comprehension with special con- 
sideration of content, construct, and con- 
current validity [1]. At present, we are 
working on the development of a global 
comprehension test which in its present 
form is called the Question and Re- 
sponse (QAR) test. The rationale and 
methods used in the development of this 
test are summarized below. For a more 
detailed account of the experiments 
leading to the present design of the QAR 
test see McAllister and Dufberg, [7] and 
Dufberg [2]. - 

2. METHODS 
An inventory of comprehension testing 
methods currently in use motivated an 
emphasis at the outset on construct and 
content validity in our early research in 
the development of the QAR test. The 
model presented in fig. 1 is the theoreti- 
cal basis for the structure of the QAR 
test. This model, however, is very 
general and vague in terms of specific 
perceptual mechanisms. It was therefore 
necessary to consider recent research in ' 
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comprehension testing in light of lin- 
guistic- phonetic theory. It was decided 
to begin with a method designed by 
Walker and Byme [9] which could be 
said to be a version of a general test par- 
adigm to assess speech reception thre- 
shold (SRT). Running speech was 
presented in noise and the test result was 
the signal to noise ratio at which the 
subject/listener “just barely understood 
the meaning of the text". 

With the above experimental configua- 
tion (fig 2) we tested several important 
features of the original SRT paradigm. 

2.1 Noise type 
Several types of noise sources were used 
in these experiments. Our pilot studies 
narrowed these various maskers down to 
two main candidtates for the QAR test. 
One was a colored, low frequency 
modulated noise whose long time aver- 
age spectrum was approximately the 
same as a-male voice. The other was a 
“cocktail party noise” achieved by over- 
dubbing one male and one female voice 
many times to create the effect of a 
roomful of peeple engaged in lively 
conversation. The results of these ex- 
periments showed that the “babbel”, as 
we called the cocktail party noise, was 

GENERPIL - 
EXPER I MENTQL CONF I GURQT ION 

Mixer q: ttenuutor dB-lneter 

it Æ 
Speech 

material "0139 

Figure 2. 
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the most effective maslter and therefore 
we chose this noise for the QAR test. 

2.2 Speech materlal 
Prom a point of view of validity, we 
Judged the original method and therefore 
the speech material in the SRT test to be 
inappropriate. Instead of a subjective Judgement as to the noise level at which 
the connected speech was “just barely 
understood” we chose to ask simple questions whose answers would be clear to anyone who knew the language and had understood the question. It was as- 
sumed that this would be a more valid method for determining whether or not the listener/subject had understood the running speech. A further deveIOpment of this idea resulted in the material for 
the QAR test. This material consisted of a series of short texts averaging 31 
words (5 sentences) per text and con- 
structed systematically according to text lmgmstic principles of script theory [8]. 

2.4 Subjects 
Three subject groups were used in the experiments which led to the QAR test. These were: Foreigners who used Swedish, the language of the tests, as a second language, hearing impaired per- sons, and normal native speakers of Swedish as controls. 

2.5 The QAR test and test 
comparlsons 
The methods summarized above were used in the development of the QAR test. This test, then, used “cocktail party” noise mixed with short texts. Subjects were asked to answer ques- tions, also presented in noise, about the text and the SIN ratio was adaptively ad- Justedaccording to the subjects perform- ance in the answering task. The test result rs a SIN ration which represents a threshold of 50 per cent speech 
hension. comple- 

2.5.1 Tests for compet-Im 
Atthetimeofthewritingthispapfldbe QAR test is being given to new subject groups together with the following tests for comparison purposes. 

Behesy pure tone threshold audiometry. 
This is a standard hearing test used in 
clinics in Sweden and elsewhere. 

Hearing Threshold for Speech. Also a 
standard audiometric test in swedish 
clinics. Part of the test repertoire called 
“Speech Audiometry”, this test is sup- 
posed to indicate speech comprehension 
ability. 

The Hagerman Test. Also part of the 
“Speech Audiometry”, test repertoire 
supposed to indicate speech comprehen- 
sion ability [4]. 

Sentence Completion Test and Word 
Completion Test. Two paper and pencil 
tests in which subjects, within limited 
time frames, had to use syntactic and 
lexli‘csal information to complete various 
tas . 

Modified Hearing Measurement Scale. 
A self assessment test based on the 
Swedish version of the Hearing Meas- 
urement Scale [3] in which subjects esti- 
mate their comprehension of speech in a 
:umber of hypothetical everyday situa- 

ons. 

3. RESULTS 
The results presented here are based on 
only 5 normal and 3 immigrant subjects. 
AtthetimeoftheICPhS wewillhave 
more data to present from these subject 
groupsaswellasfrornahearingim- 
paired subject group. 

The results from the various tests that were run in these experiments were of 
drt‘ferttypesandcouldnotbedirectly 
compared by means of punmetric statis- 
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tics. The subjects were rank ordered for 
each of the seven tests mentioned above 
i.e. resulting in seven rank orders. A 
Spearman rank order correlation was 
performed between the QAR test and all 
the other tests given to the subjects. The 
only test with which the QAR seemed to 
be correlated was the self assessment 
test here called the modified Hearing " 
Measurement Scale. This correlation 
could only be said to be modest with 
rs=.52. All the other test showed a very 
low positive or negative correlation. 

4. DISCUSSION 
It was not entirely unexpected that the 
QAR test would not show a high corre— 
lation to the other tests used in these ex— 
periments. It has been our contention, on 
the basis of validity arguments, that it 
could be quite possible that these tests 
do not, in fact, test speech comprehen— 
sion as we have defined it here. We 
would suspect that important com- 
ponents in speech comprehension are 
tested by them, but that the global 
aspects of this ability may nor be cap- 
tured. The moderate correlation of the 
QAR test with the self assessment test 
could be seen as encouraging if it holds. 
We would, at present, be very cautious 
in lending a great deal of credibility to 
these preliminary results. At the time of 
the ICPhS we will be able to present 
similar data based on larger groups of 
subjects and hopefully be able to make 
more definitive statements about the 
utility of the QAR test. 
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A NEW DICTIONARY OF ENGLISH PRONUNCIATION 

John C. Wells 

Department of Phonetics and Linguistics, University College London 

ABSTRACT. The author's newly 
compiled Lemmas M i s s a  Dictionary [5 ]  is not restricted to 
British RP but also covers Ameri— 
can English. Like m [2], it 
gives extensive coverage to in— 
flected and derived forms; unlike 
m ,  it has entries for affixes and 
compounds, and offers 
spelling-to—sound guidelines. 
Entries incorporate new treat- 
ments of epenthesis, syllabic consonants, and "compression" (varisyllabicity). 

For nearly a hundred words where competing pronunciations are known to be in use, m 
reports the findings of an opinion poll of speaker preferences - the largest such poll ever conducted. 

1. INTRODUCTION 
The Longman Pronunciation pic; tionarz (lip) [5 ]  was published last year as the culmination of four years’ work. 

_ There are three principal things, missing from ordinary dictionaries, that a pronouncing dictionary can offer : information on _ variants, on inflected and derived forms, and on proper names. All these are in LQ, along with guidance on English spell- mg—to-sound rules, on the pro- nunciation of combining forms and affixes (and the effect they have on word stress) and on English phonetics in general. 
. There was of course already in ex1stence an excellent pro- nouncing dictionary for English: the classic m [2] compiled by 

Daniel Jones over seventy years 
ago and more recently revised, 
first by Gimson and now by 
Ramsaran. The aim of @ was to 
improve upon it. 
1.1 Variant pronunciations 
Many English words are pro- 
nounced in more than one way. As 
well as the recommended or most 
usual pronunciation of a word 
(not necessarily the same thing!), 
LE records also the variant 
pronunciations in common use: not 
only those considered to fall 
within RP, but also a limited 
range of variants from non-RP 
British English (regional forms 
restricted to particular parts of 
the British Isles). Thus as well as 
again with both /e/ and lex/, LED 
also shows Æ with northern ln/ 
alongside the usual In], and split: 
with the southern /au/ alongside 
/I:J/. Also, more importantly, it 
gives the General American forms, 
so catering for those EFL learn- 
ers who taken AmE as their 
model. The entry for m reads 
ta 'mo : t  on I to ' m e i t  ou 
-—where ll introduces an American 
pronunciation, here with the 
characteristic American voiced t .  
Judged so salient an allophone as 
to demand explicit notation. There 
are also occasional references to Scottish (though), West Indian 
( M m ) ,  Irish (name of the 
letter ll) and other varieties from 
outside England. 

Extensive listing of variants 
creates the danger of making the dictionary difficult for the ordi-' 
nary EFL student. who just wants 
advice on the - pronunciation he 
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should use. QQ helps this kind 
of user by putting the recom- 
mended form in colour (blue), and 
the other possibilities in less 
conspicuous black. If the recom- 
mended British and American 
forms are different from one 
another, then both are printed in 
colour. 
1.2 Inflected and derived forms 
These are not always readily 
inferred by a dictionary user, 
even if they are regularly formed. 
l-le may know that breathe is 
brizö, yet hesitate about breathed 
and m m .  It is useful to be 
able to check them explicitly. 
1.3 Proper names 
Ordinary dictionaries contain few 
proper names. Yet the spelling is 
a notoriously unreliable guide to 
their pronunciation. So @ offers 
good coverage of names of 
s people (forenames - m g ,  
m Balm, and surnames - 
gingen, Mar joribanks, McElhone, 
Wheway; literary characters - 
Qradgrind, Lear, Peter La; gods, 
heroes, and figures of myth and 
legend - Thor, Hephaestus, Robin 
Em}; . 
. places (not only in Britain, as 
Gloucester and Chiswick, and the 
less well-known Lympng, Stivi- 
QM; and mm; but also in 
Ireland (Laois, Drogheda), North 
America (Pou hkee sie, Spokane), 
South Africa (Uitenhage) and 
Australia (Whyalla), as well as 
many hundreds in non-English- 
speaking countries); and 
O commercial firms and products, 
such as the Weetabix we eat for 
breakfast or Exxon whose petrol 
we buy; and on from Aspro tab- 
lets, Armalite rifles, and Araldite 
glue, through Gauloises, Givenchx 
and Gucci, Pe si-Cola, Pernod and 
hem to … dog food and 
I m  underwear. 
. POP music -- not only the 
m .  Lennon and McCartney 
(all missing from m0 but also 
M M ,  Sade, and Yazg. 

_ Proper names, too, have 
Inflected forms. A Porsche car, 
d“Wllsbic in German, is monosyl— 

labic in English, but has a disyl- 
labic plural. A Mercedes, on the 
other hand, often has a plural 
identical with the singular, like 
serie . 

All told, m contains about 
75 000 headwords, of which about 
15 000, one-fifth, are proper 
names. _ 
1.4 Foreign languages 
Where a word or name is from a 
foreign language, QQ usually 
records the pronunciation in the 
relevant language, too, as well as 
the anglicization. In this way it 
includes over a thousand items 
with their French pronunciation 
in IPA (an gm, hors d’oeuvres, 
Sartre); likewise >400 German 
entries (Berlin, Fräulein, Munich- 
München), 0300 each Italian and 
Spanish, >240 Welsh, >130 Russian 
(Chernobyl, glasgost, Gorbachev), 
>70 Hindi, >60 Japanese (Kyoto, 
sumg), >50 Dutch, >40 Arabic, and 
in fact items from a total of 51 
languages other than English. 
1.5 Speech technology applications 
L_P_D was compiled in machine- 
readable form and can thus in 
principle be made available as an 
electronic database. In speech 
recognition a pronouncing dic- 
tionary look-up can be used in 
order to match an incoming signal 
against possible lexical strings; in 
speech synthesis its usefulness is 
obvious, given the uncertainty of 
English spelling-to—sound rules. 
No comparable machine—readable 
database exists. (Enquiries should 
be addressed to the publishers, 
Longman.) 

2. NOTATION 
The transcription system is essen— 
tially the "EPD—14" IPA notation 
employed in the current, four- 
teenth, edition of Eli) and by 
many other writers, particularly 
in the EFL sphere. This differs 
from older notations in that the 
distinction between paired long 
and short vowels is symbolized 
both by separate letters and by 
presence/absence of length marks: 
Le_an lizp, lip hp;  food fu:d, good 
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sud; meat (BrE) kozt.  <a: (BrE) 
knt. Nevertheless, both theoretical 
and practical considerations have 
forced certain minor modifications 
to BPD-14, as follows. 
2.1 Neutralization of high vowels 
The weak final vowel in words 
like happy, 99111334 Lue}; is in RP 
traditionally equated with /1/. 
Many speakers, however, identify 
it rather with / i : / .  Phonologically 
we have a neutralization of the 
phonemic opposition. I have fol- 
lowed others [3, 4] in employing 
the symbol i (lower case, no 
length marks) in positions of 
neutralization, and also 11 for the 
corresponding /u:-u/ neutraliza- 
tion: happy ‘hæp i, radiate ' r e I d  
i e i t ;  W I ‘vael ju ext .  
2.2 Provision for General American 
Since fi also covers AmE, the 
EPD-14 system needs certain 
extensions, chosen in such a way 
as to harmonize with the notation 
used for BrE RP while drawing 
attention to salient phonetic dif- 
ferences. A regrettable conse— 
quence is that LIS-32 does not 
follow any established AmE nota- 
tion such as Kenyon & Knott, or 
Pike, or Smith & Trager. 

lo_t lot ll lo:t; 
thought B o z t  II e n x t ,  O o z t ;  
know neu Il nou; 
nurse n 3 : s  II ns is ;  
farmer ' f o : m  a Il ' f o z r m  °r; 
atom ' æ t  am Il 'aet am. 

The explicit symbolization of 
voiced /t/ is helpful to the AmE— 
oriented EFL learner: few other 
dictionaries give this information. 
2.3 Resolution in prospect 
The problem of rival phonetic 
transcription systems will soon be 
solved by software. Users of an 
electronic database will be offered 
output in any notational system 
they choose, through an automatic 
lookup table. 

3. UNDERLYING vs. SURFACE FORM 
A general problem facing any 
phonetic transcriber is that of 
abstractness. How far should the 
analysis and the corresponding 
notation attempt to shadow the 

phonetic details of the utterance, 
rather than abstracting from this 
into phonological entities believed 
to underlie them? The moderate 
degree of abstractness implied in 
taxonomic-phonemic analysis is 
generally acceptable (though even 
here there may be murmurs about 
dark 1’s, glottal stops, and "long" 
vowels that are physically short). 
An extreme abstractness such as 
found in w [1] is obviously 
quite inappropriate for the needs 
of most potential users of a 
pronouncing dictionary. 

A number of related issues 
call for discussion. Here are some 
of them, with the solutions adopt- 
ed in LED, 
3.1 Assimilation 
Include is usually pronounced 
with a nasal which for some 
speakers is perhaps always velar, 
for others occasionally alveolar. 
Some, but not all, have a psycho- 
logical awareness of the morphol- 
ogy (compare exclude). Given an 
analysis that treats /n/ as 
phonemic, with a corresponding 
transcription, should the main 
entry have /n/ or [la/? Lfll gives 
/n/, with an [nl variant marked 
"+" ('derived [from first form] by 
automatic rule’). 50 too M 
with / 'speI s-, ->' speII-l. 
3.2 Epenthesis 
In @ the established convention 
of an italicized symbol to show 
possible omission is applied to 
capture AmE nt-reduction ( Æ  
i_ng ' pe In t  113), recorded nowhere 
else. The further convention of 
using a small raised symbol to 
show a possible insertion caters 
nicely for intrusive /r/ (BrE 
thawing ' e m "  In)  and for other 
types of epenthesis (fence fente, 
spiral 'spai ‘ r  al). 
3.3 Syllabification - 
Transcribed forms in LED are 
divided into syllables by spacings 
which is intended to make them 
easier for the user to process 
mentally. Syllabification is based 
on the principle of attraction to 
stressed syllables, which (I claim) 
affords a more elegant statement 
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of allophonic distribution than do 
rival theories. 
3.4 Syllabic consonants _ 
Arguably, all syllabic consonants 
in English are in alternation with 
a sequence of [ a ]  plus the corre- 
sponding non-syllabic consonant. 
um adopts this assumption, 
showing syllabic consonants by 
with either an italic [a]  or a 
raised [ ' ]  (using the conventions 
previously discussed). So sudden 
is written ' s A d  'n, implying a 
preference for syllabic [1;], but 
distant as 'distant, implying a 
preference for [an]. AmE [a] is 
analysed as syllabic r and written 
accordingly: AmE m 'mæn °r. 
3.5 Compression and smoothing 
The number of syllables in an 
English word may be variable: we 
can often compress two syllables 
into one. Thus listening, for 
instance, may have three syllables 
or two; likewise Enigma Choice of 
variant may depend on stylistic 
or pragmatic factors. This 
varisyllabicity is shown by a 
special convention in LED, thus 
' l i s  'n„1n, ' 1 i :n - i_ ‚ sn t .  

The phonological environ— 
ment for compression is typically 
a sequence of two weak-vowelled 
syllables, the first of which loses 
its syllabicity. The rule is, 
however, subject to lexical con- 
straints (contrast battery and 
Marx)- 

Combining these treatments 
of potential syllabic consonants 
and compression, we achieve 
notably succinct entries for such 
words as nam ‘ne: 'n„äl and 
m 'lib 'rval: each of these 
conflates what Jones would treat 
as six distinct variants. _ 

By smoothing I refer to the 
RP tendency for a stressed vowel 
to be simplified when immediately 
followed by a weak vowel. A 
diphthong in this environment, if 
smoothed, loses its second ele- 
ment; a high vowel becomes lax. 
Thus in gym the laI/ may be 
smoothed to [a] before /a/. In 
miam the /u:/ may become [u]. 
However, these sequences are also 

subject to the possibility of 
compression. m’s entries read 
' k l a r van t ,  ' r u i v i n  as. 
(An actual triphthong in m ,  
i.e. compression without smooth- 
ing, is in my Opinion rare.) 

4. THE OPINION POLL 
Reflecting about the problem of 
authority, I resolved to conduct 
an opinion poll for nearly a 
hundred words where competing 
pronunciations are known to be in 
use. LED reports the preferences 
expressed by panel of 275 native 
speakers of British English. 

The panel consisted mostly 
of academic phonetics/linguistics 
specialists, school or college 
teachers, radio announcers, and 
speech scientists. 

The survey revealed that in 
m /e/ is heavily preferred 
over / i : / ,  in MDS—h. /A/  over 
/s/, in gag; /e1/ over /i:/, and 
in year, /13/ over [a : / .  In neph— 
gg, /f/ has largely displaced /v/; 
gm, is now usually said without 
/j/. Three out of four respond- 
ents prefer often with no /t/. 
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RHYTHM AND THE ALGERIAN SPEAKER OF ENGLISH 

Nadia BENRABAHènJENNANE 

Institut des Langues 
Université d'Oran, Algérie 

ABSTRACT 
The paper concentrates on 
the rhythm adopted by 
Algerian Speakers o f  English 
(ASE) .  The speech sample 
recorded revealed a number 
o f  features which could be 
held responsible for giving 
the Algerians' speech a 
typical s tacca to  unEnglish 
type o f  rhythm. 

The major rhythmic 
er rors  seemed to  result from 
the tota l  absence o f  weak 
forms,  insertion of  glottal 
stops before initial vowels,  
lengthening o f  unstressed 
syl lables, and inadequate 
st ressing.  

1. INTRODUCTION 
The notion o f  ' s t r e s s -  

t imed' rhythm and/or pure 
isochrony in English has 
long been debated [ 8 ; 1 0 : 3 ;  
4 ] .  Experimental evidence 
has shown that what the 
human ear perceives as 
regular bea ts  is  fa r  from 
representing real  physical 
events .  In f a c t ,  i t  is  the 
h e a r e r ' s  mind which imposes 
a regulari ty which o f ten  
does not exist  [1: 4 :  2 ] .  

However, fo r  the sake 
o f  c lar i ty  when describing a 
given language, one may f ind 
i t  useful  to  say that in 
languages like English 
s t ress  tends t o  come a t  more 
or less equal intervals in 
t ime. This resul ts in any 
succession o f  unstressed 

syllables to be 'crushed‘ or 
'compressed' together so as 
to  say them more rapidly. 
For that purpose, English is 
well known for  i t s  use of 
vowel el ison, reduction or 
weakening as wel l  as  i t s  
preference for weak rather 
than strong forms in most 
grammatical unstressed words 
[ 5 ;  9 ] .  The combination of 
those features o f  connected 
speech gives the English 
language i t s  characteristic 
's t ress- t imed '  rhythm. 

The present paper 
reports on Algerians' 
handling of  such features. 
I t  wil l  be shown how 
improper use o f  them by the 
ASE results in giving their 
Speech this typical 
'syl lable-t imed' rhythm. 

2 .  PROCEDURE 
The experiment was 

originally intended to  
investigate the intonational 
proficiency of a sample of  
twenty ASE. I t  consisted o f  
ten units altogether which 
required the informants to 
read on the one hand 
(sentences, dialogues and a 
short narrative) and to  
speak more or less  f ree ly  on 
the other (picture 
description, guided and f ree 
speech) .  

Note that although this 
experiment was not speci- 
f i c a l l y -  designed t o  study 
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solely the rhythm o f  ASE, 
the recorded data provided a 
substantial amount o f  
information about Algerians’ 
performance at  this level. A 
number o f  interesting 
observations were made. Some 
o f  them are brief ly 
discussed in the following 
sections. 

3 .  CHARACTERISTICS OF 
ALGERIAN ENGLISH RHYTHM 

3 .1 .  Weak Forms 
' The f i rs t  thing that 
str ikes the observer ' s  ear 
in the sample o f  Algerian 
English is  this s tacca to  
rhythm more l ike a'  
'syl lable-t imed' language. 
Every syllable is given the 
same value. This impression 

_ i s  reinforced by the total  
absence o f  weak forms. 
Nearly all function words 
are used in their strong 
forms. As a resul t ,  those 
words are consistently given 
undue importance. Below are 
some examples (no te :  F and M 
stand for ‘ f ema le '  and 
’male '  speakers,  RP for  
'Received Pronunciation'): 

(1)What do you think he can 
do with this computer? 

gg: [wat duzju: Gîzgk hl: kæn 
du: wind. dis kbmpjuttœa 

as opposed to  

Lui:/Mot djv°915k I kan‘du: 
wxä 31$ kamopju:ta/ 

(2 )  Then where do you think 
he is working ? 

@:[Äen we: duiju: Gizgk hi,: 
Îliz watklzgg] 

ggfln'wee dju’GIIJk I z 
‘w3:k13/ 

(3) I am happy 

£195 [?aa ?æm banish] 
a£=/a.1m‘haep1] 

(4) What is his job ? 

£_8_:[wat?i:z (uhr. dôob] 
B_1°_=/‘wbts Iz ‘dsbb/ 

( 5 )  What kind of  books does 
EE…EÊÊQ ? 

@:[wat kaund. PDF bu:(<s 
dbz Int: Mai.] 

R_P.:/'wb|< °ka1nd. av ‘19k 
der. I ‚rizd. 

3 . 2 .  Insertion of  Glottal 
Stops 

Also peculiar in the 
Algerian speech sample 
studied is  this tendency to  
insert a glottal stop before 
vowels in syllable initial_ 
position. This i s .  parti— 
cularly striking when the 
word in question is a 
grammatical i tem - such as 
' i s ' ,  'am,  ' o f '  as in 
examples ( 2 )  to ( 5 )  above. 
In connected speech those 
words are never preceded by 
a glottal stop in RP unless 
when s t ressed for particular 
emphasis. Instead, they are 
linked together with some 
kind of  l iaison as in 
[ai lam] [ 7 ] .  In order to  
avoid such insertion o f  
g lottal  s tops,  syllable 
initial vowels tend to b e .  
linked to the preceding, 
final consonant as in: 

/ ’bxs 12 e 
nam :>“:gest atenuzn/ 

""'-'" V 

Glottal  stop insertion in 
Algerian English breaks the 
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possibility of  smooth 
transition between the 
words. I t  could also be held 
responsible for this 
staccato type o f  rhythm. 

3 . 3 .  Lengthening o f  
Unstressed Syllables 
In addition, the long 

vowel in words like [ ? L ; z ]  
for ' i s '  makes this item 
sound more like a content 
word, e . g .  ' e a s e ' .  Sometimes 
this can even lead to 
communication breakdown as 
shown in the following 
utterance as spoken by an 
Algerian informant: 
[’äp msn Yin: ’51.: cnÊî: 
Bunk btbwun äern] 
which could mean both 

a) The man is the only 
link between them 

or 
b) The men ease the only 

link between them 

although the 
intended meaning a ) .  

Another interesting 
observation was made. If  
R .P .  makes use of  two 
distinct qualities for  the 
following short versus long 
vowels: 

speaker 

1) l l :  / versus / I / 
2 )  / u : /  versus [ U  / 
3 )  / O : /  versus I D /  
4)  / 3 : /  versus / e / 

i t  is quite noticeable that 
similar contrasts 
(particularly the f irst two 
pairs) are absent in 
Algerian English. The 
tendency is to use a vowel 
of  the type [ t . ]  for the 
f i rst pair and [LL ]  for  the 
second. Both are usually 
(though not consistently) 
long. Thus. in function 
words like ' y o u ' .  ' d o ' .  
e t c . . .  [us] is the only 

: — - _ :  

vowel used. The short 
variety, [ I J ] ,  is never 
used. Similarly. in function 
[words like ' i s ' .  ' h i s ' ,  
' h e ' ,  ' s h e ' ,  e t c . . .  the 
Algerian preference is for a 
vowel sharing more 
resemblance with R . P .  [ t : ]  
(closer and more front) than 
[ I ] which is practically 
absent. e . g .  

Uni.: went tu: paar—ts?) 
instead o f  

/ )1: 'wenl’. ta‘Pær‘Is/ 
The use of  [ua] and [1:1 in 
such grammatical items tends 
to lengthen-those words. The 
immediate result is that 
function words in Algerian 
English are less easily 
distinguishable from content 
and stressed words where 
full/long vowels are also 
used. Instead. they sound 
very much similar. It i s  as 
i f  Algerian English 
consisted of  a series of  
content words with full 
vowels. hence giving the 
speech a staccato 'machine— 
gun' type of rhythm. Even 
polysyllabic words where 
R . P .  usually stresses one 
syllable keeping the 
remaining one(s)  weak. 
' comfortable '/'k/\mFta:€/- 
'literature'flertr t a  ' 
in Algerian Engiîsg ‚each 
syllable is given the same 
value. However, in order to 
match the stressed 
syllables, the so-called 
short vowels are held longer 
even i f  not stressed. 
This lengthening phenomenon 
occured not only in function 
words. but also in content 
words. In the next two 
sentences. the underlined 
syllables were held longer 
than should have been by a 
significant number o f  ASE. :  
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( 6 )  'Bil l  hasn ' t  washed i t ,  

has he? ’  

(7)  'She brought apples, 
bananas. orange , 

strawbgrries... ‘  

has been claimed [ 6 ]  that 

äîterance final syllables 

tend to be lengthened. 

Therefore.  one could perhaps 

argue that the lengthening 

o f  the utterance final 

llable_ o f .  say ,  

SIitrawberries' was in f a c t  

predictable. However, this 

view could not 'ho ld  as i t  

st i l l  will not account for  

the lengthening of  other 

word final unstressed 

syllables which occur 

medially in the ut terance.  

This i s '  the case o f  
' - s n ' t ' .  ' - s h e d ' ,  ' - p p l e s ' .  

CNT-7 “gasy. ”gnawing 
'21223' in (6) and (7) 
respectively. 

3 . 4 .  Inadequate Stressing 

In conjunction with the 

above character is t ics the 

data revealed another 

peculiar aspect o f  Algerian 

English rhythm: inadequate 

stressing. The spoken sample 

clearly showed that function 

words were not only used in 

their strong forms,  but they 

were also very frequently 

stressed. This is the case 
o f  ' d o ‘ ,  ' y o u ' ,  ' h e ' ,  ' c a n  

in examples (1) and ( 4 )  
above. I t  may give the 

impression that those words 

are emphasized. But _ i t  i s  

quite uncommon in English to  
put so much emphasis on such 
words wi th similar 

regularity. 

4 .  CONCLUSION 
So what seems to  come out o f  

this pi lot  study i s  that the 

rhythm o f  ASE presents a 

number o f  peculiarities. 
These seem to  work together 

and contribute in their own 
way to give the informants' 
speech this particular 

Algerian touch. 
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LA VIE SOCIALE DES sons, 
MODELE DIDACTIQUE DE LA PRONONCIATION DU FRANCAIS 

F. Wioland 

Institut de Phonétique, Strasbourg, France. 

ABSTRACT 
Habits of pronunciation in 
French are explained by the 
rules which govern the 
society of sounds in the 
frame of the rythmic group, 
rules which underlie the 
hierarchical and individual 
relations between sounds. 

1. INTRODUCTION 
Pour l'apprentissage de la 
prononciation, la réflexion 
de tout apprenant lettré 
passe par la représentation 
écrite des mots. Il s'avère 
donc nécessaire parce que 
conforme à la démarche 
habituelle des apprenants 
d'utiliser la forme écrite 
des énoncés oraux en 
didactique de la 
prononciation. Mais comme la 
graphie ne rend compte qu'en 
partie de la prononciation 
du français - elle en ignore 

_même des caractéristiques 
fondamentales —l'écrit en 

_tant que tel ne permet pas 
d'expliquer les habitudes de 
prononciation;l'enseignement 
de la prononciation du 
français a toujours été 
l'objet d'un compromis & cet 
égard. 
Pour permettre & l'apprenant 
comme à l'enseignant de 
situer n'importe quel 
problème de prononciation 
dans un cadre général et de 
ne pas avoir l'impression de 
résoudre a chaque fois un 
problème particulier, nous 

proposons un modèle qui 
rende compte de ce qui est 
important pour ” l'oreille " 
d'un francophone alors que 
lui-même n'en est pas 
conscient, en présentant les 
sons du français comme des 
individus vivant dans une 
société dont les règles de 
vie sont comme dans toute 
société, arbitraires certes, 
mais générales, donc peu 
nombreuses, hiérarchisées et 
systématiques. 
La connaissance des règles 
de vie de cette société des 
sons permet d'expliquer 
l'ensemble des habitudes de 
prononciation au-delà des 
diversités individuelles. La 
prise de conscience pa r -  
l'apprenant du 
fonctionnement de l'oral 
sous forme d'un modèle est 
une étape essentielle sur la 
voie de la pratique de 
l'oral. 

2. LE MODELE DIDACTIQUE 
Le modèle présenté prend 
successivement en compte 
— le cadre social qui régit 
la vie des sons, 
- les lois qui découlent de 
la position sociale des 
sons, 
— les relations 'inter- 
individuelles des sons en 
contact, 
c'est-à—dire un ensemble 
autonome dana, le cadre 
duquel la graphie a un rôle 
à jouer [4] dans la mesure 
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où les positions des sons à 
l'oral sont définies. 
2.1. Le cadre social 
Les unités rythmiques qui 
forment un ensemble homogène 
de production comme de 
perception ne correspondent 
pas au mot du dictionnaire 
mais aux unités 
significatives habituelles 
du discours. Une didactique 
qui prend en _°9ËEE?… le 
rythme doit tout d'abord 
permettre à l'apprenant 
d'identifier ces unités qui 
sont le cadre social qui 
détermine l'ensemble des 
habitudes de prononciation 
du français [7]. 
L'identification du nombre 
de syllabes prononcées par 
unité est fonction des deux 
principes de la production 
rythmique [6], celui 
d'économie rythmique — IH} 
petit nombre de syllabes par 
unité — et celui de 
l'équilibre des rapports 
temporels qu'entretiennent 
les unités rythmiques 
successives. ' 
L'élément moteur de chaque 
unité rythmique qu'est la 
dernière syllabe prononcée 
peut être dépouillé de toute 
ambiguïté graphique grâce à 
la. transcription: iJ. est 
important de montrer la 
syllabe la plus importante 
pour la compréhension. dans 
un contexte signifiant en 
raison de l'originalité 
rythmique du français et des 
paradoxes que présente 
l'accent rythmique de par sa 
position finale et la nature 
de ses paramètres 
articulatoire et acoustique 
[2]. [1]- 
Le schéma prosodique proposé 
favorise le glissando final 
qui accompagne l'accent 
rythmique au détriment de 
toute autre mise en relief 
étant donné que la 
hiérarchie syntaxique et la 
fonction grammaticale sont 
fidèlement codées dans la 

structure temporelle & 
travers les différents 
degrés d'allongement. de la 
durée des voyelles en 
position finale d'unité [ 5 ] .  
” Les apprenants doivent 
très vite comprendre qu'ils 
ne seront jamais jugés sur 
un ou deux faits langagiers 
précis (sauf exception) mais 
sur une impression 
d'ensemble “ [3]. 
2.2. Les lois de position 
sociale 
Chaque son occupe, dans le 
cadre de l'unité rythmique, 
une position bien 
déterminée; îJ. se trouve 
ainsi soumis aux lois qui 
découlent de la position 
sociale qu'il occupe. Cette 
position est soit favorable, 
soit défavorable. 
Le nombre extrêmement limité 
de positions est d'un grand 
intérêt didactique: il 
suffit, en effet, de 
reconnaître telle position 
pour appliquer telle 
habitude de prononciation. 
C'est ainsi qu'une syllabe 
ne peut occuper que trois 
positions: 
- une position accentuée, la 
plus importante, sur 
laquelle doit porter 
l'essentiel de 
l'apprentissage, 
- une position. accentuable 
qui malgré la brièveté de sa 
réalisation conserve un 
timbre vocalique comparable 
à celui de la position 
accentuée, 
- une position inaccentuable 
dont la structure syllabique 
majoritairement ouverte ne 
nécessite pas de 
différenciation des timbres 
ouverts ou_ fermés pour 
respectivement / E !, / 0 / 
et / OE /. 
D'autre part les structures 
ouverte ou fermée de la 
syllabe déterminent timbre 
et durée vocaliques. 
Enfin pour les consonnes la 
position finale de syllabe, 
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quelle que soit la position de cette syllabe, est  une 
position faible qui entraîne In: relâchement systématique de son articulation. 
Il e s t _  de première importance de ne pas calquer en français langue étrangère la prononciation sur la seule forme écrite des mots, mais de lui accorder son indépendance. Les sons du français vivent en société; tout apprenant. doit être informé des lois peu nombreuses de cette société et comprendre qu'à une même position sociale correspond une même habitude de prononciation. 
2 . 3 .  Les sons en contact Les positions respectives des sons étant clairement définies en vertu des lois de position, chaque son se trouve soumis aux lois qui découlent de sa position dans le groupe. Il est des positions privilégiées qui favorisent l'épanouissement du son considéré - son dominant — d 'autres au contraire» qui l'obligent & subir de multiples influences du fa i t  de sa position défavorable dans le groupe - son dominé. En plus des positions fortes et des positions faibles opèrent également. des affinités ou répulsions entre les sons en contact. 

La visualisation des sons en contact et de la structuration syllabique de l 'unité rythmique es t  obtenue par une transcription adéquate [ 8 ] .  Une Consonne au contact d'une Voyelle permet d'expliciter & l ' o ra l  la syllabation de base qui entraîne l 'é l is ion,  l 'enchaînement e t  l a  liaison. 
Une belle au contact d'une Consonne permet d'expliciter & l ' o ra l  la limite 

Il...-III __J---...I--“I- 

syllabique et les réalisations nasales ou non des graphies voyelle + N ou 

Une voyelle au contact d'une Voyelle permet d'expliciter & l ' o ra l  les graphies vocaliques doubles, les voyelles successives a l 'oral soit dans un mot soit séparées & l 'écr i t  par un blanc ou une consonne muette dont le H d is jonct i f ,  les graphies I ,  Y ,  OU , U suivies d'une voyelle prononcée. 
Une Consonne au contact d'une 'Consonne permet d'expliciter & l ' o ra l  les deux types d'assimilation, soit progressive lorsque les consonnes forment groupe, soit régressive lorsque les consonnes ne forment pas groupe, ainsi que '  l 'apparition de nouveaux groupes de consonnes du fait en particulier de la chute de la graphie E.  

3 .  CONCLUSION 
Les habitudes de prononciation sont donc le fait d'une société de sons très bien organisée où les relations pourraient paraître comme régies par de simples rapports de force en fonction des positions sociales: en effet certains s 'af f i rment grace a leur position favorable, d'autres ne peuvent se  maintenir qu'au prix d'une évolution qui peut surprendre, la disparition de certains donne naissance a de nouvelles relations inconnues jusque 1a. Maia réduire la vie des sons a des lois str ictes de positions sociales serait méconnaître l ' influence originale dégagée ;par la personnalité de chaque son. Au contact les uns des autres dans des situations sociales comparables ils 
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'ssent  comme tout 
îîâgcidu en fonction de leur 
nature propre, ce qui est la 
marque d'une seeiété 
vivante, gage d'évolution et 
de créativité. - 
A partir d ' u n e _ p r i s e  de 
conscience des 10is seeiales 
forcément générales qui 
régissent les habitudes de 
prononciation, l'apprenant 
dispose d 'un modèle de 
prononciation chi f rançais 
qui lui permet d 'a l ler  à 
l'essentiel grâce à quelques 
références toujours 
identiques - qui, à _ l a  
d i f férence de la graphie, 
sont d'une étonnante 
régularité. La nmîtrise 
souhaitée & l 'oral  est  
faci l i tée par une 
représentation non ambiguë 
des contraintes 
essentielles. 
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FICHES CORRECI'IVES DES SONS DU FRANÇAIS: DÉFENSE ET ILLUSTRATION DE LA CORRECTION PHONÉTIQUE PONCI'UELLE 

Jean-Guy LeBel 

Département de langues et linguistique 
Université Laval, Québec, Canada, GIK 7P4 

The Punctual Approach meets 
specific learner needs based on level 
and Ll by processing errors 
immediately and analytically before 
returning them to the spoken 
utterance. The role of Diagnostic 
Cards (fiches correctives) is to 
describe the 36 phonemes of 
”maximal" French and the 150 errors 
affecting them, while proposing many 
corrective techniques for each, as 
outlined in the punctual approach. 

1. APPROCHE PONCI‘UELLE 

1.1. Définition 

Dans une attitude d’esprit éclectique 
et pratique, la méthode ponctuelle de 
correction phonétique est un ensemble 
de 7 GRANDS MOYENS qui englo- 
bent, de manière cohérente et intere- 
liée, les divers procédés, façons, trucs, 
recettes... que j’ai inventoriés, modifiés 
ou imaginés: soit en d’autres mots ce 
que, à ma connaissance, nous possé- 
dons actuellement en correction pho- 
nétique comme procédés de correc- 
tion.[1] 
La méthode ponctuelle et ses 7 

GRANDS MOYENS est donc la syn— 
thèse de vingt-cinq ans de pratique de 
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la classe de correction/travail phoné- 
tique et d’enseignement de sa métho- 
dologie aux futurs maîtres, et elle est 
utilisée selon une stratégie qui sera 
succinctement exposée dans les lignes 
suivantes. 

1.2. Attitudes fondamentales 

Voici ce que propose la méthode 
ponctuelle de correction phonétique: 

a) Elle accorde aux exercises de 
discrimination auditive une prépon- 
dérance de tous les instants pour tout 
phénomène, phonique et prosodique, 
et ce, de manière ponctuelle ou systé- 
matisée. 

b) Elle s’adresse autant aux débu- 
tants qu’aux très avancés; toutefois, 
bien qu’un «grand» débutant ne le 
demeure vraiment que très peu de 
temps, l’insistance sur l’atomisation, 
sur l’intellectualisation et sur la 
conscientisation sera avec ce «débu— 
tant» inversement proportionnelle à sa 
capacité d’expression spontanée. 
Mais, à toutes fins utiles, la méthode 
.ponctuelle vise tout public apprenant 
une L2 auquel elle s’adapte en . 
nuances et en intensité. 

c) Elle accorde aux phénomènes 
phoniques et prosodiques un traite- 
ment immédiat (à l’instant propice), 
atomisé (isolé et détaillé), intense (en 
durée et en répétitions) et, primordia- 
lement, approprié aux besoins spécifi- 

.\-- an. and-.31“. u-..... ___...— _..... . .  

ques de chaque apprenant; cependant 
elle réintègre vite l’élément travaillé 
dans la combinatoire de la chaîne 
parlée, soit dans l’énoncé d’origine, 
soit dans des exercices appropriés 
[voir g) ci-après et les Exercices de 
conditionnement phonétique à 
paraître]. 

d) Elle favorise la tendance généra- 
lisée à l’intellectualiration et à la 
conscientiration du processus d’appren- 
tissage [2] de la part de l’apprenant 
devant tout phénomène phonique et 
prosodique qu’il a à maîtriser.[3] 

e) Elle accorde autant de place à 
l’imitation, c.-à-dire & la reproduction 
des modèles facilitants qui sont pro— 
posés qu’à la production spontanée 
libre ou encadrée (voir Exercices de 

conditionnement phonétique, à 
paraître). 

Elle puise, sans réserve et selon ses 
besoins, dans toute discipline et toute 
idéologie: c’est une problématique 
ouverte, réceptive, donc éclectique qui, 
néanmoins, n’ira pas pour autant pré- 
senter ses connaissances théoriques 
directement aux apprenants. 

f) Elle privilégie, d’après tout ce qui 
précède, une période spécifique consa- 
crée àla correction et au conditionne- 
ment phonétiques, en plus des inter— 
ventions sporadiques ou régulières du 
titulaire de classe quand il s’agit de 
débutants. 

g) Conséquemment, la méthode 
ponctuelle prône de nombreux et longs 
moments privilégiés de correction et de 
conditionnementphonétiques allant de 
15% du temps de classe pour un cours 
extensif (du soir, par exemple) jusqu’à 
25% du temps consacré aux cours 
d’une session intensive (six semaines à 
raison de 20 h/sem., par exemple); et 
le travail phonétique personnel de 
l’apprenant s’ajoute à tout cela. 

Ce n’est qu’à ce rythme de travail, 
sommes-nous plusieurs à le vivre, 
qu’on atteint agréablement et rapide— 

ment la fameuse zone d’irréversibillté 
et, son corollaire, l’autocorrection 
active.[4] Je crois qu’il faut que le 
correcteur et le corrigé en arrivent 
rapidement et intensément à vivre 
ensemble le moment où, en phonéti- 
que, on n’en parle plus mais on parle, 
et correctement! 

1.3. Conditionnement phonétique 

Dans cette ère «communicative», et 
au cours des toutes récentes années, 
de très nombreux didacticiens de la 
phonétique tant en Europe qu’au 
Québec ont parlé du besoin de réfor- 
mer ou de réinventer ce qu’il me plaît 
d’appeler la pédagogie du parler. 
Aussi existe-t-il à l’Université Laval 
(Québec, Canada) un projet qui est la 
mise en oeuvre d’un nouveau concept, 
du procesms de conditionnement 
phonétique [5] dont Ia démarche tente 
d’être incitative, valorisante et 
efficace. la centration sur l’apprenant 
oblige évidemment à penser des exer- 
cices tout à la fois utiles et agréables 
à cet apprenant. Nous pensons que, du 
plaisir stimulant qu’aura ce dernier à 
les utiliser, découlera une intensité 
d’implication impressionnante et 
hautement fructueuse dans son travail 
de perfectionnement phonétique. 

Nous avons conçu le conditionne— 
ment phonétique par analogie au 
conditionnement physique. Centre 
comme il se doit sur l’apprenant, le 
conditionnement phonétique est un 
processus dont la dynamique est 
constamment axée sur la modification 
de la prononciation en vue d’une 
amélioration qui pourrait se libeller: 
être en forme phonétique pour accom- 
plir ce qui doit l’être au bon moment. 

Les principes du conditionnement 
phonétique sont les suivants: répétition, 
réchaufiement et gradation [5] 
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1.4. Workout phonétique 

Considérant donc plus particuliè- 
rement le second principe du condi- 
tionnement phonétique, à savoir le 
réchauffement, nous [6] avons trans- 
posé dans les cours de phonétique 
pratique ce que nous faisons au 
gymnase. À l’origine, le workout est 
de la gymnastique sur musique et 
«c’est une activité libre, dirigée. On y 
enseigne des routines composées d ’une 
variété d’exercices, ayant un caractère 
éducàtif. La performance n’est pas du 
tout le but visé. C’est avant tout une 
activité de conditionnement physique 
plaisante et empreinte de dynamisme.» 

En phonétique, bien que le corps 
_ dans sa globalité puisse être sollicité 

et qu’il le soit de fait, ce sont 
lesorganes de la parole (avec la tête et 
les mains) qui sont le point de mire 
de notre travail. Pour arriver aux 
routines de workout phonétique, nous 
avons décortiqué le trapeze vocalique 
ainsi que l’ensemble des consonnes 
pour aller y chercher les éléments 
favorables à une meilleure production 
sonore. Tout est possible et réalisable 
avec un peu d’imagination et de 
créativité. 

Le but visé par le workout est, évi- 
demment, une meilleure prononcia— 
tion, mais sans stress, sans obligation 
et sans effort mental de la part de 
l’apprenant. Nous ne lui demandons 
pas de réussir, mais d’essayer. Il n’a 
pas à réfléchir sur ce qu’il fait : il se 
laisse aller. Chacun va à son propre 
rythme. De plus, la performance n’a 
pas sa place ici. Elle l’aura petit à 
petit dans la période ultérieure dite 
d’exercices qui permet à l’apprenant 
de trouver un certain équilibre articula- 
toire des sons travaillés. 

La salle de workout est là où on se 
trouve! En classe, le professeur utilise 
tout ce qui favorise l’esprit de jeu, de 
plaisir et d’appartenance au groupe. 
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Le professeur participe aux exercices 
au même titre que les apprenants, il 
est leur guide et leur supporteur: il 
encourage, il exagère, il fait rire. Par 
ailleurs le laboratoire de langues se 
prête aussi très bien aux séances de 
workout phonétique, puisque les 
apprenants s’y sentent particuliè- 
rement à l’aise à cause de l’isolement 
dont ils y jouissent. 

Tout le monde peut faire du workout 
phonétique, peu importe son âge et 
son niveau de connaissance du fran- 
çais. Il revient alors au professeur de 
composer des routines adaptées à la 
L1 des apprenants et à leurs difficultés 
de prononciation, bien que soit laissée 
une très grande liberté de choisir les 
musiques et les chansons selon le 
rythme àla mode, la beauté ou l’inté— 
rêt des paroles, etc. 

2. FICHES CORRECI‘IVES 

2.1. Description 

Il y a tout d’abord les Fiches 
descriptives des 36 sons/phonèmes du 
français dit ”maximal" qui compren- 
nent les éléments suivants: 
a) leurs caractéristiques articulatoires 
et acoustiques; 
b) leur orthodiagramme, c.-à—d. un 
schéma articulatoire idéalisé de leur 
prononciation moyenne; 
c) leurs allophones standard chez les 
francophones; 
d) leurs graphies courantes; 
e) leurs fautes éventuelles par des 
non-francophones; 

Il y a ensuite les … 
proprement dites d’environ 150 
erreurs qui affectent les 36 sons/ 
phonèmes du français et qui sont 
commises par des non-francophones 
de diverses origines linguistiques. 
Chaque fiche contient les éléments 
suivants: 

a) la transcription phonétique de 
l’erreur; _ 
b) la clientèle non francophone vrsée; 
c) le diagnostic commenté de l’erreur; 
d) la correction suggérée; . . 

e) un encadré aide-mémoire qui 
résume les nombreux trucs/recettes/ 
moyens de correction suggérés. 

2.2. Utilité et but 

Le diagnostic commenté de l’erreur 
est basé sur une phonétique descrip- 
tive et théorique qui constitue la 1ère 
partie de l’ouvrage et qui, aussi et 
bien sûr, fait de nombreuses référen- 
ces au cadre de travail ponctuel et 
systémique du TRAITÉ... . Le correc- 
teur trouvera dans ce diagnostic les 
éléments pertinents à la compréhen- 
sion tant de l’erreur de l’apprenant 
que de la correction suggérée. 

De son côté, cette correction suggé- 
rée est basée sur l’optique ponctuelle 
et systémique dont le praticien trou- 
vera le cadre théorico/pratique dans 
le TRAITÉ susmentionné. 

En résumé, les FICHES CORREC— 
TIVES [6] veulent aider le correcteur 
praticien dans son travail phonétique 
quotidien où il a à affronter de 
multiples et diverses erreurs qui 
exigent un traitement correctif 1°.m 
diatet oùunammismeetun aloha; 
lime appropriés aux besoins spéci- 
fiques des apprenants se chevauchent 
dans un seul but: l’acquisition facilitée 
d’une prononciation agréable et 
compréhensible aux oreilles des 
autochtones francophones. 

[1] LEBEL, Jean-Guy (1990), Traité 
de correction phonétique ponctuelle: 
essai systémique d’application. 
Québec, CIRAL (Université Laval, 
Québec, Canada), 275 p. 

[2] LEBEL, Jean-Guy (1991), Fiches 
correctives des sons du français, 
Québec, Les Éditions de la Faculté 
des lettres, Université Laval (Québec, 
Canada), 385 p. 

[3] Il semblait pourtant évident que 
les êtres humains ne régissaient pas 
tous leur apprentissage de la même 
façon, mais, comme pour toute intui- 
tion, il fallait des faits et preuves que 
nous ont heureusement fournis les 
récents travaux des FELDMAN, de la 
GARANDERIE, LAFONTAINE, 
LESSOIL, MEUNIER-TARDIF, 
ROBERT, TROCMÉ, ETC. 

[4] LEBEL, J can-Guy (1990), Traité… 
voir chap. 2.3.2... 

[5] LEBEL, Jean-Guy (1986 & 1987), 
Le conditionnement phonétique: 
l’erüeu d’une nouvelle pédagogie en 
correction phonétique, Département 
de langues et linguistique (Université 
Laval, Québec, Canada), 57 p., et dans 
Revue de Phonétique Appliquée, n“ 82- 
83-84: 183-190. 

[6] LEBEL, Jean-Guy & LEBEL, 
Chantal (1989), " Le workout en 
correction phonétique ", Bulletin de 
l’AQEFLS (Association Québécoise 
des Enseignants de Français Langue 
Seconde), Montréal, XI,1: 40-46. 
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ACOUSTIC PHONETIC AND PROSODIC CORRELATES 
OF HINDI STOP CONSONANTS ' 

Agrawal Shyau 

CENTRAL ELECTRONICS ENGINEERING RESEARCH 
INSTITUTE CENTRE, NEW DELHI, INDIA. 

ABSTRACT 

Th is  p a p e r  p r e s e n t s  the 
resu l t  o f  some s t u d i e s  on 
acous t i c  c o r r e l a t e s  o f  seg— 
men ta l  and p r o s o d i c  f e a t u -  
r e s  o f  Hindi  s t o p  consonaq  
n t s . T h e  p a r a m e t e r s  havebeen  
u s e d  t o  c l a s s i f y  the  c o n s o -  
nants  acco rd i ng  t o  t he i r  
a r t i c u l a t o r y  manner and p l -  
ace  o f  p r o d u c t i o n  and a l s o  
u s e d  t o  s y n t h e s i z e  them u s -  
ing a s y n t h e s i s  b y  r u l e  t e -  
c h n i q u e . S i x t e e n  p l o s i v e  s o -  
u n d s ( v o i c e d ,  unvo iced ,  asp— 
i ra ted ,  unasp i ra ted)  were 
r e c o r d e d  in  CVC and VCV s y e  
l l sb les  using vowel  / a /  by  
t e n  s tandard male speakers .  
The s p e c t r a l  a n a l y s i s  was  
done using a sound s p e c t r o —  
g r a p h ,  t h e  F F T / L P G  a n a l y s i s  
programme and the m i c r o p r o -  
s o d i c  f e a t u r e  ana lys i s  p r o -  
grammes.The l a t t e r  ana l ys i s  
was done on  a PC(AT) w i t h  
adequa te  f a c i l i t i e s  o f  A / D  
and DIA convers ion.The seg— 
men ta l  a c o u s t i c  c h a r a c t e r i —  
s t i c s  such  a s  f o r m a n t s  and 
t h i e r  t r a n s i t i o n s  w i t h  a d j -  
uscen t  v o w e l s ( w i t h i n  e a c h  8 
o r  10 m s e c  f r a m e . ) , b a n d w i d e  
the.  sap(w1th/w1thout voice 
ebar ) .burs t  f requency,aspin 
r a t i o n  no i se  e t c .  and the  
p rosod ic  c h a r a c t e r i s t i c s  
such  a s  v a r i a t i o n s  in d u r a a  
t i o n s , f u n d a m e n t a l  f r e q u e n c y  
and ampl i tude w e r e  d e t e r s  
mined. 

The ind iv idual  sounds 
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have been  s p e c i f i e d  on the  
b a s i s  o f  d i s t i n c t i v e  a c o u s q  
t i c  c h a r a c t e r i s t i c s  and c l -  
a s s i f y  in to va r ious  c a t e q  
r i e s  such as V/UV,Asp/Unasp 
e t c .  T h e s e  c h a r a c t e r i s t i c s  
have been  v e r y  u s e f u l l  in  
syn thes iz ing  Hindi w o r d s  us  
ing a d i g i t a l  formant  s y n t -  
h e s i z e r  b a s e d  on  s y n t h e s i s  
by rule techn ique .  

INTRODUCTION 

The s tudy o f  acoust ic  
phonet ic and the  p r o s o d i c  
c h a r a t e r i s t i c s  i s  e s s e n t i a l  
t o  unde rs tand  the  b a s i c  n a n  
tu re  o f t h e  speech  sounds as 
wel l  a s  t o  s imu la te  and t o  
deve10p au tomat ic  s p e e c h  
r e c o g n i t i o n  and s y n t h e s i s  
s y s t e m s .  These  c h a r a t e r i s t -  
i c s  o f  s p e e c h  a r e  h ighly 
language dependent  and v a r y  
c o n s i d e r a b l y  f r o m  one coat— 
e x t  t o  ano ther  c o n t e x t . T h e -  
r e f o r e  a d a t a  b a s e  o f  t h e  
acous t i c  c h a r a t e r i s t i c s  r e n  
f lee t ing  the segmental and 
suprasegmenta l  c h a r a c t e r i s -  
t i c s  o f  speech sounds i s  
requ i red  f o r  a spoken  lang-  
uage under s t u d y .  

The pe rsen t  p a p e r  d e s -  
c r i b e s  r e s u l t s  o f  some s t u n  
d i e s  conduc ted  t o  s t u d y  the  
a c o u s t i c  c o r r e l a t e s  o ind i  
s t o p  consonants  which d e s c e  
r i b e  t h e i r  phone t i c  and p r !  
osod i c  f e a t u r e s .  

Hindi S t o p  Consonants 

Hindi s t o p  consonants ,  
unlike many w e s t e r n  spoken 
languages a re  d i s t i ngu ished  

by the f ea tu res  o f  a s p i r a t e  
ion as we l las  vo i c i ng .The re  
are f o u r  d i s t i nc t  p l a c e s  o f  
a r t i cu la t i on  t o  p roduce 
them.Depending upon the p l :  
ace and manner o f  a r t i c u l a s  
t ion ,  the consonants can be 
c l a s s i f i e d  a s  shown i n t a b l e '  
l .  The p a l e t a l  sounds a r e  
p roduced.  w i t h  r e t r o f l e x i o n  
and hence they could be c l n  
a s s i f i e d  as  r e t r o f l e x e s  
a l s o .  

grandee. 
These  s i x teen  s t o p  c o -  

nsonants w e r e  combined w i t h  
vowel l a ]  t o  f o r m  CVC t ype  
as wel l  as  VCV t ype  s y l l a b e  
les .  In CVC sy l lab les ,  the 
f inal pos i t i on  o f  the sy l l -  
able VC w a s  kep t  the same 
and only in i t ia l  cosonant  
was changed (e .g .pa l ,bha l  
e t c . )whereas  in the case o f  
VCV sy l lab les , the  vowel  l a /  
was kept  the same inthe in: 
i t i a l  a s  we l l  a s  f inal  pos— 
i t i on .  These  were  r e c o r d e d  
by 10 male _ speakers in 
a s tud io .  

The ana lys is  o f  t he  
u t t e r a n c e s  w e r e  done us ing 
a sound s p e c t r o g r a p h  a s  
wel l  as  a computer having 
A/D and DIA f ac i l i t i e s .  The 
signal process ing s o f t w a r e  
used f o r  the analysis inc lu  
uded FFT/LPC e t c .  Acous t ic  
f e a t u r e s  such as formant  
f requenc ies  and th ie r  t r an«  
s i t i on ,  fundamental  f r e q u e —  
ncy and durat ion o f  d i f f e r s  
ent segment o f  sounds w e r e  
computed.  The t ime v a r y i n g  
display o f  suprasegmental 
f ea tu res  o f  the  u t t e r a n c e s  
was ob ta i ned  using a SNDSYS 
programme and " a  p r o s o d i c  
a n a l y z e r ( l n s t . o f  P h o n e t i c s ,  
Aixsen Provence) .  M ic roproa  
sod ic  d e t a i l s  such a s  v a r i s  
a t i ons  in  the  fundamental  

f r equency  and amplitude was 
de termined f r o m  these  
d i s p l a y s .  

R e s u l t s  

The sonogram o f  the 
CVC and VCV sy l lab les  f o r  a 
g i ven  speaker  containing 
consonant t ,  t h ,  d ,  and dh 
a r e  Shown in f i gu re1 . I t  may 
be  seen  f r o m  these  d isp lys  
tha t  t h e r e  a r e  d i s t i nc t i ve  
a c o u s t i c  f e a t u r e s  which can 
b e  u s e d  t o  c l a s s i f y  them. 
The asp i r a t i on  no i se  a s s o s  
c i a t e d  w i t h  th  i s  d i f f e r e n t  
f r o m  the aspi rat ion noise 
a s s o c i a t e d  w i t h  d .  In the 
l a t t e r  c a s e  ampli tude o f  
tu rbu lence has  super imposed 
upon i t  and vo ic ing cont in— 

. u e s  through out  the s p e c t r e  
um. S imi lar ly  t he re  a re  d i q  
f f e r e n c e s  in the  nature  o f  
p l o s i v e  b u r s t ,  vo i cebar  and 
the formant  t rans i t ions .  

Dura t i ona l  C h a r a c t e r i s t i c s  

The dura t ion  o f  d i f f e a  
ren t  segments r e l a ted  t o  
consona ta l  f e a t u r e s  hau/abe“ 
anal. globaThe features seq 
l e c t e  f o r  measuring dures  
t i o n  inc lude the p los ive  
gap /vo icebar ,  the bu rs t , ase  
p i r a t i o n ,  vowe l  t r ans i t i on  
and the  s t e a d y  p o r t i o n  o f  
the  vowe1.The f i gu res  show 
dura t ion  computed by  ava ras  
ging the dura t ion  ob ta ined  
f r o m  var ious  samples o f  a l l  
the  speake rs  in CVC and VCV 
con tex t .The  fo l low ing  o b s e d  
r v a t i o n s  w e r e  made f r o m  
t h i s  t a b l e .  

a)Duration gi the Gap/VB 

Unv .  unasp  > u n v . a s p  > 
v o i c e d  unasp > vo i ced  a s p  
B i l a b . )  V e l a r  > Dental  > 
r e t r o f l e x  
b ) D u r a t i o n  gg A s p i r a t i o n  
V o i c e d  A s p .  >) unv.  a s p  
(Nea ry  same f o r  al l  
p l a c e s  o f  a r t i cu la t i on )  
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c)Duration gi the B u r s t  

V o i c e d  A s p . )  Voiced unasp.> 
unv. asp > unv.unasp. 
Velar > Retroflex ) 
Dental > Bilabial 

d)Voice onset time 
Asp. > un. asp. 
Velar > Retroflex > 
Dental > Bilabial 

It is also o b s e r v e d  
t h a t  the rate of first forn 
mant transition is much his 
gher than the rate of secoe 
nd formant transition. 

The rate,direction and 
target frequencies of adjus 
scent v o w e l s  p l a y  a m a j o r  
role in the classification 
of c o n s o n a n t s .  

Target freguencies 

The target f r e q u e n c i e s  
of the s e c o n d  and third fon 
rmant of vowels obtained 
with different c a t e g o r i e s  
of c o n s o n a n t s  are shown in 
table2. .These values are 
obtained by a v e r a g i n g  the 
initial as well as final 
values of CVC ans VCV syll— 
ables.It may be o b s e r v e d  
f r o m  this table that the 
target frequencies ofsecond 
and third formants for the 
consonants  b e l o n g i n g  to din 
fferent places of articulan 
tion are quite different. 
However, the target frequee 
ncies of fourth f o r m a n t  are 
not so distinct.It reflects 
m o r e  the characteristic of 
an speaker.In the case of 
retroflex sounds, the third 
formant indicate two diffea 
rent target frequencies in 
the VC and CV c o n t e x t s .  In 
the former case the third 
formant m e r g e s  with the sea 
cond formant whereas in the 
latter case there isa break 
in the third formant. 
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R a t e  gi Formant 
Transitions 

The average rate of 
formant transitions are 
much higher for the first 
formant as compared to the 
second and third formant 
transitions. 

Fondamental Frequency 

Measurements of fundae 
mental frequency o f  differ— 
ent segments of CV and VC 
syllable h a v e  shown 
that the F of a voiced 
plosive is higher than that 
of the v o i c e d  aspirated 
plosive. Similarly F d u r i n g  
v o i c i n g  of plosion is much 
less than voicing during 
the v o w e l  articulation. The 
fundamental frequency of 
the vowel i n  a CV syllable 
is higher than that in a VC 
syllable. The v a l u e  of F of 
the vowel f o l l o w e d  by an 
u n v o i c e d  p l o s i v e  is higher 
than the value obtained 
with voiced plosive. In the 
former case there is an abs 
rupt rise.This feature can 
work as a landmark (Cue)for 
i n d i c a t i n g  the p r e s e n c e  of 
v o i c e d  o r  u n v o i c e d  
c o n s o n a n t .  

C o n c l u s i o n  

The results o b t a i n e d  in_ 
the above experiments show 
that the stop c o n s o n a n t s  
p o s s e s s  some special and 
distinctive acoustic featun 
res.These can be classified 
on the basis of the 
features mentioned in t h e  
above results. 
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ABST RACT 

Reference and teaching materials for use 
by scholars and students of phonetics 
have traditionally included books and 
audiotapes. A problem with these 
materials is that books do not contain 
sound and tapes do not contain text or 
pictures. However, recently available 
computer software makes possible the 
combining of text, sound, and pictures 
into so-called hypertext: i.e. modular, 
linked documents which encourage 
exploration of material along multiple 
dimensions of information. This paper 
describes such a version of Phonetic 
Symbol Guide [ l ], written in HyperCard 
for Apple Macintosh microcomputers. 

1. PSG -- THE BOOK 

Phonetic Symbol Guide [1], hereafter 
“PSG,” is an encyclopedia of phonetic 
symbols. Except for an excursive 
Introduction section, PSG is organized as 
a series of short entries (approximately 
one-half to two pages in length) for each 
of the over 300 phonetic symbols “. ..that 
linguists, phoneticians, and other students 
of language are likely to encounter in 
reading either contemporary books and 
journals or older works that are important 
enough to be consulted today” (xvii). 
These include all of the standard IPA 
usages (prior to the 1989 revision) as 
widely employed by the international 
linguistic community as well as 
interpretations and symbols from other 
systems. Along with a large, clear picture 
of the symbol, each entry contains one or 
more sections, devoted to IPA Usage, 
American Usage, Other Uses, Comments, 

and Source. In addition to these entries 
for the individual symbols, there are also 
several charts, a glossary, a list of 
references cited, and a complete table of 
entries. Altogether, PSG presents a 
comprehensive view of the developing 
world standard established by the 
International Phonetic Association. 

2. PSG — HYPERTEXT 

The electronic version of PSG follows 
the structure of the book closely. It 
contains sections corresponding to those 
found in the book, namely 
Introduction, Symbols 
(corresponding to Character and Diacritic 
Entries), Charts, Glossary, 
References, and Index (corresponding 
to Table of Entries). In addition, 
however, it contains an instructional 
Tutorial, Exercises for students, and, 
most important, sounds. The text of the _ 
Introduction, Symbols, Charts, 
Glossary, and References sections is 
taken verbatim from PSG, whereas the 
other sections have been created especially 
for the hypertext version. Although the 
published version of PSG is useful 
primarily as a guide to the interpretation of 
phonetic symbols, the additions made in 
the hypertext presentation make it also a 
useful tool for learning phonetic 
transcription. 

2.1. About HyperCard 

HyperCard is a program which runs on 
Apple Macintosh microcomputers. Based 
on the metaphor of cards grouped into 
stacks, HyperCard contains a wide variety 
of tools for creating and linking modules 

combining text, graphics, and, most . 
important for our purposes, sounds. It rs 
thus ideally suited to representrng so- 
called “exploratory hypertexts,” i.e. large 
complex documents, such as 
encyclopedias, which are intended to be 
used in different ways by different 
readers. PSG is a perfect examme of 
such a document. 

2.2. Symbols Cards 

As in the book, the most important 
section in the hypertext is the cards _ 
holding the information about indivrdual 
symbols. Of the 311 entries in PSG, 107 
were selected for inclusion in this versron. 
(Expanded coverage of PSG, taking into 
account the 1989 revisions to the IPA, rs 
anticipated.) These 107 represent most of 
the major entries in PSG (those with 
names in all capitals) and the ones of 
greatest interest to potential users of the 
document. 

Figure 1 shows the screen display for 
the symbol L0 WER-CASE A (page 3 of 
PSG). The upper part of the display 
shows the title, an enlarged picture of the 
symbol, a scrolling text field, and five 
buttons which permit the user to select 
which information appears in that text 

. field. These five choices correspond to 
the presentation of information in PSG. 
The lower part of the diSplay contains 
buttons which permit the user to Hear it 
(the sound), to navigate throughout the 
document (several buttons), and various 
other actions. This screen display format 
remains the same for all symbols in the 
document. 

The scrolling text fields are “clickable,” 
i.e. when the user clicks the mouse on 
selected items of text, appropriate actions 
occur. For example, Figure 1 shows that 
the words Cardinal, low, front, and 
unrounded appear in bold style. This 
indicates that clicking on any of them will 
take the user to the Glossary page for 
that word. Note also that the book title 
Principles appears in imh'cs; clicking on it 
(or on authors’ names) will take the user 
to the correct References page. Finally, 
words which are underlined (e. g. back, 
ram, Egg) or which appear in square 
brackets (e.g. [papD are 

pronounceable, i.e. clicking on them 
causes their pronunciation to be played. 

Among the buttons at the bottom of the 
display are the Browse buttons, _ 
consisting of left- and rightward pointrng 
arrows, and buttons which take the user 
to the main Menu, to the overall system 
Map, to the Charts, to aHelp screen, 
or out of the program (Quit). 

2. 3. Charts 

The symbol charts follow as closely as 
I possible the PSG format. For example, 

Figure 2 shows the screen display for the 
Cardinal Vowels 1-8, found on page 255 
of PSG. Note that, in addition to the 
chart and the navigation buttons, there are 
two additional buttons called Hear it and 
Find it. These two buttons are mutually 
exclusive, i.e. turning one on turns the 
other off. When the Hear it button is 
“on,” then clicking on a symbol in the 
chart causes its sound to be played. 
When the Find it button is enabled, on 
the other hand, clicking on a symbol takes 
the user to the card for that symbol. For 
example, if the user were to click on [a] 
(cardinal 4) with the Find it button on, 
as in Figure 2, the screen display would 
change to that of Figure 1. 

All of the PSG charts are represented in 
the hypertext version, although there has 
been some reorganization due to 
constraints on Macintosh screen size and 
legibility. Furthermore, two of the charts 
(Bloch and Trager’s Vowel Symbols and 
The Chomsky/Halle Vowel System) are 
not clickable, since their entries represent 
a more phonological than phonetic 
classification of sounds. 

2.4.— Glossary and References ' 

The Glossary and References 
sections are organized alphabetically. All 
of the entries beginning with the same 
letter are found together in a scrolling text 
field. 

2.5. Index 

The Index is a set of three scrolling 
lists, one for vowel symbols, one for 
consonant symbols, and one for 
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diacritics. By clicking on the name of 
one of the symbols in these lists, the user 
is taken to the appropriate Symbol œrd 
(sec Fig. l). 

2.6. Exercises 

One of the exciting features of this 
electronic book is that it contains an 
infinitely expandable set of exercises. 
One kind of exercise is traditional 
listening practice, in which the user clicks 
on a test sound and has to find the correct 
symbol. Another exercise is of the 
symbol-to—feature type, the user being 
required to match symbols with their 
phonetic feature descriptions, and vice 
versa. A third kind of exercise, not 
normally found in phonetics classes, is 
what we œll a “treasure hunt,” in which 
the user is asked to find out certain 
information from the encyclopedic 
resources. An example might be “For 
which symbols do the IPA and American 
systems agree the most? For which do 
they disagree the most?” 

3. INNOVATIVE FEATURES 

The electronic PSG incorporates several 
features which are relatively unusual in 
instructional software. These relate to the 
social nature of learning and the 
advantages which come from 
collaboration in the classroom. 

Recent research with so-called 
“intelligent tutoring systems” suggests 

computers can never have enough 
“intelligence” to behave as true partners in 
learning. In other words, they remain 
artifacts, however complex. Thus, we 
have incorporated into the Exercises 
procedures for more than one user (e.g. 
two or more students, or a teacher plus 
one or more students) to use the hypertext 
simultaneously. For example, similar to 
some traditional listening and transcribing 
practice drills, one user serves as the 
talker, the others then being listeners. 
First, the talker views the target phonetic 
symbol or string and then hides it again. 
Then, as the listener attempts to transcribe 
the talker’s productions, the talker obtains 
immediate feedback as the correctness of 
his or her productions from the sounds _ 

played and text viewed by the listener. In 
this situation, the hypertext PSG acts as a 
non-judgemental authority, available for 
instant consultation by the students. 

Another collaborative aspect of the 
electronic PSG is the Comments button, 
available widely throughout the document 
(see Fig. l). By clicking this button, the 
user is taken to a Comments screen, 
where comments by previous users may 
be read, and new comments maybe 
entered. In this way, the user 
communicates with other users, including 
the authors, and a learning community is 
established. Frustrations with program 
content or operation are easily vented, 
leading to more positive views of the 
learning experience. 

One final innovation which we shall 
mention here is what we might call the 
auto-trace feature. It is easy to capture the 
name of each button or field clicked on by 
users as they navigate the hypertext. This 
sequence of names is then used in two 
ways. First, it serves as an aid to the 
user, who can visit the list in order to 
recall where they have been recently. 
They do this by clicking the See recent 
history button (see Fig. l). By simply 
clicking on one of the names in the list, 
they are then taken to the appropriate 
display. This list also serves a second, 
pedagogical use. When the user leaves 
the program (by clicking the Quit 
button), the list is written to disk, whence 
it can be viewed by the teacher (and 
eventually the authors) as evidence of the 
success or failure of the program in 
serving the needs of that user. 

Together, these collaborative and auto- 
trace features make possible the evaluation 
and validation of the electronic PSG as a 
teaching too]. As we collect information 
on the document’s use over the next few 
years, we will thus be able to extend and 
improve it even firrther. 

4. REFERENCE 
[1] PULLUM, G. K. & LADUSAW, W. 
A. (1986) Phonetic Symbol Guide. 
Chicago: University of Chicago Press. 
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figure 1. 

LOWER-CASE A 

IPA USAGE: 

Cardinal vowel No. 4: low front 

unrounded. Described in "Principles" 

(p. 8) as the vowel sound of  Northern 

English m or Parisian French pm. 

In the speech of Chicago, Illinois (and 
various other varieties of  American 

English), a word like mm is pronounced 
as iPA [pap]. In the speech typical of 

f 

Menu 

Go back J &, Hearlt use Charts) RI Browse [Z] 

Figure 2. 

. . . . . . . . . . . . . . . . . .  

. . . . . . . .  a . . . . . . . . o  

O Source 

© IPB Usage 
O american Usage 
O Other Uses 
0 Comments 

See recent history—l: 
Index 

Glossary 
_ _ _ — _ _ -  ' 
References 

I P A  Cardinal Vowe ls  l - 8  

Comment 

D ‘ . ‘ I More Go back Charts 

321 
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ABSTRACT 
One of the difficult problems facing 
teachers of phonetics is the lack of tools 
for training prosody (i.e., intonation, 
stress, and syllable rhythm). Our 
Interactive Prosody Trainer is a low-cost, 
microcomputer-based system for 
interactively teaching speech prosody. 
Based on a digital signal processing chip 
and an easy-to-use graphical interface, 
this device does two different, interrelated 
jobs. On output from the host 
microcomputer, it synthesizes models of 
utterances from stored LPC and prosodic 
control parameters. On input, it extracts 
the fundamental frequency and intensity 
of the user’s productions, for comparison 
with the model. Similarities and 
differences between the two productions 
are then highlighted for the user. 

1. INTRODUCTION 

The teaching of prosody has not taken 
adequate advantage of modern speech 
technology. Beyond what is found in 
books or in the heads of phonetics 
teachers, there are just two audio-cassette 
resources and some not-very-interactive 
hardware. One of the audio-cassettes is 
the demonstration tape accompanying 
Cruttenden’s text [1]. The author has 
simply read the examples from the text, as 
rllustrations of the points he makes -- 
hardly a compelling pedagogy. The other 
cassette material is Allen’s auto- 
rnstructional tutorial [2], used 
successfully for several years in his own 
phonetics classes but not disseminated 
widely. 

Two (very similar) hardware products 
exist for training prosody, namely the 
Visipitch (Kay Elemetrics Corp.) and the 
PM Analyzer (Voice Identification, Inc.). 
Both devices extract fundamental 
frequency (F0) and intensity in real time 
and display them on a computer monitor. 
Both permit the visual comparison of a 
student’s response to a teacher’s model. 
Unfortunately, neither one can play back 
the model and/or the response for auditory 
comparison by the user, and both require 
the teacher to be present to evaluate the 
student’s response. And they are both 
expensive. In other words, thœe devices 
are helpful aids for the teaching of 
prosody, but they require extensive one- 

- to-one interaction with a trained 
professional, and a majority of training 
programs œn afford to buy at most one. 

Interestingly enough, Lane & Buiten [3] 
showed over 25 years ago that an 
Interactive computer workstation could 
teach prosody effectively. Their so-called 
“Speech Auto-Instructional Device” 
(SAID) required users to match, as 
closely as possible, either the F0, the 
Intensity, or the syllable timing of a model 
utterance. Using analog F0 and intensity 
extractors, plus a DEC PDP/l 
minicomputer to calculate the match 
between model and response, the device 
cycled users successively among the three 
prosodic features until all three had 
converged to an acceptable degree. As 
successful as the SAID was in training 
fluent prosody, it is perhaps surprising 
that its principles have never been 
extended to modern microcomputers and 
digital signal processing technology. That 
tune has now come. 
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2. A SAMPLE SESSION 

The user, a young Chinese student who 
is improving his English, sits in front of 
the display screen and presses the Model 
button on his keypad. The computer . 
presents the phrase “Good morning” with 
mid-level pitch on “Good” and a high- 
falling pitch on “morning.” As the 
utterance is played out, white dots follow 
along the fundamental frequency (F 0) and 
intensity traces on the screen. If he 
wishes, he can press the Model button to 
hear the utterance again. 

When he is ready to respond, the user 
presses and holds down the Talk key. 
As he mimics the model with reiterant 
speech, which consists of repeated lma/ 
syllables [4], his F0 and intensity are 
drawn on the screen in a different color 
and width of line from the model. 
Differences between the model and 
response prosodies are highlighted with 
shading, and “scores” are generated 
comparing the F0 and intensity traces and 
the timing of the syllables. 

By pressing either the Model key or the 
Response key, the student can then hear 
“Good morning” uttered with the original 
prosody or with the prosody of his own 
response. As the utterance is played out, 
white dots trace out the prosody curves of 
the utterance to which he is listening. 

At this point, the student has several 
choices. He may wish to produce another 
response, which he does by pressing and 
holding down the Talk key. Or, he may 
wish to review an earlier response, which 
he does by pressing a left-pointing arrow 
key the appropriate number of times (once 
for the previous response, etc.). Data 
from earlier responses are then presented 
on the screen, and he can again listen to 
erther the model or the response. Finally, 
he may wish to move on to another 
utterance, which he does by pressing the 
New key. 

As he works, all of his data are saved in 
a file, which is then written to disk at the 
session’s completion. later, the 
Instructor will review this file, evaluating 
the student’s progress. 

3. WORKSTATION FEATURES 

A prototype has been built using off- 
the-shelf components and well- 
documented speech processing 
algorithms. The hardware consists of a 
personal computer (PC) with a VGA color 
graphies display, microphone, speaker, 
and an audio I/O card with a digital signal 
processing (DSP) chip. The software 
consists of F0 and intensity extraction, 
speech encoding, and human interface 
modules. 

Model utterances are stored in the PC, 
using linear prediction coefficients (LPC) 
plus prosodic information. There are two 
important advantages to using LPC coded 
models. One is simply the reduction in 
storage demands, in comparison with 
digitized speech. The other advantage is 
more important, however. Effective use 
of a prosody trainer requires that the 
model text be presented with either the 
model or the user’s prosody. Since users 
of our device will respond with reiterant 
speech, the extracted F0 and intensity data 
can be substituted for the model data and 
used to drive the LPC re-synthesis. 
Thus, the user can easily toggle back and 
forth between the model as originally 
presented and the same words uttered 
with the prosody of the user’s response. 

Many algorithms exist for extracting F0 
from speech [5]. Because reiterant speech 
is fully and continuously voiced, most F0 
extraction algorithms work (equally) well. 
Speech intensity is usually also obtained 
as a lay-product of this F0 extraction 
process. Thus, while the user is talking, 
current estimates of F0 and intensity can 
be delivered to the PC at the same rate as 
the model. Before the data are drawn on 
the screen, they are smoothed, scaled, and 
sometimes time-normalized. We say 
“sometimes,” because there are situations 
in which the timing should be corrected, 
and others in which it should not. 

F0 and intensity must also be _ 
appropriately scaled, both for the display 
and for the calculation of the fit between 
model and response. Both F0 and 
intensity are scaled logarithmically, to 
match our perceptions of these acoustic 
features. Scores for the degree of match 
between model and response are then 
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calculated as weighted averages of the 
differences between the data values. The 
use of weights permits focusing of 
attention on important speech features, 
such as vowel nuclei, without corruption 
by consonants! gestures. 

Adjusting the timing of the response is 
another case of a difficult task made easier 
by the use of reiterant speech. 
Consonant/vowel (OV ) boundaries are 

. relatively easy to loœte from the intensity 
trace of repeated /ma/ syllables. These 
boundaries can then be aligned 
successively with pre-stored (W 
boundaries of the model. Data points are 
deleted or interpolated in the F0 and 
intensity traces, as required, to match up 
the timing for each segment of the 
utterance. Finally, a score for the 
accuracy of timing can be generated as a 
weighted sum of the adjustments required 
to align the response to the model. Again, 
weighting these sums permits the user to 
focus on important temporal aspects of the 
model without becoming distracted by 
irrelevant features that happen to have 
been mis-timed. 

Since the target users are persons with 
little or no experience in computer use, the 
interface must be simple and easily 
learned. As described in §2,above, a 
session with the Interactive Prosody 
Trainer requires the user to listen to a 
spoken phrase, mimic it using reiterant 
speech, and then view a graphical display 
showing his response compared to the 
original. He is then able to listen to the 
model phrase with its original prosody or 
with the prosody of his own response. 
This is similar to the SAID procedure [I], 
referred to earlier, in which learners 
alternately mimicked the F0, intensity, or 
timing of model phrases. In addition, 
however, our device permits the user to 
listen to the target phrase with his or her 
own prosody, in direct comparison with 
the model. This form of feedback is 
crucial for successful prosodic training. 
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A VIDEO INTRODUCTION TO GERMAN PHONETICS 

Ursula Hirschfeld 

Herder-Institut Leipzig, Germany 

ABSTRACT 
Learning the phonetics of a foreign 

language can be greatly facilitated by _use of modern technology (video, 
computer). A video course is described Wth represents a first attempt at a systematic and concise introduction to German phonetics for students of 
German as a foreign language. The present summary of motivation, goals, content, and organization of the course Will be supplemented at the conference with illustrative excerpts from the video tapes. 

1. MOTIVATION 
Phonetic research, despite its broad scope, 1s Still not providing much help for those learning a foreign language. Language teachers and authors of instructional books tend to ignore the results. of speech perception and production experiments, in part because these results are often reported in a way that makes it difficult to recognize their relevance to problems of second language acquisition. As a result, there is Widening gulf between the state of the art m research and the quality of phonetic training in second language teaching. This relative neglect is evident m (a) undifferentiated teaching goals, (b) poorly developed methods of phonetics instruction, (c) insufficient phonetic training of language teachers 

who, moreover, often speak with a strong foreign accent themselves, and (d) lack of appropriate teaching materials. 
Modern technology can aid second language learners in mastering phonetic problems by utilizing multiple infor- mation channels and by introducing new instructional methods. Unfortunately, 

.
.
 

current video language courses do not‘ explort these possibilities and often 
proceed without drawing students' 
attention to the phonetic peculiarities of 
the target language. Therefore, this 
author has developed a video course that 
provrdes a concise and systematic 
introduction to German phonetics for 
students of German as a foreign 
language [2]. 

-2. GOALS _ 
The course's aims are to enable 

students to discriminate and identify 
segmental and suprasegrnental units on 
an auditory and articulatory basis, to lay 
the foundation for correct articulation of 
vowels and consonants, and to develop 
basrc abilities of listening, speaking, 
reading, and writing. It is addressed to 
both beginning and advanced students. 
3. CONTENTS 

The course comprises eight lectures 
which focus on the following: ' l) Intonation (melody and stress). 
(2) Unrlounded vowels [u:, a, iz, r, e:, a:, 

e, o . 
(3) Rounded vowels [u:, u, 0:, o, yz. Y. 

(4) €? iii. 1p on s, lottal sto , . 
(5) Plosives [%), bg, t, d, k, gll). [h] 
(6) Fricatives and affricates [f, v, 8, 25," 

ts, ks, pf, kv]. 
(7) Fricatives and affricates [c. j. x. I. 

I t, J’ p], [r] sounds. 
(8) Nasals [m, n, 11], -en suffix. 
4. ORGANIZATIONAL 

PRINCIPLES 
' The construction of the materials is 
based on results of phonological and. 
phonetic research, as well as on 
experiences gained from teaching 

German as a foreign language. Thus 
intonation stands at the beginning of the 
course, so as to enable students to 
produce all following exercises with 
correct stress patterns, melodies, and 
rhythms. This special position reflects 
the importance of suprasegmental 
factors in speech perception and 
comprehension. Vowels and consonants 
are introduced by their most important 
phonetic properties in the context of the 
whole sound system. They are not 
treated as isolated sounds but always in 
groups, with reference to systematic 
feature categories (e.g.‚ “long-short” in 
vowels and “fortis-lenis” in consonants). 
Phonological principles are not 
discussed explicitly but are an implicit 
component of the course. Articulatory 
maneuvers are explained in simple 
terms. 

Each lecture consists of three parts. 
The first part (demonstration) establishes 
relations within the phonemic system, 
gives examples, explains correct 
articulation, states rules, and elucidates 
sound-letter correspondences. In the 
second part (listening exercise), word 
pronunciations close to the norm are 
used in short interactive scenes, and 
individual and situational variants are 
introduced. The third part presents larger 
regional and individual variants: 
Various people in the streets of different- 
German cities were videotaped 
producing examples from each lecture. 
Such “real-life” variants have so far 

been totally absent from phonetic 
teaching materials. 

The materials make use both of 
traditional taeching devices (tables, 
rules, verbal hints) and of innovative 
methods (gestures, computer graphics 
[1]). Orthography and IPA transcription 
are also included. Explanations are 
provided in English (with alternative 
versions in Polish, French, Spanish, 
Italian, Russian, Hungarian, Slovak, and 
Czech). 

The minimal lexicon of about 200 
frequent words and proper names (of 
persons and cities) enables students at all 
levels to use the course, which can be 
combined with any existing language 
course. Moreover, the course's 
protagonists, an old Germanic warrior 
(puppet) who provides the explanations 
and a charming young woman (live) 
who speaks the examples, make learning 
fun. 

Additional courses providing con- 
trastive exercises in the nine languages 
named above are in preparation. 

5. REFERENCES 
[1] HEIKE, G., PESSARA, R., and 
STANKEWITZ, A. (1988). “UK- 
Dynamo, Version 1.0”, Institut für 
Phonetik der Universität Köln. 
[2] HIRSCHFELD, U. (1990). 
“Einführung in die deutsche Phonetik” 
(video course and booklet, Institut für 
Film, Bild und Ton, Berlin). München: 
Hueber Verlag. 
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DANS QUELLE MESURE PEUT—ON PREVOIR LA QUI SE REALISE EN IMAGE 
SEQUENCE PHONETIQUE 

. ——-— LA VOIX INTERIEURE QUI PRECEDE L’EMISSION DE VOIX --- 

Keiichi Kojima. 

Université Seitoku . 

W ABSTRACT 
" eh examined. the duration of p_onet1c umty realised in an osc1llogram analysis of 9 vocal phenomena of French speakers. The "phonetic unity " examined is to be distinguished from the notion of "rhythm group " as it is *generally understood. It. is phonetic coherence imaged in the brain in spoken language. 'The examination evinced a ” moment of .coherence " of 150 - 1000 ms :I‘his is the extent of the moment m which the brain creates the image of. an utterance before its vocahsatlon. 

LINTRODUCTION 
La vou: est chargée implicite— ment de sens. Quand donc ce sens est—11 réalisé chez le locuteur " Cela aurait quelque chose a voir avec la voix interieure qui exi— ste en tête. L’émission de voix est un résultat de deed-forward) dans la tête du locuteur. Et maintenant nous devons chercher quelques méthodes d’après les quelles nous pourrions tirer des Jugements sur la durée de ce temps secret de (feed-forward) qui precede l’emission. 

2. MOTIVATION DE CETTE ETUDE La raison pour laquelle nous nous intéressons & ce probléme pro— vxent de la phrase française—ty e suivante : ( C’est l’homme doît Je vous ai parlé.) où on se sert du pronom relatif <dont>. Selon 
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l’interprétation grammaticale, ce <dont> est nécessairement in- troduit par le verbe suivant <parlé>. Si la voix est exprimée en poursuivant la pensée, restera à savoir ce qu’est cette pensée au moment où l’on a exprimé le mot <dont>. Si l’on choisit le mot (dont) dans la sequence de la. langue parlée, cela indique— rait une prévision du mot <parlé> quand on exprime ce mot <dont>. 
hïous allons nous demander 
Jusqu’à quel point la voix sans sonorité (voix intérieure) devance l’émission. 

3. METHODE D’ANALYSE 
Nous allons observer, en analy- sant les ondes oscillographiques enregistrées par deux Français et un Italien (pas de lecture de texte, parler naturel) a la Vitesse lente de 10 cm/sec» combien d’éléments (phoneme, syllabe, mot, groupe de mots que nous ne connaissons pas encore) et a quelle place le locuteur cherche au cours de la séquence- 

4. OBJET DE NOTRE ETUDE Lors de l’apprentissage de la langue, se pose la question de lunité phonétique, c’est à dire plus petit ensemble d’éléments phonétiques. On appelle en géné— ral cet ensemble le groupe rythmique. Le groupe rythmique comme signe structurel de langue posséde un caractère phonétique: mais la voix intérieure précédant lémisswn ne nous semble pas 

toujours posséder assez de durée 
pour nous montrer le signe stru- 
cturel. C’est plutôt un phénomène 
physiologique commun parmi les 
hommes et nous ne pouvons pas 
encore justifier la valeur lin- 
guistique de cette limite. Mais 
nous pouvons dire que l’analyse 
de ce phénomène est une révision 
de la notion de groupe rythmique 
et nous devons maintenant assou- 
plir cette notion d’unité pour 
reconnaître d’autres successions 
phonétiques. Par exemple, dans la 
séquence qui suit : (En m’excu— 
sant encore de ne pas vous 
l’avoir donné tout de suite ...) 
nous avons au moins 3 groupes 
rythmiques possibles : En m’ex— 
cusant ..., de ne pas vous..., 
tout de suite. Or, si on la coupe 
de la sorte, nous sentons quel— 
que chose d’étrange en ce qui 
concerne la structure : En m’ex- 
cusant, encore, de ne, pas vous 
l’avoir, donné tout de suite. 
Cependant la réalité de ces cou— 
pures, faits phonétiques, nous 
oblige & accepter ce curieux 
phénomène. 

5. INFORMATEURS 
1. Français :31 ans, né a Paris, 
nationalité française. utilisa— 
tion du japonais pendant 6 ans, 
15 ans a Paris, 3,5"àns & Tahiti, 
10 ans & Chevreuse, 3 ans au 
Japon. 
2.Italien : monologue a la radio. 
Pas d’informations détaillées. 
3.Français:monologue & la radio. 
Pas d’informations détaillées. 

6. INTERPRETATION DES ONDES 
OSCILLOGRAPHIQUES 

C'est sur l’oscillogramme que 
nous considérons qu’existent des 
coupures temporelles reconnais— 
sables. 

6.1.Apres le prolongement du son. 
( En m’excusant / encore / de ne 
....(67/1003ec)/ pas vous l’avoir 
/ donné...)(ini’ormateur 1) la] de 
[ne] a une durée de 67/100 sec. 

qui nous semble bien exprimer le 
fait que le locuteur cherche les 
éléments qui suivent. 
6.2. Apres l’arrêt du son. 
C’est le temps pour chercher les 
éléments qui suivent, qui est 
remplacé par l’inspiration ou 
coup de glotte. ( Voila monsieur. 
/ En m’excusant / encore . . .  
(50/100sec, inspiration) ) (in- 
formateur 1) 
6.3. Aprés l’insertion du son. 
[a] ou [a] apparait dans la se— 
quence. ( était a peu pres 
[a] ...(18/100sec) / trois mille 
... > (informateur 2) 
6.4. Aprés l’intonation montante 
rapide. (chez les Japonais, apres 
l’intonation descendante.) 
Cela s’accorde avec le changement 
de hauteur & la fin du groupe 
rythmique français. ( Je suis 
arrigé / a Londres ... ) 
(informateur 3) 
6.5.A la place ou est provoqué le 
décalage d’amplitude au cours de 
deux mêmes sons. 
( En m’excusgnfi / encore ... ) 
(informateur 1) (16° sieclg / le 
nombre …) (informateur 2) 
6.6. Au changement d’un son fort 
en faible. 
Les amplitudes ne se comparent 
pas en différence acoustique 
absolue mais relative. ( ... pas 
vous l’avgi_r / dgnné tout de 
suite ) (informateur 1) [a] 
de [avwals] étant fort, nous 
pouvons mettre une coupure 
devant <donné>. Pourtant si on 
prononce de suite sans coupure 
consciente (avoir donné), ou le 
dernier [a] de [avwals] n’est pas 
fort en comparaison du [a]  sui— 
vant, on observe alors que l’am— 
plitude des [a] [e] suivants se 
rapproche de celle de [a] précé- 
dant. Dans cet état, nous consi— 
dérons ce [a] de [avwals] plutôt 
comme faible. C’est-a-dire dans 
cette situation-ci <avoir donné) 
se groupe en une unité phone— 
tique. - 
6.7. Au changement du son faible 
en fort. 
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(...pgssgr d_e_ /bc_>nnes vacances) 
(informateur 1) 
6.8. Après une grande quantité 
vocalique. _ 
( Si / vggs voulez... ) (infor- 
mateur 1) 
6.9. Aprés la détente lente de 
l’amplitude. 
( Voila. / merci. Merci encore 
... ) (informateur 1) 

7. REVISION DE LA NOTION 
DE GROUPE RYTHMIQUE 

Bien que le groupe rythmique 
soit le plus petit ensemble pho— 
nétique formant une unité de 
sens, il n’est pas toujours ex- 
primé en unité de groupe ryth— 
mique, étant donné que la pensée 
et la voix sont un amalgame indi— 
visible. La preuve en est que la 
voix, dans la langue parlée, est 
émise parfois avant que la pensée 
développée en tête ne comble 
l’unité structurelle de sens. 
L’ensemble phonétique dans ce 
cas n’est pas l’unité sémantique. 
Nous appelons cet ensemble "le 
groupe rythmique physiologique". 
Dans <... de ne pas vous l’avoir 
donné tout de suite.), (l’avoir 
donné) est censé être un ensem- 
ble théorique (grammatical), mais 
la voix dans la langue parlée 
fait coupure après (l’avoir), ce 
qui est le signe qu’on cherche 
les éléments qui suivent. Et dans 
ce cas, (donné (donner) tout de 
suite) est un ensemble. L’en- 
semble phonétique que le locuteur 
retourne dans sa tête avant 
l’émission nous semble plus court 
que le groupe rythmique. 

A propos, la voix émise. réalise 
-t-elle le mécanisme structurel 
qui demeure & l’état latent dans. 
les profondeurs? Nous disons que 
oui. Bien qu’on y sente quelque 
chose de grammatical, notre opi— 
nion est plutôt que la relation 
entre voix et paroles constitue 
l’essence même du discours. Dans 
l’exemple (Le visage visible 
dévoile le cœur invisible.), la 
structure peut être analysés en 
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trois unités sémantiques : le 
visage est visible, il dévoile le 
cœur invisible, le cœur est 
invisible. Ce n’est que de la 
structure. (Le visage visible) 
est clairement différent de (le 
visage qui est visible). Celui-là 
est en une unité d’image et celui 
—ci est en deux unités. Sur ce 
point, dans la tête du locuteur, 
il est clair du point de vue 
phonétique que (visible) s’ac- 
corde en tant qu’image avec la 
séquence précédente ou bien s’en 
sépare. Bien sûr, (le visage 
visible) peut se séparer ainsi : 
(le visage) (visible) sans utili- 
ser (qui est visible). C’est-à- 
dire soit une unité (le visage 
visible), soit deux unités (le 
visage / visible). Le contenu 
(qui est visible) peut être 
module dans celles—ci avec des 
éléments phonétiques accentue], 
intonatif, etc. Aussi l’image 
qu’a en tête le locuteur varie 
selon le mouvement phonétique 
bien qu’en surface l’écriture 
apparaisse identique. Il y a cer— 
tainement une unité de (groupe 
rythmique) en français mais le 
rapport de P. Delattre se rat— 
tache a l’image de tête du locu— 
teur : (...toute syllabe finale 
d’un mot qui porterait l’accent & 
l’état isolé a tendance a ne pas 
désaccentuer complétement a 
l’intérieur du groupe. La dés- 
accentuation est d’autant moins 
complète que le mot est plus 
important. > (1966. p.143). Nous 
trouvons ici la coupure de 
l’image de tête (feed—forward) et 
nous pouvons retrouver la les 
unités émiettées de l’image. 0r, 
le mouvement phonétique dans ce 
cas-là devient caractéristique 
sur la partie finale (—sible> 
pour (le visage visible) et sur 
la partie (—sage> pour de' 
visage (qui est) visible). 

& ETABLISSEMENT D'UNE. 
HYPOTHESE DE FEED-FORWARD 

Une certaine image B provoquée 

au cours d’une certaine image A 

se réalisera phonétiquement aprés 

le mouvement d’émission continue 

de l’image A. La durée temporelle 

de B est égale a la longueur du 

feed-forward qui est formé au 

cours de A. Il y aurait des 

mécanismes plus compliqués en 

réalité dans lesquels inter- 

viendraient des changements phy- 

'siologiques qui sont au—dela de 

notre connaissance en matiere de 

phonétique. Nous avons besom 

de la relation entre la durée de 

la partie prolongée ou de la 

partie amuie (qui constituent 

toutes deux des recherches de la 

pensée)et celle de l’ensemble 

phonétique qui les suit. . Cette 

relation est utile pour v01r dans 

quelle mesure l’image avance 

dans ces parties. 
Nous représentons par ”un gra- 

phique l’état de distribution de 

la durée temporelle. 
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more do fois 

La partie de suspension (repos 

d’inspiration) apparait par en— 

droits mais nous ne considérons 

pas cet intervalle en tant que le 

temps mis a chercher les éléments 

qui suivent. C’est parce que lon  

ne peut pas deviner quand le 

locuteur au cours de l’intervalle 

a commencé a chercher les élé— 

ments qui suivent. Nous trouvons 

1830 ms ( ... tout de suite. --- 

J’espere ), dont toute la 

durée ne pourrait cependant pas 

être le temps mis a chercher les 

éléments qui suivent. C’est une 

partie où il y a un temps d m— 

spiration qui finit le qet‘ pré- 

cedent, et le locuteur en inspi— 

rant commencerait & chercher les 

éléments qui suivent. Nous 

pouvons enlever une telle durée 

remarquable. Pour finir. la durée 

la plus fréquente est concentrée 

dans la graphique entre 150 ms 

et 1000 ms. C’est le temps néces- 

saire pour évoquer l’image. La 

vitesse avec laquelle le locuteur 

parle ne serait pas pertinente. 

La partie prolongée et lemme, 

semble, dans la phrase, plus 

courte que l’ensemble phonétique 

qui suit la partie prolongée et 

l’amuie. Si on peut retrouver ce 

fait dans beaucoup de cas, cela 

veut dire que l’image se forme en 

tête plus rapidement: dans le 

temps que la voix émise d après 

cette image. 

9. CONCLUSION 
La valeur numérique mesurée de 

150 ms à 1000 ms est un moment 

dans une seconde. Il est impor— 

tant donc d’acquérir . constam— 

ment l’ensemble phonétique réa- 

lisé dans une seconde enViron et 

quand on parle, il _conv1ent 

d’utiliser la voix intérieure en 

découpant l’image la plus proche 

possible de l’émission. 
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TACTILE SEGMENTAL FEATURES FOR GERMAN 

H . G. Piroth and H. G. Tillmann 
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. ABSTRACT 
This paper presents the definitions for a 
synthesis of quasiarticulatory tactile 
speech stimuli and the method of pre- 

— sentation as developed in a German Re— 
search Council project concerned with 
tactile syllable equivalents. 

l. INTRODUCTION 
Most of the investigations concerned with 
tactile speech for the deaf use systems 
that transmit tactile transforms of the 
acoustic speech wave to the skin. (Por an 
overview see [S]). As opposed to these 
approaches, the concept of a speech-to- 
skrn transmission system has been pro- 
pggdigous that fully relies on articula— 

rma ion to ° Equivalents [1,6]. code tactile speech 

uch a system needs to contain tw ' 
components. The first has to extrafciflrhnel 
articulatory information from the speech 
wave, and the second has to transform it 
mto tactually walk-distinguishable pat- 
terns: To investigate the general appli- 
cability of such a concept our initial ex- 
perimental research has been limited to 
the second component. 
In several previous investigations pro- 

<—-ll-—> 

î Î  

posals for the coding of the articulat 
features to construct a tactile system? 
vowel and obstruent equivalents have 

' been made and modified dependent on the 
test results.(e.g. [2,3]). in preparation of 
the test stimuli for an investigation of 
the recognizability of tactuall 
words [4] the need for a cogiz:nm 
comment set of tactile features to code 
at least the phonemic distinctions of 
Standard German arose. Only labializa- 
tion is not included in this version. shoe 
lip movements are easily detectable by 
lip-reading. ' 

ammrusm GENERAL . ”3°” or t execution of ex erimental' re— 
search SEHR (“System ft:- Electrocuta- 
ncous Strmulation")has been developed. 
SEHR enables the computer—controlled 
synthesis and presentation of electric 
pulse trains to the skin. 
A PDF:-ll is connected with a 16- chan- 
nel stimulus generation device. SEHR 
produces current-controlled bipolar inn- 
pulses without a d.c.- component. The 
impulse forms of the versions SEHR-2 
and SEHR-3 are given in Fig. l. Usins 

4—D—e» 

îl—Î 
L_| _ 

Hz. !: Impulse forms 
(Ien: sam—z right: sans-3) 
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version SEHR-2 the pulse repetition rate 

can be manually adjusted between 100 

and 500 pps. The duration of the rectan- 

gular part of the impulse is software- 

controlled and variable between 0 and 

500 us. Impulse amplitude is digitally 

adjusted to one of 64 steps between 0 and 

S mA. For SEER-'3, also pulse repetition 

rate is preset via software. Durations are 

allowed to vary in steps of 32 us between 

0 and 512 as and intensities in steps of 

0.33 mA from 0 to 4.95 mA. 
The channel outputs of SEHR are de- 

livered to the subjects via 16 pairs of cir- 

eular gold-layered electrodes (9 mm in 
diameter and 1 mm apart from one an- 

other). For the experiments on an arti- 
culation-based system for tactile speech 

presentation electrodes are placed as 

shown in Fig. 2. "Die PDP-11 is equiped 

with an AD-converter and a Schmitt- 

trigger that receive their inputs from a 

small box with a potentiometer knob and 

a button. The software package includes 

several procedures for intensity thresh- 

old determination. ’Ihus, during a cali- 

bration procedure at the beginning of 

each test session Ss can adjust impulse 

intensities separately for each channel 

by turning the knob and store the desired 

values by pressing the button. For test 

presentation, the package contains se— 

veral modules that take detailed stimulus 

descriptions (sequence of channels, num- 
bers of impulses, intervals between suc- 

cessive pulse trains) as input as well as 
the calibration results (pulse amplitudes 
and durations) and randomization lists 
for identification or discrimination tests. 

Some identification test modules allow 

answering by pressing keys on the compu- 
ter keyboard and give confusion matrices 

of the results as output. 

distal proximal 

Pil- 2: Electrode arrangement for 
tactile stimulation 

3. THB CODING METHOD 
The forearm has been chosen as tactile 

stimulation area. since it can be inter- 

preted as a mapping of the local relations 

within the vocal tract. The stimulus pat- 

terns are dynamic sequences of pulse 

trains consisting of three impulses with a 

duration of 256 us for each rectangular 

part and an amplitude corresponding to 

the subjective mid value between abso- 

lute and annoyance thresholds. 
Under these conditions. quasiarticulatory 

patterns are defined on the syllable level: 

syllables equal in narrow phonetic tran- 

scription are represented by equal tactile 

patterns consisting of subpatterns repre- 

senting the segmental structure of the 

syllables. The basic distinction between 

vowels and consonants is coded by the 

distinction between longitudinal and cir- 

cumferent subpatterns (i.e. subpatterns 
moving along the arm or subpatterns sur- 

rounding it). 
The coding features of vowels are height 

(from dorsal to velar) and front/back 
(distal/proximal). According to this pho- 

netic feature transformation, li/ is a 

subpattern oscillating between the two 

distal electrode pairs on the dorsal side. 

lu/ between the two proximal ones of 

the same side. a front /a/ is a subpattern 

oscillating between the two distal elec- 

trodes on the volar side. For a complete 

coding of vowel height more than two 

distinctions have to be made: mid vowel 

height is transformed to a subpattern os- 

cillating both at the ulnar and radial 

sides of the arm. To create a fourth level. 

/e/ moves along the radial and ulnar as 

well as the volar side of the arm. (For 

details see Tab. 1.) 
For consonants, the front/back distinc- 

tion is applicable as well, /f/ surrounds 

the arm at the distal electrode ring. /h/ 

at the proximal one. others are in bet- 

ween according to their places of articu- 

lation. Since more places have to be 

coded than electrode rings are available, 

some fricatives are represented as double 

rings contrarotating at neighbouring elec- 

trode rings. The fortis/lenis feature is 

coded as a difference in inter pulse train 

intervals. Fortis fricatives have twice as 

many pulse trains as lenis fricatives and 

a shorter inter pulse train interval to 

preserve equal overall durations. Plosive 

subpatterns. as Opposed to fricatives do 

not form a complete ring. but after start- 
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Tù. 11 S …  et Electrode Pairs Stimulated for stop.“… 
(Consonaats Initial before la!) 

No.1 2 3 4 5 ‘ 7 . 910111213|4ß16 

Vowels (Brugge) 

[ 1 1 1 2 1 2 1 2 1 3  
l s l s s s s s s s s  
[111313313313313 

le! 4 5111010115 4 
_lol s 1415121216145 
la! 5 6 1 2 “  11125 5 

Isle-1 5 s 1 1 s 1 0 7  

Pricatives (Invent-=15. Fulani-=35) 

9 9 1212 

I s l r 1 s s 4 4 5 5  1 1 2 2 1 1  ‘ 2 5 1 1 4 5 1 2 1 0 1 1  101111 
"; 2 2 9 9 5 3 6 5 3 1 3 3 "  
’il 193613111 :  11111: 

Duration of a single Pulse Tr ' sm.- 5. Interval Between Pulse Trains: 131121211 

Example: Ill 

FU U 
_ _ _ - " " "  

Example: le! 

“TU U U U:— 
Example: le I 

__a , __ 
:U U “43““ 
Example: If] or lvl 

Example: Isl or [2! 

WU U 
___—_? 

Example: Ip! or Ib! _ 

\ ‘ ____ E 
_“ U \ ) U ‚U.,-— 

_ Nasals (Irma) 

lut/l 1 13134 4 13137 113131010 
Inlz z 13135 5 13133 s 13131111 
lgla 3 13136 6 13139 9 13131212 

Liquids (um-15) 

ins at one point of the electrode ring cor- 
responding to their place of articula- 
tion. the subsequent pulse trains are sta- 
tically delivered to the place neighbour- 
ing the starting point to simulate their 
noncontinuous production. Fortis plosives 
move fast and have a pause added after- 
wards that resembles the occlusion phase. 
Lenis plosives move more slowly and 
lack the pause to keep overall durations 
of plosives constant. 
Nasals are coded like the corresponding 
lenis lricatives. but with intermediate 
pulse trains at the dorsal proximal elec- 
trode pair to imitate velum behaviour. 
Liquids are circular movements using the 
dorsal and radial side electrodes of two 
neighbouring rings according to their 
places as described below. To include an 
analogue of coarticulation consonantal 
rubpatterns start where the preceeding 
vowel stops or stop where the subsequent 
vowel starts. Thus. the exact electrode 
pairs involved in a tactile consonant equi-.. 
valent change with the context vowel 
shins additional hints for the recognition 
of vowels with the effect that the only 
patterns that are exactly identical are 
recurring syllable equivalents. not seg- 
meats. 
ln this system overall durations of con- 
sonants and vowels are constant (except 
for some subthreshold variations) for 
experimental purposes. but durations] 
variations of catch] and explicit speech 
could be implemented without changing 
the main characteristics of the percept. 

Example: Im! 

ir 

Example: Ir! 

@ 
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SPEECH—PROSODY CHARACTERISTICS OF YOUNG CHILD WITH SPEECH DISORDERS OF UNKNOWN ORIGIN REN 
Lawrence D. Shriberg, Ph.D. 

Department of Communicative on Mental Retardation 
University of 

This report displays selected phonetic, phonologic, and prosodic findings for 64 children with speech disorders of unknown origin. Descriptive and in- ferential statistics provide some support for subgrouping, with associated re- search attempting to characterize the phenotype(s) for genetically-transmitted speech-delay. [Supported by the Na- tional Institutes of Health, NIDCD, No. 26246] 

The Phonology Project at the Univer- srty of Wisconsin-Madison has devel- oped and validated a computer-assisted assessment protocol, administered the protocol to samples of children and adults with speech disorders of known and unknown origin, and conducted cross-sectional, longitudinal, and inter- vention. studies posing questions in description, explanation, prediction, and intervention [e.g., 4, 8, 9, l3, 14]. PmJect studies are organized concep- tually by a seven-category classifica- tron of the possible origins of develop- mental speech disorders of heretofore unknown origin [7]. Long term goals of primary, secondary, and tertiary prevention include the identification of the speech phenotypes associated with genetically-transmitted speech delays and the development of a discriminant function for differential diagnosis. 
METHOD 
Selected findings for this poster ses- sron are taken from a sample of 64 3- 

Disorders and Waisman Center and Human Development Wisconsin-Madison 

6 year-old children with moderate to severe speech disorders of unknown ongm. All data collection and analyses procedures have been developed and reported in prior work, including pro- cedures for sampling conversational speech [7], accomplishing narrow pho- netic trans 'ption by consensus [5, 10], coding and entering transcriptions for compute -aided phonological analy- srs “[3], and procedures for prosodic analysis of conversational speech sam- ples _ [11]. Averaged interjudge and intrajudge agreement for the two con- sensus transcription teams scoring the articulation test and conversational speech samples was 65.5% to 81.1% for narrow phonetic transcription and 86.7% to 95.1% for broad phonetic transcription. These figures are consis- tent with other reports in disordered child phonology [12]; most of the data are based on findings at the level of broad transcription. - 

The procedures described in Shriberg 8f. Kwratkowski [6] were used to as- sign children to five of the seven putative diagnostic classification cate- - gories based on all protocol informa- tion . other than the speech data: (a) hear-mg (fluctuating hearing loss secon- dary to early recurrent otitis media wrth _ effusion), (b) dysarthria, (c) apraxra, (d) psychosocial, and (e) non- involved, reflecting clear non-qualifica— tron for any of the other six categories (there were no children meeting criteria for a category termed ’structural’, i.e.. 

craniofacial). These children were not 
frankly hearing impaired, dysarthnc, 
apraxic, or emotionally disturbed; rath- 
er, their case history data and respon- 
ses on protocol tasks indicated possib- 
ly subtle involvements in these do- 
mains. The children were also clas- 
sified into three language production 
involvement groups (at expected level, 
up to one-year behind, greater than 
one year behind) based on their struc- 
tural stage development [1, 2]. 

FINDINGS 
1. The sex distribution in this study 
was 64% boys-36% girls, compared to 
previous estimates in our work closer 
to 3:1, which are consistent with sex- 
linked or sex-influenced polygenic 
threshold models of genetic transmis- 
sion. A more recent estimate based on 
a database of 212 speech—delayed chil— 
dren yielded a ratio of exactly 3:1. 
Unlike gender findings in the dyslexia 
and learning disabilities literatures, 
ascertainment bias is not likely in ' 
these data. 

2. A graphic representation of the 
_ .  ‚ _ _ .  

consonant error pattern for the entire 
group can be divided into a three-part 
function for child phonology research. 
Comparison of the function to mastery 
data for early, middle, and late-occur- 
ring sounds in normal development 
indicates good concordance (see Figure 
1). The few discrepant points in the 
normal-speech data are readily accoun- 
ted for by differences associated With 
citation-form sampling and level of 
phonetic transcription. The simrlanty m 
the two profiles is viewed as support 
for the nosological term gem 
speech (as opposed to disordered 
speech), and the profile will be tested 
as a potential phenotype for thrs 
classification category. 

3. When phonetic, phonologic, and 
prosodic data are plotted by the three 
language involvement groups, clear 
differences are observed in both the 
severity and pattern of involvement in 
each domain. Such findings have rm- 
plications for clinical classification 
issuesg-the continuing debate on ar- 
ticulatbry vs. phonological disorders, 
methodological issues--the need for 
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Figure 1. Consonant Acquisition in Speech-Delayed and Speech-Normal Children 
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comparable subject definitions among 
child phonology researchers, and clini- 
cal issues--the development of instru- 
ments for subgrouping, prognosis, and 
intervention. 

4. When divided into the etiological 
groups on the basis of performance on 
non-speech measures, most children 
met inclusionary criteria for more than 
one category with relatively few ’pure’ 
groups remaining for statistical analy- 
sis: hearing, 9 Ss; dysarthria/apraxia, 7 
Ss; psychosocial, 7 Ss; no involvement 
14 Ss; total n = 37. Phonetic, phono- 
logic, and prosodic profiles for these 
small groups provide some support for 
subgroups based on speech-language 
performance. 
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TEMPORAL VARIABLES FOLLOWING UNILATERAL 
LEFT OR RIGHT HEMISPHERE LESION 

P. Bhatt 

Experimental Phonetics Laboratory, 
University of Toronto, Toronto, Canada. 

ABSTRACT 

This paper presents the 
results of an instrumental analysis 
of five temporal variables in the 
spontaneous speech output of 
eighteen subjects with unilateral 
cerebral lesion. Subjects with left 
hemisphere lesion are shown to 
have a lower value for RTATL, 
articulatory rate, speech rate and a 
higher number of pauses than 
subjects with right hemisphere 
lesion. 

1. INTRODUCTION 

. The majority of previous 
investigations of this topic (see [1] 
for a brief review) use a 
phonetically imprecise definition of 
temporal variables to describe 
speech output produce by brain 
damaged patients. Speech rate, for 
example, is described as the number 
of words per minute rather than on 
the basis of an articulatory measure 
such as syllables per second. Other 
temporal variables such as 
articulatory rate, or number, 
duration and distribution of pauses 
are generally not taken into 
account. Among recent studies of 
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temporal variables in brain—damaged 
subjects, Deloche, Jean-Louis et 
Seron [2] studied speech rate, speech 
percentage and pauses in five 
Franc0phone subjects with left 
hemisphere lesion. Their results 
indicate that these subjects produce 
a similar articulatory rate and a 
similar number of pauses as 
compared to control subjects. On the 
other hand brain-damaged subjects 
produce a greater average pause 
duration than control subjects. 

Klatt [4] studied the 
relationship between pause 
frequency and grammatical category 
in Anglophone aphasics in a reading 
task. He observed that Verbs were 
associated with the highest frequency 
of occurence of pauses followed by 
Nouns and then by Adjectives. 

The purpose of this study is 
to compare two groups of subjects 
with unilateral brain lesion in order 
to determine whether temporal 
variables provide for differentiation 
of these groups according to 
hemispheric lateralization of lesion. 
The following temporal variables are 
examined in this study: 

a) RTATL; (see [3] and [4]); 
b) articulatory rate; 
c) speech rate; 
d) the total number of pauses; 

e) average pause duration. 

2. SUBJECT POPULATION 

The patients for this study 
were eighteen right-handed 
Francophone adults. Each subject 
suffered from a confirmed, focal, 

' unilateral cerebral lesion. Eleven 
patients had suffered cerebro- 

"vascular accidents and seven a 

cerebral tumor. All were in stable 
neurological condition at the time of 
interview. 

In terms o f  les ion 
localization, subjects A-I (Group A) 
suffered unilateral right hemisphere 
lesion and subjects J-R (Group B) 
suffered unilateral left hemisphere 
lesion. These two groups can be 
further sub-divided into three 
further groups according to intra- 
hemispheric lesion localization: 
A, B, C, J, K, and L, had frontal 
lobe lesion; D, B, F, M, N and 0, 
had parietal lobe lesion and G, H, I, 
P, Q and R had temporal lobe 
lesion. 

Subjects wi th  r ight  
hemsiphere lesion varied in age 
from 34 to 56 years old with an 
average age of 44. Subjects with left 
hemisphere lesion varied in age 
from 23 to 71 years old with an 
average age of 52.3. 

None of the subjects had a 
family history of left-handedness 
and all were strongly right-handed. 
All subjects were unilingual 
Francophones, born,- raised and still 
residing in the greater Paris 
metropolitain area. They had 
completed at least primary school 
education and spoke with a 
relatively standardized Parisian 
French pronunciation. 
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3. SPEECH SAMPLE 

The speech sample submitted 
to instrumental analysis was drawn 
from the spontaneous speech section 
of the clinical aphasia examination 
battery in use at the time at the Sal— 
pêtrière and St. Anne Hospitals. This 
section occurs at the very beginning 
of the battery, thereby minimizing 
the effect of fatigue. The patients 
were replying to questions about 
their illness, their profession, etc. 

For each subject, a speech 
sample of approximately 300 
syllables was analyzed. This speech 
sample was submitted to two parallel 
instrumental phonetic analyses of 
Frequency, Intensity and Duration 
attributes. The first analysis was 
carried out with a Pitch Machines 
digital real-time fundamental fre- 
quency analyzer and the second with 
an RT-lOOO digital real-time colour 
spectrograph. 

4. INSTRUMENTAL ANALYSIS 

The results given in Figure 1 
show that subjects with unilateral left 
hemisphere lesion show a much 
lower overall value for RTATL when 
compared to subjects with right 
hemisphere lesion. 

RTATL is lowest for subjects 
J (39.55%) and L (37.73%) (left 
frontal lesion). Other patients with 
left hemisphere lesion produce a 
RTATL value of between 60% and 
80% which is still significantly lower. ' 
than that obtained for subjects with 
right hemisphere lesion. There is 
then a strong correspondance 
between interhemispheric lesion 
lateralization and RTATL. 



RTATL Articu- Speech 
latory rate 
Rate 

_ _ _ :  

81.12% 4.22 208.20 
70.19% 5.95 250.80 
60.90% 6.18 234.00 
83.09% 6.02 304.20 
90.75% 5.86 315.60 
75.81% 4.24 191.40 
88.87% 3.84 201.60 
87.37% 3.88 203.40 
78.82% 5.62 262.20 

79.65% 5.09 241.26 

9.05 0.95 43.01 

39.55% 3.59 77.40 
61.41% 2.99 102.60 
37.73% 4.20 82.80 
68.86% 4.63 183.00 
64.31% 4.07 135.00 
60.76% ' 3.72 124.20 
77.47% 4.46 196.80 
81.89% 3.74 163.80 
67. 19% 4.36 184.20 
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Avg 62.13% 3.97 138.86 Std. 
dev. 14.17 0.48 42.74 

Figure 1. RTATL, articulatory 
rate and speech rate 

T.Test Group A / Group B 

RTATL 
t = 3.124 (16 d.f.) p = 0.0065 
Articulatory rate 
t = 3.157 (16 d.f.) p = 0.0061 

Speech rate 
t = 5.066 (16 d.f.) p = 0.0001 
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Number Average 
of pause 
pauses duration 

A 14.00 101.5705 
B 23.00 81.4105 
C 34.00 75.77cs 
D 16.00 _ 56.44cs 
B 7.00 62.00cs 
F 27.00 75.11cs 
G 11.00 77.54cs 
H 17.00 62.82cs 
I 27.00 48.62cs 

Avg 19.55 71.2505 
Std. 
dev. 8.24 14.85 

J 98.00 139.09cs 
K 100.00 48.43cs 
L 139.00 98.38cs 
M 47.00 64.8005 
N 63.00 76.0205 
0 71.00 69.4105 
P 38.00 46.7605 
O 50.00 41.7205 
R 56.00 56.12cs 

Avg 73.55 71.1905 
Std. 
dev. 30.78 29.11 

Figure 2. Number of pauses and 
a v e r a g e  pause  
duration 

T.Test Group A / Group B 

Number of pauses 
t =-5.084 (16 d.f.) p = 0.0001 
Average pause duration 
t = 0.550 (16 d.f.) p = 0.995 

Articulatory rate was 
calculated separately for each 
accentual group rather than for the 
whole speech signal sample. 

The data in Figure 1 show 
that subjects with unilateral left 
hemisphere lesion also produce a 
significantly lower articulatory rate 
than subjects with right hemisphere 
lesion. 

The other data given in 
Figure 1 indicate that subjects with 
unilateral left hemisphere lesion 
once more produce a much lower 
value for this variable as compared 

. with subjects with right hemisphere 
lesion. 

Direct statistical comparison 
of the averages indicates the 
existence of a very highly significant 
difference between the two groups 
of subjects 

Pauses were defined as any 
period of silence in the speech 
signal, with the exception of 
consonantal occlusions. 

The results given in Figure 2 
show that patients with left 
hemisphere lesion produce an 
extremely high number of pauses. In 
particular, those with left frontal 
lesion produce many more pauses 
than all the other subjects: J (98), K 
(100) and L (139). Direct 
comparison of the averages shows 
that there is a highly significant 
difference between the two groups. 

On the other hand, and in 
sharp contrast to the four other 
variables studied here, average 
pause duration does not distinguish 
the two sets of subjects. 

5. CONCLUSION 
The various results presented 

here indicate that subjects with left 
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hemisphere lesion produce speech 
output which is slower and 
punctuated by a greater number of 
pauses than subjects with right 
hemisphere lesion. The most 
dramatic differences between the 
two groups are to be found in 
speech rate and the number of 
pauses. This finding is significantly 
different from that reported in [2]. 
The data presented here indicate 
that it is the relative discontinuity of 
the speech output which is the major 
differentiating factor between these 
two sets of subjects. 

REFERENCES 
[1] BHATI‘, P. (1990) Variables 
temporelles chez neuf sujets atteints 
de lésion unilatérale gauche, In 
Actes des XVIIIe Journées d’études 
sur la parole, D. Archambault and 
R. Descout (Eds.) Montreal: S.F.A. 
264-67. 

[2] DELOCHE, G., J. J EAN-LOUIS 
et X. SERON (1979) Study of the 
temporal variables in the 
spontaneous speech of five aphasics, 
Brain and Language, 8, 2'41—250. 

[3] GROSJEAN, F. et A. 
DESCHAMPS (1972) Analyse des 
variables temporelles du français 
spontané, Phonetica, 26, 129-156. 

[4] GROSJEAN, F. et A. 
DESCHAMPS (1973) Analyse des 
variables temporelles du français 
spontané, Phonetica, 28, 191-226. 

[5] KLATI‘, H. (1980) Pauses as 
indicators of cognitive functioning in 
aphasia, In Temporal variables in 
speech, H. Dechert et M. Raupach, 
Dirs., The Hague: Mouton, 113-120. 



_ _ _ — Î — …  
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ABSTRACT 
In this communication, the 
authors perform a first ana- 
lysis of the effects of  a 
palatine plate on the phona- 
tion. The f irst four for- 
mants of  the french vowels 
/a / ,  / i / ,  /u/, / 8 /  have been 
studied. 
The acoustical differences 
between the two configura- 
tions are pointed out. 

1. INTRODUCTION 
During the last few years, 
the phonatory pathology have 
been heavily studied. A good 
cooPeration between scienti- 
fic and medical teams is ne— 
cessary to achieve efficient 
investigations. Under this 
assumption, a voice proces— 
sing laboratory had been im- 
planted in the otorhinola— 
ryngology department of  the 
Edouard Herriot hospital of  
Lyon, and in one place all 
the necessary skills to stu- 
dy these pathologies are 
met. 
Several ways can be taken to 
perform these investigations 
[ 2 , 3 ] .  The analysis o f  the 
acoustic wave had been cho- 
sen, as it is harmless for 
the patient. 
The voice pathology is a ve- 
ry wide topic [ 5 ]  and com- 
plex mecanisms are involved. 
The speech processing method 
described in this paper had 
been tested in a very simple 
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situation in order to assess 
its efficiency : the presen— 
ce or the absence of  a pala- 
tine plate in a patient suf- 
fering of a palate agenesia 
should modify the phonation. 
This acoustical study had 
been carried out for its 
connection with velar incom- 
petency. The patient who 
collaborated with this study 
is a 54—year old woman. Dif- 
ferences between the two ca- 
ses (with or without the 
plate) come only from the 
palatine plate and are free 
of the patients' diversity. 
The analysis of the influen- 
ce of the pathology can be 
done with two techniques : 
- the discrimination : the 
separation of  a pathological 
voice from a normal voice is 
studied, 
- the characterization : pa- 
rameters quantifying normal 
and pathological voices are 
evaluated. 
These two means do not imply 
absolutely the same tools. 
In a preceeding work [ 4 ]  we 
have seen that cepstral 
coefficients led to the best 
classification results, but 
they cannot be easily inter— 
pretated when phonatory me- 
canisms are involved. This 
present paper is aimed to 
point out the influence of 
the palatine plate on some 
classical parameters of  the 
voice. The first four for- 
mants of  the voice had been 

studied for the cardinal and 

the neuter (the "schwa") 
french vowels. 

2. MATERIAL AND METHODS 
To avoid coarticulation pro- 
blems, vowels had been spo- 

ken in a standard context; 
the sentence is "C'est  x ça” 
(this is x that) ,  where x is 
the vowel. The patient spoke 
forty—three times the sen- 
tence with the plate, and 
also forty-three other times 
without the plate. The re- 
cording was made in an ane- 
choic room. 
The signal coming from the 
tape was then filtered (10 
KHz) and sampled ( 2 0  KHz) on 
a data acquisition card. 
Samples were kept on the 
hard disk of  a micro—compu- 
ter for futher analysis. The 
I .L .S  software (Interactive 
Laboratory System) had been' 
used. Firstly , vowels had 
been marked in the signal 
and a sliding linear predic- 
tion analysis (LPC) was per- 
formed; the LPC was made on 
a 10 ms window, moved by 4 
ms steps over the vowel (120 
ms).  Consequently 28 analy- 
ses were obtained and each 
analysis led to a set of  LPC 
coefficients [1 ] .  The avera— 
ge of  the 28 sets gave the 
final representation of the 
utterance. 
A fundamental question is 
raised by the way of proces- 
sing the data : is a shift 
due to the formant values 
(coming from the LPC) or is 
it due to the speech varia— 
bility ? The problem is even 
more harder when pathologi- 
cal voices are considered. 
In this work the utterances 
which led to abnormal coef- 
ficients had been removed 
out of  the study. We have 
labelled "abnormal" the ut- 
terances leading to detached 
values far from the average: 
distributions had been plot- 
ted for this purpose. Even- 

tually four utterances were 
removed for the /a/  and the 
/ i / ,  eight for the /u/ and 
thirteen for the / a / .  

3 .  RESULTS 
Table 1 shows, for the four 

vowels, the average of the 
formant values. In each cell 
of the table the first figu- 
re is for the utterance 
without the plate, and the 
second ( in  italic) is with 
the plate. The asterisk ( * )  
indicates that the differen- 
ce between the two figures 
is not significant. 

Table 1 : Average values 
of  formants 

F1 F2 F3 F4 

/a/  832 1647 2776 4158 
571 1445 2332 4057 

/ i /  *279 *1621 2613 3778 
*305 *1584 2859 4137 

/u/ 319 *1229 2616 *4069 
282 *1229 2513 *4007 

/6 /  567 2025 2990 *4251 
435 1884 2647 *4182 

4 .  DISCUSSION 
Only /a/ leads to a signifi- 
cant difference for the four 
formants. This result agrees 
with a preceeding study 
which stated that the /a/ 
gives the best discrimina- 
tion [ 4 ] .  
The behaviour of  the vowel 
/ i /  is unlike the three 
other vowels. The value of 
the fomants are lower with- 

out the plate and the big- 
gest difference occurs with 
the third (F3)  and the 
fourth (F4)  formants. For 
the other vowels /a / ,  /u/ 
and / a /  the third, mostly, 
and the first formants are 
also modified. 
It must be kept in mind that 
none of  the two situations 
is normal; when the patient 
wears her palatine plate, 
the nasal and buccal cavi- 
ties are parallel leading to 
a nasalisation with formants 
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and antiformants. Figure 1 
shows a representation of  
the vowels in the (F1,F2) 
plane. The utterances with 
the plate lead to formants 
close to a normal nasality 
(300-500,1000 H z ) .  
4 .1  Vowels / a / ,  /u/ and / a /  
The decrease of  the first 
formant is more important 
for the /a/  (261 H z )  and the 
/ 8 /  (132 H z )  than for the 
/u/ ( 2 6  H z ) .  This drop can 
be attached to the nasal 
formant, N1 (250-300 Hz) ,  
and there is a confusion 
between F1 and Nl. The same 
situation occurs for the 
/u/; the resulting peak is 
still in the same range. On 
the contrary, for the / a /  
and the la/ the merging of  
N1 and F1 lowers strongly 
the position of the peak. 

F2 ( H z )  

4\
 

2900 1900 1690 1490 

The drop of the second for- 
mant, can come from the an- 
tiformant lying in the 2200 
Hz range. This drop is ligh- 
ter for the /u/ than for the 
/a/ (202 Hz)  and for the la] 
(141 H z )  probably because 
the second formant is not in 
this range. 
The third formant indicates, 
for the vowels, the rounding 
of  the lips; dramatic drOps 
can be underlined for the 
/a /  (440  H z ) ,  and for the 
/ a /  (330 H z ) .  The diminution 
wich was observed is ,  so 
far,  difficult to explain. 
This drop could be linked to 
the opening of the vowels 
( a s  it is more important for 
the / a / ) .  
Generally the fourth formant 
is said to be "speaker de- 
pendant". The drop is signi- 

1290 1090 800 200 

"300 

„400 

"500 

P600 

”700 

~800 

-900 
"V 

' F l  (Hz)  

Figure 1 : Schematic vowels representation in the 
(F1,F2) plane. Vowels spoken with the plate are 
underlined; vowels overlined are for normal phona- 
tion. The third case is without the plate. ' 
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ficant only for the /a/ (101 

H z ) .  
4 .2  Vowel / i /  
The behaviour of  the / i /  is 

much peculiar. The first and 

the second formants are not 

significantly modified. The 

first nasal formant is  in 

the range of  the first buc- 

cal formant; therefore their 

merging does no lead to a 

significant modification of 

F1. The 2200 Hz antiformant 

does not have a great influ- 
ence on the value of  F2.  It 

can be pointed out that the 
second formant of  the / i /  is 

not as high as usual (normal 

values are about 2000 H z ) .  
This / i /  has the values of  a 

normal /Y / .  
The third formant is pulled 

up (246 Hz) under the influ- 
ence of  the 2200 Hz antifor— 

mant. 

5 .  CONCLUSION 
The presence or the absence 

of the palatine plate do not 
have the same influence over 

all the vowels formants, but 

the two situations can be 

acoustically distinguished. 

Some more work is needed to 

provide a more accurate ana- 

lytical description of the 
influence on the spectrum of 

the mecanisms involved in 

the phonation with a palati— 

IIIIIIIIIIIIIIIlIIIIlIlIllIIIIII:::—————————————————____________ f—«1 

ne plate : higher formants 

can be considered and the 

bandpass of the formants ha- 
ve their own information 
too. 
The best discrimination, on 

an acoustical ground, can be 
performed with the utterance 
of the vowel / a / ;  this is 

worthy to be more deeply 

studied, when velar incompe- 

tency will come under scru- 

tiny. 
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AN ELECTROPALATOGRAPHIC STUDY OF S lBILANT 
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_ ABSTRACT 
This .experiment examined the 

production of the sibilants /s/ and [Il 
followed by the vowels /i/ and In] 
producedby four normally hearing and 
four hearing-impaired college students 
who each wore a Rion semi-flexible 
palate. Electropalatographic and acous- 
tic data were collected simultaneously. 
t{_‘èïtrllyésesbshow prgduction pattern dif- 
_ _ es etween earin ' - 
1mpa1red talkers. g and hearmg 
1._11_1;ÏTRODUCTION 

e use of palatogra h as a m - 
surement technique in Epejech prodig- 
pon studies has a long history in exper- 
imental phonetics [1,2,4]. Recently a 
seau-{lemme palate [4] has been devel- 
oped m a variety of sizes for use with 
morphologically normal adults and 
children. _Research [5] indicates that. 
these semi-flexible palates can be fitted 
to many subjects and that high correla- 
tions can be obtained in repeated mea- 
surecompartsons of custom-fitted and 
semi-fleiuble palates thus permitting 
studies of _a broader population that 
might prevrously have been examined 
Wig; custom-fitted prostheses. 

e ave suggested in our on- o' 
work_ [3]_ that speech produceéi 13$ 
hearing-.impaired persons has 
characteristics in common with that of 
young normally developing children 
namely, that lt is slower, more variable, 
and hence unskilled. Hearing-impaired 
talkers are often said to articulate on a 
segmenot-by-segment basis. Sibilant 
productronus known to be particularly 
problematic. Although there are a 
nrpmber of competing coarticulatory 
t cones regarding skill deve10pment in 
normal children, there have been 
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essentially no studies of coarticulation 
m hearing-impaired speakers. This 
study. was. therefore conducted to 
3:131“ 1Sibilant production using 
_ c opaatogra h as an ' ' 
index of productign.y Ob] come 
2. PROCEDURES 
2.1 Subjects 

The subjects were four normally 
hearing and four severely-profoundly 
hearing-impaired college students 
attending a university in New York. The 
unrversrty provides academic support 
servrces for the hearing-impaired 
students. Two of the test subjects 
sustained adventitious hearing losses 
post-lrngually due to meningitis; two 
subjects had congenital hearing losses. 
All subjects used speech as their 
primary mode of communication. 
2.2. Stimuli and instrumentation 

The. subjects produced twenty 
repetitions each of the utterances “see, 
she, sue, and shoe” while wearing a 
Rion semi-flexible palate. Thepalate 
embedded with 63 electrodes arranged 
m rows was calibrated against plaster 
casts of the subject’s dental arch to 
insure correct size and placement. 
2% analysis 

u io and electro alato ra hi 
were collected simulitaneogslg oftdlglgl1 
tape.The data were analyzed using 
computer. programs at Haskins 
Laboratories. Palatographic records 
were analyzed on a frame by frame 
basrs (15.6 msec. per frame) for 
approxrmately 600 msec. before and 
after the onset of voicing for the vowel., 
essentially the entire utterance. In 
addition, the records of the 63 
electrodes were also grouped in “rows”. 
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While various 
electrodes were a 
particular interest 

combinations of  
nalyzed, the areas of 
for production of the 

honeme contrasts were defined from 
the palatal records as the back side rows 
and the front side rows. 

Acoustic measurements of the 

subjects’ fricative productions were 
done using discrete Fourier transforms 

on selected intervals of the acoustic file 

[6] which corresponded to points of 
interest in the palatographic records. 

2.4. Listener Judgments 
The audio recordings of the subjects’ 

productions were presented to panels of 

listeners unfamiliar with the speech of 
the hearing impaired for identification 

in a closed—set response task. 

Preliminary resul ts for the hearing and 
three hearing-impaired subjects show 

that the productions were nearly always 

identified as intended and relatively 
high identification scores (greater than 

90% correct ) were achieved. Analysis 
0 o 

of one hearing-impaired person’s 

productions showed somewhat poorer 

scores (71%) due to consonant 

confusions. ,The [s] was primarily 

identified as If]. This speaker is 

identified as EW below. 

3. RESULTS 
Fig. 1 is a plot of a hearing subject 

(JR) that shows the averaged percent of 

electrodes contacted over time for each 

of the four stimuli. The vertical axis is 

the averaged percent of electrodes con— 

tacted; the horizontal axis is the time in 

frames from -40 to +40 where each 

frame is 15.6 ms. 
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The 0 frame is the on- 

set of voicing for the vowel. Each of the 

stimuli were produced over twenty 

times and the data plotted represent the 

average. This normally hearing control 

produces lsi/ (solid line) with two well 

defined peaks corresponding to the /sl 
and lil respectively; when contrasted to 
production of [sul (dashed line), there is 
only one peak that decreases nearly co- 

incidentally with the onset of voicing o 

the vowel, in this case [ul. The [Il con- 

trast shows a greater number of elec- 

trodes contacted in the front side rows ' 

but the same double vs. single peak 

pattern associated with vowel differ- 

ences (dotted versus thin lines respec- 

tively). Fig. 2 shows that essentially the 

same plots can be described for the 

electrode patterns contacted in the back 

rows during production of the [si / vs. 
[sul and [Ii] vs. [In]. These patterns were 

fairly typical of the normal talkers. 
These patterns described for one 

hearing control are contrasted to those 

for the least intelligible hearing— 

impaired speakers Fig. 3 is a plot for the 

front side rows of electrodes. The 

pattern for [Si] shows the two peaks 

associated with consonant and vowel 

respectively; the plot for lsu/ shows a 

decrease in the number of electrodes 

contacted for [ul. This is as the normals. 

However, this speaker does not 

differentiate /s/ and [I]; the plots are 

essentially overlapping. In Fig. 4, the 

plots for the back side rows show a 

more diffuse undifferentiated pattern 

across the four stimuli types until about 

frame +10 (approximately 150 msec) 

after onset of voicing for the vowel. 

sun]. JR (control) FRONT ROWS 

o a -  ' 

0.6 ' 

0.4 ' 

___-mom ir— 
- - -FRONT itsu 
----- mom lrshl 
w—FRONI Itshu 

0';-----—"'!"_—1 l 

-4O -30 ~20 -10 10 20 30  40 

'rtme [16.6 meet/heme) 

Fig. 1 shows data for a hearing control. See text for explanation. 
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SUB]. ]R (control) BACK ROWS 

_ … “  
-- .mxm 
.. . . .  M c “ …  

î ! 

g a s "  

! 0 4 -  ä . 

€ . . .  i 
-40 -30 -20 -10 0 IO 20 30 40 

Timo (15.6 mue/fume) 

Fig. 2 shows data for a hearing control. See text for explanation. 

SUBJECT EW (hrg impd) FRONT ROW 

-——FRONI M 

——-FRONI emu 

ooooo FROM… 

—'—-|=nom … 
‘ —  

Ë' I 

0.0 ‘ i 
â 0.6 "‘ 

5 

€ 0.4 - 
€ 
‘3 0.2 " 

i 
$ 0 | I l I I I I “IO ~30 -20 -IO 0 10 20 30 

Time [18.8 zum/Immo) 
40 ‘ 

Fig. 3 shows data for a hearing-impaired subject. See text for explanation. 

Fig. 4 

SUBJECT EW (hrg impd) BACK ROW 

0.6 ' 
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-.—BACK ewshu 
‘ — _  

——8ACK ewsl 

- - -BACK mu 

ccccc BACK … 

' ' l l 
40 -80 ~20 - lo o no 20 30 

Tune (18.6 mace/hunts} 
40 

shows data for a hearing-impaired subject. See text for explanation 
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Plots for the other hearing-impaired 
speakers differed in some instances 
from normal controls and also from 
other hearing-impaired talkers. For eit- 
ample, in production of [Si], three of the 
hearing—impaired subjects produced a‘ 
single pattern extending over a consid- 
erable time frame and did not differen- 
tiate the consonant and vowel. In still 
other instances, e.g. production of /su/, 
the hearing—impaired subjects were like 
the normals although the timing of the 
change in electrodes contacted from the 
Sibilant to the vowel production oc- 
curred late relative to the onset of voic- 
ing. Additional electropalatographic 
patterns of contact and the correspond- 
ing acoustic measures will be presented 
in greater detail. 
4. DISCUSSION 

Electropalatographic contact differed 
for Is] and III and for lil and [11]. Normal 
hearing controls had similar patterns of 
production. Specifically, there was 
more anterior palatal contact (front side 
rows) for the vowel li/ than for /u/. This 
difference was related to sibilant 
context, both vowels evidencing less 
contact following ls/ than /_|’/. There was 
more palatal contact for /I/ than Isl. 
Moreover, there was considerable 
articulatory movement that occurred 
over a relatively short time frame 
around the onset of voicing for the 
vowel. In contrast, some hearing- 
impaired speakers achieved relatively 
correct electropalatal contact for the 
target phonemes but that “correct” 
pattern was often extended 
inappropriately over time. 

These data show evidence of coarticu- 
lation in speech produced by hearing- 
impaired persons and do not substanti- 
ate the notion of segment-by—segment 
production. Coarticulatory studies of 
speech produced by young normally 
hearing children suggest that develop- 
ment is skilled based and that children 
should coarticulate less than adults be- 
cause the phonemic elements of speech 
are not appropriately blended. Speech 
would be viewed as slower, more vari- 
able and unskilled. Other work [6, 7] 
suggests that units of speech produced 
by young children are somewhat larger 
than the single phoneme size. Because 
these units are not differentiated, coar- 
ticulation across syllable size units is. 

greater in children than in adults, and 
decreases as skills develop. The data in 
this study suggest that while hearing- 
impaired persons coarticulate, the units 
are not fully differentiated and in that 
regard, resemble the unskilled produc- 
tions of young normal children. 
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COMPUTER-ASSISTED RUSSIAN PHONETICS LEARNING 

N.V.Bogdanova, I.S.Panova:-Jabloshnikova, 

S.B.Stepanova 

Leningrad State University, USSR 

ABSTRACT 

This paper dealing with 
the experience of using 

computers in teaching Rus-
sian phonetics describes a 
working program of a teac-

hing automatical transcrip-

tor and a number of cont-
rolling phonetic programs 
for students of Russian, 

foreign teachers of Russian 

phonetics who wish to raise 
their qualification and 
other of users. These prog-

rams allow to study theo-
reical phonetics, reading 
rules and work out practical 
transcription skills. 

Computer-assisted means 
of teaching already familiar 
in foreign language learning 
(at the Department of Phi-

lology of the Leningrad 
state University such prog-
rams have been worked out on 
two languages and are used 

in teaching process), can be 
successfully used in diffe-
rent courses for students 
studying Russian philology. 
At the Department of Philo-
logy of the Leningrad state 
University a whole series of 

such programs has been wor-
ked out and is actively used 

in teaching process. In the 
first place they are inten-

ded for doing exercises 
Which demand- a student to 
have some defi*Ate-4pali4y4 
skills and autoifiAtiid: üch  

skills often can be acquired 
only long training and its 

control is very boring to a 

teacher and takes much class 
time. 

So at the course of Rus-
sin phonetics original work 
of students is provided at a 

computer class where they 

can do exercises on transc-
ription, syllable division 
and phoneme description in 

terms of differential fea-
tures. Working out practical 
transcription skills takes 

particularly much time. The 
teaching automatic transc-
riptor (AT) created at the 
Leningrad state University 

is a kind of the universal 
AT which had been worked out 

for the Computer Russian 
language Fund as a part (or 
one of structural blocks) of 

the Phonetic Fund. This one 
is able to translate any 
orthographic text into a 

sequence of transcription 
signs with different degree 
of detailazation - phoneme, 
phonetic and detailed pho-
netic which is used in 
synthesized speech creating: 
The. teaching AT has other 
aims - teaching and control 
of transcription skills. The 

AT program includes 3 series 
of �exercises: �phoneme 
transcription, �phönetic 
transcription and a multi-

variant phonematic transc-
ription taking into account 
different modern phonologi- 

cal conceptions. 
The phoneme part of the 

teaching AT includes 12 
exercises located according 
to increasing of their 
complexity. Each exercise 
introduces concrete phonetic 
rule: pronunciation of jot-
ted and unjotted vowels in 
the stressed and non-stres-
sed position, assimilation 
of consonants in different 
features, pronunciation of 
different consotant sequen-
ces including dubble and 
"non-pronounced" . In all 
cases a word displayed on 
the screen corresponds to 

its' transcription presen-

tation, it means that the 

rules are formulated "from 

letter to sound" or to be 
more correct - to its' 
transcription designation . 
Separately taken exercise 

contains �words-exceptions 

pronunciation of which 
should be learned by heart 

(turo, KOHegH0, mHrKmA etc.). 
The last exercise in this 
part contains trnscription 
of combinations of words and 
a summary of all considered 
phonetic features in Russian 
speech. This part of the 
teaching AT has rather wide 

sphere �of �application. 

Besides its ability to 
control the acquiring of 
phoneme transcription skills 
within the framework of 

Sheherba's �phonological 

conception it can carry out 
other functions. Thus, the 
series of exercises on pho-
neme transcription can serve 
as a peculiar testing of 
non-Russian students' know-
ledge of Russian pronuncia-
tion. It is known that get-
ting information about the 
level of student's training 
at the beginning of studies 
helps teacher to choose 
methodics and lexic material 
and plan the teaching in a 
way to reach the best 
results in this given 

audience. Phoneme transc-
ription based on Shcherba's 
phonology fully can serve as 
this test as it reveals a 
real pronunciation. 

Another sphere of using 
the phoneme part of the 
teaching AT is teaching 
pronunciation people with 
difficulty �of �hearing. 
Generally such a methodics 
may be applied to the people 
who lost their hearing at a 
rather early age. It is 
known that if inborn hearing 
skills are lost before 12 

years of age many of pro-
nunciation skills concerning 
phonetic active laws of the 
Russian language - opposi-
tion of voiced and voiceless 
consonsnts, difference bet-
ween vowels with different 

degrees of reduction etc.-
are not formed yet. When 
there is no natural way: 
perception of sound - pro-
duction of sound - people 
with difficulty of hearing 
have the only way of gaining 
orthoepic skills left: ort-
hographic word image - its' 
sound image. The interme-
diate link in last case is 
the transcription notion of 
sound word image which is 
provided by the AT. In this 
sense methodics of the 
speech training of foreig-
ners and people with bad 
hearing is very monotype. 

Computer-assisted �teac- 

hing and the AT programs are 
supposed to be organized in 
the following way. A student 
or a patient is communica-
ting with computer in a 
computer class. Words the 

transcription �of �which 

should be typed on the key-
board are displayed on the 
screen according to the 
booted program. The user 
types transcription accor-
ding to his own idea of the 
word sounding. Pronunciation 
mistakes which are charac-
teristic to the student and 
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are the results o f  wrong or 
simply specific Russian 
speech perception wi l l  be 
ref lected in the transcrip— 
tion. In the case of  a wrong 
answer " ? "  i s  displayed on 
the screen in the place o f  
the mistake and the program 
suggests user to  transcribe 
this word once more. I f  it 
i s  necessary the student can 
make an inquiry to the com- 
puter memory and get a rule 
corresponding to  this case. 
On the stage o f  training in 
the Russian Literary (stan- 
dard) pronunciation this 
rule can be considered a s  
crthoepic ru le.  On the 
advanced stage o f  teaching 
students can get knowledge 
o f  Russian orthoepic stan— 
dard variancy. At last if  
the right answer is  not 
received the program sug— 
gests the right answer and 
goes to  next word. Words 
specially selected for 
exerc ises and step by step 
passing from simple rules to 
more complicated ones should 
help people with diff iculty 
o f  hearing and patients with 
temporary violation o f  hea- 
ring and speech to  eliminate 
mistakes in pronunciation 
and acquire right orthoepic . 
sk i l l s .  

Next part o f  the teaching 
AT - phonetic — consideres 
al l  main laws o f  Russian 
speech: the law o f  quality 
and quantity vowel reduc- 
tion, mutual influence o f  
sounds in speech f lood,  
positional distribution o f  
Russian phoneme allophones. 
This part o f  the teaching AT 
contains 17 exercises which 
are located according to 
their increasing complexity. 
Each new exercise introduces 
next phonetic rule and sug- 
gests  a new transcription 
sign. Al l  these rules are 
stored in computer memory 
and can be displayed on the 
screen at the u s e r ' s  inquiry 

on any stage of  work with 
the program. The inquiry 
part of the AT also contains 
information on the Russian 
language phoneme system, 
i t s '  structure, differential 
features and their corres- 
pondence within the frame- 
work o f  the system. Any part 
o f  this information can he 
demanded by the user either 
before work — in this case 
doing exercises is ablolue 
tely original without teac- 
her 's  help - or in course of 
work i f  some diff iculties 

-appear .  This part is  suppo- 
sed to have more limited 
sphere of  application — it 
i s  intended for philologists 
who study Russian phonetics. 
However it i s  acquiring 
phonetic transcription 

‘ skills that takes particu- 
larly long training; but 
replacing auditory classes 
with work at the computer- 
—equipted class saves much 
teaching time. 

The third part o f  the AT 
is  even more specific. It 
contains exercises on pho- 
neme transcription within 
the framework o f  different 
phonological conceptions. 
According to the Russian 
phonetics teaching curricu- 
lum students o f  the Depart- 
ment of Philology get' 
acquainted with the point of  
view o f  Moscow PhonologiCal 
School supporters and the 
theory of  weak and strong 
pnonemes by R.I.Avanesov. 
Serious knowledge o f  these 
phonological statements 
expect students to be able 
to give a phoneme structure 
of  any word from the point 
o f  view o f  both these con- 
ceptions. In this part of  
the AT each word displayed 
on the screen should have 5 
corresponding transcrip- 
tions: phonetic, Shcherba's, 
Moscow School phoneme and 2 
transcriptions by Ayanesov - 
word-phoneme and morphrpho- 
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i c .  Such skills also take 

gith teaching time to be 

gained. When using the AT 

teacher only has to  prepare 

student for this work and 

control i ts '  fulfillment 

which is f ixed in computer 

tin . 
lisThegprogram of the AT, a s  

it i s  clear from the pre- 

vious part o f  the report, is  

organized according to the 

pattern when student enters 

the needed form of  the given 

word. The exercises on 

syllable division in the 

Russian language have the 

same structure. In this case 

practical work also improves 

the knowledge gained at 

lectures. Students acquaint 

themselves with al l  existing 

theories on syllable divi- 

sion and use them in prac- 

t ice .  A s  in al l  previous 

cases computer checks the 

correctness o f  the answers, 

appreciates the results and 

memorizes mistakes. 
Checking theoretical 

knowledge o f  Russian phone- 

t ics also takes much o f  

teacher's e f fo r t s  and time, 

it is  real ised with the help 

o f  a series o f  phonetic 

exerc ises.  The main atten— 

tion is paid here to the 

phoneme system o f  the Rusian 

language, i ts  differential 

features and phoneme modi— 

fication in speech flood. 

This program is  based on the 

”menu" principle when the 

user is  to  choose the right 

answer among several sug- 

gested variants. The student 

is  only to  press one key to 

answer the question on Rus— 

sian phoneme differential 

features, their difference 

and similarity. The student 

of  the Department o f  Philo— 

logy T.Taalmann took part in 

.working out the recent pho- 
c r o  rams. 

netAllP cgnsidered programs 

are intended for the stu— 

dents o f  Russian (including 

ei ners) and for those 
ig? gerfect their Russian. 

They can be o f  great help 

for foreign teachers of  

Russian who teach Russian 

phonetics. The programs are 

open, can be added and work 

under all operational 

svstems. 
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REALISATION OF EXPRESSIVE FUNCTION OF INTONA 
IN DIFFERENT NAŒIONAL VARIETIES OF ENGLISH TION 

Paul Kremel 

State Teacher's Training University, 
Moscow, USSR 

I.INTRODUCTION 
I.I.General Considerations 
on the Problems o f  Stabili- 
ty and.Variability o f  Eng— 
lish Intonation System. 

- Opposition “stability- 
variability" is one o f  the 
most essential in the stu- 
dy o f  the movement o f  any 
particular language in 
space and time.Although a 
comparatevely large number 
o f  studies have been dedi- 
cated to this problem,some 
o f  i ts aspects remain,how- 
ever,unclear.. 
I.2.Territorial variability 
o f  Intonation System. 

Constant and variable 
features of  the prosodic 
system o f  English intonar 
tion in its different nati- 
onal varieties have been, 
in large part,looked at 
and investigated at the 
phrasal level,which,under- 
standably,could not have 
resulted in giving us a 
full,clear picture o f  nati- 
onal,territorial variabili- 
ty o f  intonation.noreover, 
some national intonational 
varieties(e.g.0anadian) 
have not been adequately 
described even at the level 
of phrasal units,though,as 
many authors point out(2,7‚ 
9) , i t  is the pecularities 
in intonation that make 
CanEng different from AmE. 
~‘Iherefere,the experimen- 
tal study that we undertook 
deals with some constant 

and variable features o f  
English,Scottish,American 
and Canadian national va- 
rieties o f  English intona- 
tion system at the t e x t 
u . a  1 level. 

I 0 3 . 5 1 : l  

. Samples of  national intona- 
tional varieties were repre 
sented by short monologue 
texts,realised in two kinds 
'of speech activity:read1ng 
and Speaking.Stylistically, 
all texts represent inform— 
ational formal style.Emotio 
nal neutrality o f  this style 
serves as a reliable basis 
for singling out even slight 
ly marked emotional and atti 
tudinal meanings and provid— 
es safe ground for further 
comparisons. 
I.4.Emotional—attitudinal 
and Intellectual Levels. 
The largest number o f  vari- 
able features is recorded 
at the emotional level.At 
_the so-called intellectual 
level we seem to  observe 
a greater degree o f  stabili 
ty.Statistically,it seems 
quite possible,therefore,to 
approximately define and 
compare the amount o f  both, 
emotional-attitudinal and 
intellectual information 
in the overall semantic 
structure of  texts,realised 
by native speakers o f  the 
above-mentioned national 

-varieties of  English.lt 
.seems also possible tofind 
out which prosodic features 
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are responsible for convey- 
ing certain attitudinal 
meanings. 

2 .ED’RESSIVEC EMOTIONAL— 
AETITUDINAL) FUNCTION OF 
INTONATION 
2.1.Linguistic Status 
The question o f  linguistic 

status o f  this function o f  
intonation has been tradi- 
tionally a hot ly debated 
one.Some authors disting— 
uished between the commu— 
nicative and emotional as- 
pects(IO),associating the 
.latter with modality,or be- 
tween the logical and atti- 
tudinal(emotional)functions 

- o f  intonation(I).0n the 
other hand,some linguists 
consistently excluded the 
emotiona1(attitudinal)fun— 
ction o f  intonation from 
the scape o f  linguistic 
analysis(4). 
2.2.Reasons for Different 
Approaches to Linguistic 
Status o f  Attitudinal 
Function o f  Intonation. 
a).dichotomy:attitudinal 
(emotional)function — 
grammatical‘function; 
b;.structural approach(2, 
3 .Some adVOCates o f  this 
approach,however,do not de- 
ny the fact that intonation 
can perform attitudinal(mo- 
dal)function,but conscious- 
ly exclude it from the so 
scape of  their study(4). 
c).opposition:"intellectu~ 
al" - "emotional" informa— 
tion,frequently used in 
the theory o f  communicat- 
ion and in psycholinguis- 
t ics(5).  

0bviously,such dichoto— 
mies and oppositions are 
rather artificial and a 
little too f a r - f e t ched , -  
since one can hardly find 
enough evidence for "abso- 
lutely neutral"contours in 
most sentences in speech 
(8).To overcome the above— 
mentioned scholastic dicho— 
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tomies,D.Crystal suggested 
' t h e  use o f  scales with mi— 
nimum and maximum values 
o f  attitudinal function a t .  
the extremities.Such scales 
seem to give a much more 
adequate picture o f  the 
real process o f  expressing 
various attitudinal mean— 
ings in Speech.Dichotomies 
should b e  seen only as a 
means o f  analysis.They are 
obviously very relative, 
since in the course o f  the 
communication intellectual 
and emotional information 
is conveyed simultaneously. 
Besides,in terms o f  psycho- 
logy,there are no clear- 
cut boundaries between lo- 
gical and emotional spheres, 
which,on the one hand,re- 
sults in the fact that cer- 
tain expressive,emotional,. 
attitudinal elements pene- 
trate the logical structure 
o f  an utterance,and on the 
other hand,erplains why 
attitudes happen to b e  ba- 
sic elements in the indivi— 
dual's cognitive activity. 
Hence,there seems t o  b e  
a great deal o f  overlap and 
interaction between the in— 
tellectual and eXpressive 
(emotional,attitudinal) 
levels. 
2.3.Intergrated Approach. 
Analysing the above—menti- 
oned approaches,Ladd et  al. 
(6 )  quite rightly point out 
that the aim o f  the first 
approach(approachA) is to 
"produce quantifiable des- 
criptions o f  both the men 
dium(the non-segmental 
part of  the Speech signal) 

.and the message(the various 
types o f  affective informa- 
tion conveyed),and to 
attempt to state correla— 
tions between the two" .  
Within the framework o f  the 
second approach(approach B) 
"acoustic measurements 
should not be correlated 
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-directly with attitude 
judgements,but.should be  
taken as evidence about 
the phonetic correlates 
o f  the intonational cone . 
t rasts posited in the ling 
uistic description", — 
They also note that al- 

. though "shortcomings and 
methodological,difficulties 
in both approaches to  
"intonation and attitude? 
are quite apparent even to 
enthusiastic proponents of  
one view or the o ther , . . .  
insofar we find evidence' 
both. for  categorical dis- 
tinctions in intonation , 

- and for the direct expres- 
sion o f  attitude." 
Ladd et al.(6)nonetheless 
conclude that an approach 
that carefully distingui~ 
shes” intonation from ' 
paralinguistio cues and 
designs i ts studies with 
that distinction.in mind 
will b e  the most produc— 
tive way to investigate‘ 
the role o f  intonation in 
expressing attitude! 

3.00NCLUSION 
3.1.Approach 
In the present-study we 
primarily adopted the 
first approach(approaeh A) 
with the above-mentioned 
distinetion in mind). 
3.2.Parameters - 
For convenience,we grouped 
the attitudinal,emotional, 
modal meanings,studied in 
the course o f  the compare- 
tive analysis into five 
scales:- . ' 
—certain - uncertain; 
-surprised — not surprised; 
-approvingly-disapproving- 

l e ? .  
—friendly - not friendly; 
—concerned — uninvolved. 

Secondly,the task was to  
determine which audible 
prosodic characteristics 
correalate with the above- 
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, mentioned. „model gamma I 
Thereieregthe folloyiig‘ 
measurements were takin: 
delimitation;plaeemenfi at 
communicative centreaeg 
gical'and emphatieTicené 

' tours(type o f  head,pitah 
and range).type_o£ nuclear 
tone(ita final section, 
angle,pitch and range ehe 
racteristiee,in partionlel) 
loudness,tempo,rhythn, 
timbre coleuring(esp.en? 
the emphatic segmenteeot 
the texts) .  
Thixdly.compexative‚analy- 
sis of  national intonatio- 
nal varieties or English 
is carried out(in two 
kinds of speech activity; 
spontaneous reading and 
epeaking.both male and 
female versions) 
3.3.Results.‘ 
a).Conetant featureefl, 
the given national varies 
ties of  English exihit 
a great deal_of  stability 
primarily in expressing- 
more'"intelleetual”,logié 
cal information. 
b).Variable features: 
the given national varie- 
ties o f  English reveal 
a certain amount of vari- 
ability of intonation 
system in expressing 
attitudinal,emotional. 
modal meanings(eee supple- 
ment). 
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UNE NOUVELLE CONCEPTION DE LA PLACE DE LA PHONETIQUE EN DIDACTIQUE DES LANGUES 
Abdelazim YOUSSIF et Elisabeth LHOTE 

Laboratoire de Phonétique - Besançon - France 

ABSTRACT 

The authors pr0pose a new approach in 
oral learning of a foreign language with 
pragmatic and phonetic basis. 
The natural situation of communication is 
integrated to learning process and the three 
dimensions of oral communication are not 
drssociated : Production, Preception and Comprehension. 

L'APPRENTISSAGE D'UNE LANGUE ETRANGERE 
L’apprentissage d’une langue étrangère prend en compte l’ensemble du processus oral de la communication. 
Pour_qu’un échange verbal soit réussi, un 
certain nombre de règles sont à respecter, 
en particulier celles qui concernent les 
deux poles de la communication, l’émrssron et la réception, c’est-à—dire le 
locuteur et l’auditeur. Le locuteur se caractérise déjà par sa voix qui facilite ou non l’échange ; il a un passé avec lequel 1 auditeur a - ou n’a pas — de points 
communs à partager ; il a une expérience et 
des connaissances qui se révèlent dans sa conversation. Quant à son message proprement dit, il peut être influencé par l’attente de l’auditeur par ses réactions, ses connaissances, son opinion, ses croyances amsr que par un accord ou un désaccord entre les deux partenaires. Dans 

toute communication fonctionne un 
processus . d’interaction. Et la 
communication orale n’y échappe pas. 

L’ORAL D’UNE LANGUE 
L’oral d’une langue se définit par 
l’utilisation d’un code phonétique et 
phonologique mais aussi par des habitudes 
langagières qui varient avec la langue et la 
culture. 
On peut se contenter de se référer aux 
deux niveaux d’analyse, segmental et 
suprasegmental,qui servent habituellement 
de repères en phonétique. A condition 
d apphquer ce modèle d’analyse à toutes 
les phases du processus, c’est-à—dire à la 
production, au message lui-même, à la 
perception et à la compréhension par un 
auditeur donné. 
Dans l’enseignement et l’apprentissage 
d’une langue, l’attention est portée sur le 
code de la langue-cible mais pas sur le 
passage d’un code à un autre qui ne peut 
pas ne as oser de roblèmes 
d’interféren’ces. p p 
Une approche phonétique de l’oral doit 
prendre en compte et le changement de code et les problèmes liés à ce changement 
dans l’ensemble de la communication. Cecr srgnifie que l’approche contrastive, encore beaucoup utilisée ne peut à elle 
seule servir de cadre d’approche. 

L’ACTIVITE DE LANGAGE 
L’apprentissage d’une langue étrangère se 
fait en général par référence à une autre 
langue acquise antérieurement — exception faite du bilinguisme précoce - Quand 
l apprenant adulte a besoin de communiquer dans la langue qu’il 
apprend, il utilise sans y penser les 
habitudes langagières qu’il a développées 
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en Ll : dès le plus jeune âge, il a, comme 
quiconque, appris la variabilité des 
réalisations phonétiques en situation 
naturelle ; il a appris à écouter sa langue en 
prenant en compte tous ces changements. 
L’activité de langage ainsi développée en 
L1 est un potentiel très riche : tout individu 
apprend à utiliser un code dans la 
variabilité et il construit son écoute et son 
langage en découvrant (implicitement) un 
code en s’adaptant à tout moment à des 
individus, à des situations, à des 
perturbations de la communication. 
Cette approche de l’oral dans la langue 
maternelle mérite certainement d’être 
exploitée plus tard car elle est typique de la 
façon dont l’humain se construit tout en 
s’adaptant. - 

L’EVOLUTION DES METHODES 
D’APPRENTISSAGE 

L’évolution des méthodes d’apprentissage 
depuis 15 ans a redonné sa place à la 
communication. Ce courant est allé de pair 
avec le développement de la 
communication internationale : la situation 
d’échange, pour réussir un marché par 
exemple, rend la communication orale 
indiSpensable. 
On a ainsi vu se développer des approches 
dites communicatives qui se sont centrées 
sur l’apprenant. L’objectif n’est plus un 
objectif d’enseignement, mais 
d’apprentissage. 
De nombreuses méthodes communicatives 
ont vu le jour. Le concept-clé est devenu 
l’Acte de Parole (Searle, 1972 et Hymes, 
1972) et a servi d’unité didactique de base 
(Dominique et col. 1982) 

L A  PRISE EN CHARGE 
PHONETIQUE EST TOUTEFOIS 
RESTEE EN RETRAIT 

On constate, qu’alors que l’Acte de Parole 
devient l’étendard des approches 
communicatives et des didacticiens, la 
discipline habituellement la plus apte à 
étudier la parole, la phonétique, n’a pas été 
saisie par la mutation.Ceci se manifeste 
par un maintien de l’approche 
traditionnelle contrastive qui s’exprime 
encore actuellement dans les manuels les 
plus récents (Kaneman-Pougatch et 
Pedoya—Guimbretière, 1989 - Pagniez- 
Delbart , 1990). On ne conçoit pas en effet 
d’aller d’une langue Ll à L2 sans passer 

du simple au complexe de la langue. Pour 
être plus précis, on peut donner comme 
exemple la progression phonétique utilisée 
par Kaneman-Pougatch et Pedoya— 
Guimbretière qui commence par les 
oppositions [i-y-u] puis [ -e- ]  
Cette soi-disant simplicité n’est qu’une 
apparence. La réalité montre que pour des 
arabophones, des hispanophones et des 
anglophones, ces oppositions sont une 
réelle difficulté qui résiste longtemps à 
l’apprentissage 

QUELLE EST LA PLACE DE LA 
PHONETIQUE? 

La phonétique définie comme l’étude des 
sons du langage a laissé une distance entre 
phonéticien et didacticien, une distance de 
nature disciplinaire qui a eu pour 
conséquence de réduire son efficacité dans 
la didactique des langues étrangères. De la 
transcription phonétique, pour éviter la 
graphie, à la méthode verbo—tonale de 

. correction phonétique, on l'a affectée 
essentiellement à la production de la 
parole. Dans les méthodes d’apprentissage 
ou dans les manuels qui les 
accompagnent, on cherche à décrire et à 
enseigner le système de la langue au 
moyen d’exercices dits de répétition, de 
discrimination et d’identification. Ces 
activités ne sont pas des objectifs en tant 
que tels : elles visent à fixer des acquis 
linguistiques. 
Quant a la correction phonétique de la 
prononciation qui s’appuie sur des 
contextes dits facilitants, nous constatons 
qu’elle ne parvient pas toujours à résoudre 
les difficultés de perception et de 
production. De plus elle laisse de côté les 
problèmes phonétiques liés à la 
compréhension orale. Une des causes 
majeures de cette inadaptation est due au 
fait que le travail porte sur des modèles de 
communication peu authentiques et peu 
naturels. 

UNE APPROCHE PHONETICO- 
PRAGMATIQUE 
La démarche phonétique que nous 
proposons s’inscrit dans le courant actuel 
des études didactiques et plus 
particulièrement dans la perspective d’une 
centration sur l’apprenant. Celui-ci, 
porteur d’une culture, d’habitudes 
langagières et communicatives, devient à 

363 



la fois le point de départ et l’objectif 
principal de la formation. D’un point de 
vue phonétique, ceci signifie qu’on _ne 
donne plus la priorité à la langue et que la 
p rogress ion  d’enseignement et 
d’apprentissage ne se construit pas - 
ou pas seulement en tout cas - sur une 
progression allant du simple au 
complexe de la langue, mais sur la 
construction personnelle d’une nouvelle 
structuration perceptive et d’une 
nouvelle façon de comprendre. 
En d’autres termes, on peut dire que l’on 
va aider l’apprenant à c h  a n  g e r  
d’habitude d’écoute. Ceci doit l’aider à 
capter autrement l’information sonore 
parmi les multiples réalisations 
individuelles en L2 et au sein de situations 
de communication variées. 
On ne dissocie plus la perception 
phonétique de l’acte de langage. 
L’approche phonétique dans ce cas 
s’intègre à l’ensemble du processus 
d’apprentissage. On n’apprend plus 
seulement à parler, mais aussi et surtout à 
entendre et à comprendre dans une 
autre langue que la sienne. 

PRODUCTION - PERCEPTION ET 
COMPREHENSION 

Les difficultés de production sont souvent 
étroitement corrélées à des difficultés de 
perception et de compréhension. 
Un exemple permet d’illustrer ce point : 
soit la situation suivante entre une 
Française “J” et une Soudanaise “A” 
“J” - Tu vois! là-bas c’est le bateau qui va 
en Corse. 
“A” — Oh là là ! mais c’est grand! 
“1” - Oui, mais il y des étages là-dedans. 
“A” - Des otages! pourquoi? 
La mauvaise discrimination perceptuelle 
entre le] et [0] a conduit l’auditrice 
soudanaise a faire une mauvaise hypothèse 
linguistique qui s’explique d’autant mieux 
quand on sait qu’elle était entrain de 
discuter d’un événement politique. Cette 
hypothèse erronée est liéé à des attentes de 
type pragmatique. Le passage d’un niveau 
pcrccptucl à un niveau pragmatique 
explique ici une erreur de compréhension. 
Une analyse plus approfondie de cet 
exemple corrélé à d’autres du même type 
met en évidence le fait général suivant : le 
système vocalique arabe réduit aux trois 
pôles vocaliques [al-I'll-lul ne prédispose 
pas un arabOphone à percevoir de faibles 

variations de timbre. Cela entraîne par 
exemple une confusion quasi systématique 
entre “il” et “elle” à la fois dans la 
perception et dans la production des 
arabophones. Cette faiblesse dans la 
discrimination perceptuelle des voyelles 
françaises est souvent à l’origine de 
mauvaises compréhensions entre 
francophone et arabophones. 
Cet exemple illustre assez bien la 
corrélation permanente nécessaire qui est 
faite entre les trois pôles phonétiques de la 
production, de la perception et de la 
compréhension orales (Lhote, 1990). 

LES PRINCIPES DE L A  
DEMARCHE NOUVELLE 

On peut esquisser les principes directeurs 
de cette démarche : 

Premier principe : toute forme d’oral en 
situation naturelle est bonne pour 
l’apprentissage. 
Le premier objectif à respecter est ici 
l’apprentissage de relations perceptuelles 
stables quelle que soit la variabilité 
individuelle ou situationnelle. 

Deuxième principe : l’étude d’un 
document oral doit partir de la situation 
dans laquelle il est produit. Ceci suppose 
l’analyse des composantes pragmatiques 
qui permettent de comprendre, ceci des le 
début de l’apprentissage. 

Troisième principe : l’analyse de 
problèmes d’interférences fait appel à 
l’analyse contrastive. 
Le sens de la démarche est ici important : 
on n’applique pas l’analyse contrastive à 
l’enseignement. On se sert de l’outil 
d’analyse afin de mieux expliquer les 
structures sous-jacentes et d’orienter la 
progression. - 

' Quatrième principe : la progression ' 
d’enseignement est soumise à la 
progression d’apprentissage. . 
Selon la langue d’origine, les difficultés et 
les interférences ne sont pas les mêmes. 
Ceci est connu de tous les didacticiens. 
Les priorités sont donc à définir en 
fonction de la langue d’origine, des 
besoins de communication de l’apprenant 
et enfin des conditions de l’apprentissage. 

En conclusion, on peut dire que 
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l’approchc phonético-pragmatique que 
nous proposons n’est m une théorie, nt 
une méthodologie nouvelle. Ce qui est 
beaucou lus important, c est une 
nouvellepfagon de consrdérer l acte de 
langage oral. 
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ABSTRACT 
The stop consonant transition durations of a 
french-speaking conduction aphasic and a 
control subject, have been compared in a 
word repetition task with and without 
masking noise. Contrary to the control, the 
voiced and unvoiced transition durations of 
the aphasic tended to be poorly differentiated. 
and in noise, when auditory feed-back was 
precluded, all his transitions became shorter. 
The error rates of the aphasic were also 
analysed. It was much higher for unvoiced 
stops than for voiced stops. It was higher in 
masking noise than without noise. The 
results are discussed with respect to the 
possible roles of auditory and kinesthetic 
control of speech production. 

1. INTRODUCTION 
It is clinically widely accepted that conduction 
aphasia is associated with“ posterior cortical 
damage centered on the parietal lobe and with 
linguistic deficits that are focused on 
production mechanisms. The impairments 
are especially important in word repetition 
but also in spontaneous Speech. Segmental 
errors and substitutions are very common. 
On this basis, it has been proposed that a 
phonological level of speech production is 
deficient [4]. A few VOT studies have also 
shown some phonetic disturbances [1, 7]. 
Blumstein et al. have suggested that these 
disturbances are related to a timing deficit. 
However, its origin was not well defined. 
Kent [2] has proposed that conduction 
aphasia is related to impairments of phonetic 
sequencing and deficient central integration of 
peripheral sensory infonnations that result in 
disturbances of sensory trajectories and poor 
motor control of speech. McNeilage [3] has 
insisted on the importance of motoricly 
defined acoustico-articulatory targets during 
speech production and their implication in a 
premotor level of speech control. On this 
basis, Poncet et al. [6] have suggested that the 
targets are part of an internal linguistic model 
involving a representation of  the 
buco-phonatory system, and that within it, 
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they are specified Spatially and kinestheticly 
as premotor schemes. At the neurological 
level, such schemes have been associated 
with the left parietal lobe which is the cortical 
area classicly considered to be implicated in 
conduction aphasia. Internal laryngeal and 
supra-laryngeal buco-phonatory coordinates 
may play an essential role in these schemes. 
However, buco-phonatory gestures are 
displayed in time. Temporal coordinates 
must also be taken into account. Auditory 
temporal discrimination and feed-back are 
likely to play an important role in the control 
of the articulatory gestures involved in speech 
production. At the premotor level, the timin g 
of speech sounds could be coded both 
kinestheticly and auditorily. The respective 
roles and interplay of these two types of 
temporal coding of speech production are not 
well known. The study of timing factors is 
possible through the investigation of voiced 
and unvoiced stop consonants. Contrary to 
voiced stops, at the articulatory level the 
realization of an unvoiced stop necessitates 
the inhibition in time of the vibration of the 
vocal folds. In addition, differences in 
transition length are important acoustic 
elements for the distinction between 
voiceness and voicelessness. In order to 
study production timing factors in conduction 
aphasia, we investigated the stop transition 
durations of a conduction aphasic and a 
control subject. We used the stop transitions 
rather than the VOT because, contrary to 
English, in French, all voiced stops are 
always prevoiced and voicing occurs over the 
entire duration of the closure, and usually 
also during the plosion. Moreover, in order to 
investigate the respective roles of the 
kinesthetic control and the auditory control 
mechanisms, we tested our subjects under 
normal condition and under speech masking 
noise condition. In this latter condition, the 
noise precluded the auditory control leaving 
only the kinesthetic control available. 

2. SUBJECTS 
Two right—handed men with normal 

audiograms took part in the experiment. 
They were matched for educational level and 
pronunciation characterisitics. The control 
subject was thirty two years old. The Aphasic 
subject was fifty years old. At the onset, his 
impairments included global aphasra and 
right hemiparesia. Within a few days, they 
evolved to right hemianesthesra and 
conduction aphasia associated with discrete 
reading, and writing problems as well as 
acalculia. MN] showed a hypodensrty_1n 
the left sylvian territory suggesting a sylvtan 

.ischeamic accident. The damage was centered 
on the inferior parietal lobule and extended to 
the superior parietal lobule, to the pits courlge 
and the periphery of the somesthesrc 
paracentral parietal areas. In depth, the lesron 
extended to the upper surface of the posterior 
part of left lateral ventricule. 

3. PROCEDURES _ 
The subjects were tested in an anechorc 
chamber on a single word repetition task. An 
experimenter who could not be seen, read 
each word before the repetition. The subjects 
did the task two months after the accident 
of the aphasic. They were tested three times 
with the same list of words. During the third 
repetition of the list, a 100 dB spl loud speech 
masking noise was diffused through 
audiometric ear-phones. In this last 
condition, the subjects were specificly asked 
to speak normally in order to avoid a raisrn g 
of the intensity of the voice. The list 
consisted in 552 words with 90 target words 
randomly distributed among them. They 
were chosen in order to study and compare 
all the six stop consonants of French. The 
Stops were either at the initial posrtron for 
monosyllabic words or at initial and 
intervocalic positions for bisyllabic and 
trisyllabic words. A total of 108 stop 
consonants were included in the target words. 
Out of these stops consonants, 18 came 

from monosyllabics, 36 came from 
bisyllabics and 54 from trisyllabics. The 
vocalic surrounding was lâ/ and in a few 
cases [EI or [9]. In our acoustico-phonetic 
analysis, we considered only the correct 
productions of the aphasic, and only the 
second repetition (with no speech masking) 
and the third repetition (with masking noise) 
were taken into account. The segmentation 
was done with the phonetic Bliss Sytems 
program [5]. The stop transition durations 
were taken between the beginning of the stop 
plosure and the first noiseless vocalic penod 
following the stop. These measures 
constituted the dependent variable. A 
completely between analysis of variance was 
performed for each type of word length: 
monosyllabic, bisyllabic and trisyllabic. The 
individual stop consonants constituted the 
random variable. The experimental factors 

that we studied, were the type of subject 
(aphasic or control), the voiceness of the stop 
(voiced or unvoiced) and the repetition 
condition (with or without speech masking 
noise). An additional factor, i.e., the position 
of the stop in the word, was studied for the 
bisyllabic words (2 positions) and the 
trisyllabic words (3 positions). The three 
parametric analyses were performed usrng a 
SAS general linear model procedure .for 
analysis of variance. In the phonological 
analysis, we considered all the target words 
and the number of errors. The control subject 
did not make any error. Only the data of the 
aphasic subject were considered. _We 
compared his performances on the basis of 
the voiceness or unvoiceness of the stop 
consonant in target words and the presence or 
absence of speech masking noise during the 
repetition. Performance differences based on 
word length were also examined. The 
analysis was performed using a SAS 
categorical analysis procedure for 
dichotomous variables. 

4. RESULTS _ 
The results of the' phonetic analysrs 
showed significant effects of the interaction 
between subject and voiceness for the three 
types of word length (Rs 2 5.30, p50.03). In 
all cases, the differences between voiced and 
unvoiced stop transitions were minimal for 
the aphasic. On the contrary, the vorced stop 
transitions of the control subject were much 
shorter than his unvoiced stop transitions 
(Table I). 

Table l Voiced (V+)and unvoiced (V-) 
transition durations in milliseconds 

Aphasic Control 
V+ V- V+ V- 

Monosyllabics 10415.3 6.8 20.2 

Bisyllabics 10315.7 as 19.4 

T r i sy l l ab i cs  10516 .4  7.1 19.6 

These results seem to indicate that voiced 
and unvoiced stop consonants are poorly 
differentiated by the aphasic subjects The 
phonetic analysis also showed Significant 
effects of the interaction between subject and 
noise condition for the three types of word 
length (Fs 2 3.85, p50.05). In all cases, the 
stop transition durations of the aphasrc 
became much shorter in noise while those of 
the control subject tended to remain the same 
in noise and without noise (Table ID. These 
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results seem to indicate that the aphasic has more difficulty maintaining the duration of stop transitions Without auditory feed—back. 

Table ll Stop transition durations in 
noise (N+) and without noise (N-) 

Aphasic Control 
N+ N- N+ N- 

Monosyllabics 7.6 15.9 13.7 13.7 

Bisyllabics 10 16.1 14.4 12.3 

Trisyllabics 9.9 15.113.9129 

In addition to these effects, in the bisyllabics and trisyllabics of the aphasic, significant differential effects of noise could be detected With respect to voiced an unvoiced stops (PS 2 4.6, pS0.04). The unvoiced stops transrtions always became shorter in noise while the voiced stop transitions did not change much in noise. On contrary, in monosyllabics both voiced and unvoiced stop tansitions became smaller i ' (Table HI). n norse 

Table Ill Interaction between noise and 
voucmg for each type of word length 

Noise 

10.4 
6 19.9 
9.3 10.7 
6.6 21.3 
8.5 11.3 
5.7 21 .B 

5.3 1 17 
20. 

18.9 
17 

7 
13. 
7 

11 
8.1 17 

In the bisyllabic words of the aphasic, a significant effect of the position of the stop gonsonant inmthe word was found in onjunctton to e effect of noise on voicin (F(l,_ 107) = 7.59, p<0.007). Voiced ang unvorced patterns of change in noise and without _noise differed only for the intervocalic stop position. At that position in horse, vorced stops did not change while unvorced stop durations shortened dramaticly and tended to become undifferentiated from those of vorced stops (Table IV). 
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That level of interaction could not be de . a e 
t in tnsyllabics, even though pattenîsmä changes for initial and inter-vocalic stops did not seem to differ from those of bisyllabics. 

Table IV Effect of the position ot 
the syllable in the bisyllabics 
of the aphasic subject 

Noise + Noise - 
V+ V- V+ V- 

Syllable 1 9.3 12.4 16.3 17.3 

Syllable 2 9.3 9.6 9.1 21.3 

At the phonological level, the analysis shgwed a Significant effect of the word length (X_ =12.55, p<0.02). The error rates increase slightly from monosyllabics (25%) to bisyllabics (27%), and becomes much higher in tnsyllabics (43%). These effects further suggest that longer words which include intervocalic stops, are more difficult to realize for the aphasic.The results of the phonological analysis also showed that the error rate for unvoiced stops (33%errors) is Significantly higher (X2 = 4.83, p<0.03) than that for voiced stops (22%errors). This seems to indicate that, for the aphasic, unvorced stops are more difficult to realize. Thephonological results also showed 3 Significant higher error rate X2 =7.29, p<0.007) in the condition with masking noise (43%) than in the condition with no noise (26% errors). This seems to further indicate, that when auditory feed-back is suppressed, phonation is more diffcult for the aphasic. 
5. DISCUSSION 
At the acoustico-phonetic level, the poor differentiation of voiced and unvoiced stop consonants of the conduction aphasic, suggests that his timing coordinates are affected. The differential duration parameters for the realization of voiced and unvoiced stops seem to be blurred. This deficit suggests that temporal coding is likely to be an important part of premotor speech production schemes. In the phonological analySis, the higher error rate of the aphasic for. unvorced st0ps, further suggests that timing ~could play a specific role. The realization of unvoiced stops is likely to involves temporally programmed inhibition of the Vibration of the vocal folds. This is not necessary for voiced steps and this could be 

Why they are less prone to errors than 
unvoiced st0ps.The shortening of the stop 
transitions of the aphasic in masking noise, 
when auditory feed-back is not possible, 
suggests that articulatory timing can be 
controlled auditorily. The preclusion of this 
control could explain that durations are not 
maintained. The results further seem to 
indicate that non-auditory control of 
phonation, i. e.. kinesthetic control, is 
deficient in conduction aphasia, but auditory 
control could compen sate for it to a certain 
extent. The higher error rate of the aphasic in 
masking noise also support this view. The 
results showed a very peculiar effect of 
masking noise for the aphasic. Unvoiced 
stops transitions are significantly shortened in 
bisyllabics and trisyllabics,while voiced stop 
transitions tend to remain similar in noise and 
with no noise. It suggests, that in words with 
more than one syllable, adequate vocal folds 
inhibition is diffcult to control 
audio-temporally. This could be specificly 
related to intervocalic stops because their 
presence constitutes the major difference 
between polysyllabic words and 
_monosyllabic words. The role of auditory 
timing control of phonation might start to 
increase with increasing complexity and 
length of words. In addition, the very high 
error rate of the aphasic in trisyllabics seems 
to further indicate that successful word 
repetition is more difficult in longer words 
that necessitate important cross-syllabic 
integration. The audio-motor Speech control 
system could be more Specific of inhibitory 
control, in some cases at the intrasyllabic 
level, as for the production of unvoiced 
stops, but mostly at the cross-syllabic level 
for integrated cross-syllabic production. 
Conversly, the kinesthetico-motor sytem 
could be linked to an excitatory system, 
which might be more devoted to the 
command of the articulators for the 
initialization of speech and for the successive 
intra-syllabic integration during ongoing 

' phonation. The performance of the 
kinesthetico—motor system for the production 

' of a complete word might rapidly decrease 
with increasing integration needs such as for 
words with more than one syllable. In 
normal conditions, the two systems could 
operate synergistically for the control of the 
articulatory and acoustic characteristics of 
speech sounds. They both might encode 
speech timing but each specializing at a 
different level : (i) with an intra-syllable focus 
for the kinesthetic control system which is 
likely to be more automatic and removed 
from volontary control. (ii) and with a 
cross-syllabic focus for the auditory 
control system with some possibility to 
overtake intrasyllabic control especially when 

the kinesthetic system is deficient. Within 
that context, conduction aphasia can appear as 
a deficit centered at the intra-syllabic level of 
speech production and both auditory and 
kinesthetic timing coordinates seem to be 
affected. Secondary effects might result at the 
cross-syllabic level, especially when auditory 
control is removed. 
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A CROSS—LANGUAGE STUDY 0F ‘JO CONTRASTS OF STOPS ICING 
Katsumasa Shimizu 

Dept. of Linguistics Univ of Edinbur ' . . . gh, Edinbur h, Dept. of English, Nagoya Gakuin Univ. , Aichi-lgen,s..lcaïalaîind' 

ABSTRACT 
The present study is concerned with cross-language phonetic differences of soloing contrasts of steps in six Asian languages. Such features as veice onset time (VOT), iundamentar frequency (Fo) and the contour. spectral analysis, and the onset F t  frequency were examined, and their cross-language comparisons were made. The results of acoustic analysrs showed that each language uses several acoustic dimensions in different ways for distinction of voicmg ‚categories and “same“ sounds in these languages show some ianguage-specific properties as well as features which are common to many languages. 

1. INTRODUCTION The present study is concerned with cross-language phonetic differences of voicing contrasts of stops :n six Asia . languages, and to explore the ways to describe some cross-language characteristics of stops. The languages investigated are Japanese. Mandarin Chinese Korean. Burmese, Thai, and Hindi: The examination is mainly based on the acoustic analysis of initial stops in these languages, several numbers of subjects in each language took part in the experi- ments for recording linguistic materials. The main issues of Investiga ion is to clarify the phonetic characteristics of voicing contrasts of stops in these languages. to ex- 
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amine the language-specific properties and to make cross- lan ua e ' , ”g. g comparisons on these .e...t.res. 

2 .  ACOUSTIC ANALYSIS 
2.1, Voice Onset Time Voice onset time (VOT) is usually defined as the time interval between the onset of voicing and articulatory release of the stop consonants, and is a timing dimension of the onset of VOlClfig to articulatory orai reiease _[1]. Based on the acoustic analysis in the present experiment, it has become clear that VOT functions for distinguishing voicing categories of Initial stop consonants if they are based on the timing event of glottal 

and supralaryngeal movements. However, as has been noted in previous studies [2], VOT is not sufhcrent for distinguishing the categories of stops in such languages as Korean and Hindi which use such iaryngeal features as glottal tensing or glottal stricture. In these languages, VOT is unable to distinguish tense stops from lax stops, and voiced stops from breathv vorced steps. This means that VOT is not sufficient if laryngeal features other than glottal timing are involved in the voicing distinction. 

Among the three major voicing categories of voiced, voiceless 
unaspirated and voiceless aspirated stops, it was found that the V T values of voiceless unaspirated stops show a wide range of 

variability, while those of voiceless 
aspirated stops show little variability 
in these six languages. This implies 
that voiceless unaspirated stops are 
articulated with language-particular 
characteristics and have some 
flexibility in choosing the articulatory 
timing region in the VOT continuum. 
The reason that voiceless aspirated 
stops show little variability is that 
aspiration requires a carefully 
adjusted timing event of glottal width 
and articulatory release: i.e., the 
timing when giottal width reaches its 
maximum opening must be adjusted 
with articulatory release. 

2 . 2 .  Fundamental 
Frequency (Fo) and i t s  
contour 

As to Fo and its curve, it was 
demonstrated in the present study 
that  voiced and voiceless 
distinctions have a different effect on 
the Fo perturbations of the following 
vowels, and voiceless stops are 
generally associated with a higher 
Fo, while voiced stops are 
associated with a lower Fo. In 
Korean, all stops are phonemically 
voiceless, and the distinction 
between tense and lax srops affects 
the Fo perturbations, so that 
voiceless tax stops show the iowest 
Fo values compared to voiceless 
tense stops and voiceless aspirated 
stops. In Chinese, there was no 
marked difference between the 
voiceless unaspirated and voiceless 
aspirated stops, but in Burmese and 
Thai there were significant 
d i f fe rences between these 
categories, and the magnitude of 
differences in Fo values were not 
different from those of non-tonal 
languages such as Korean. 

It was also demonstrated that there 
is a difference in the Fo curve from 
the onset to steady-state portion. 
Voiceless stops tend to show a 
lowering pattern, and voiced stops a 
rising one. In Japanese. the effect of 

voiceless stops is not apparent. and 
a level pattern was observed. In 
Korean, a clear-cut distinction 
between voiceless tense stops and 
voiceless lax ones is observed, and 
the tense stops show an abrupt 
falling Fo curve. Furthermore, in 
Hindi, Fo curves of the breathy 
voiced stops show the lowest values 
and demonstrated a characteristic 
Fo pattern of fall - rise. 

2 . 3 .  Spectral Analysis 
The examination of power spectra 

in each language reveals some 
differences in intensity level and 
spectral characteristics. The 
spectral characteristics can be 
examined in the regularity of peak 
energy distribution, level of intensity, 
bandwidths and the spectral shape. 
Although the degree of regularity is 
difficult to measure. it can be said as 
a general trend that voiced stops 
show more regularly distributed 
energy peaks, while voiceless 
aspirated stops tend to show less 
regularly distributed energy peaks. 
Furthermore, although it is generally 
known that voiceless stops show a 
greater articulatory force; i.e.‚ higher 
rate of airflow. than voiced stops, this 
trend was not consistently observed. 
and some languages such as 
Japanese did not show any marked 
differences. - 

2 . 4 .  The Onset Frequency 
o f  the F i r s t  torment 

As to the onset frequency of the 
first formant. it was found that there 
is a difference in F1 onset frequency 
between voiced and voiceless stops; 
the onset frequency is in most cases 
higher in voiceless stops than it is in 
voiced stops. Differences in the 
onset frequency reflect differences in 
the speech production of these types 
of stops. It was also found that the 
difference in F1 onset frequency is 
affected by the ones of following 
vowels, and stops followed by low 
vowels show greater changes than 
those followed by high vowels. 
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3 .  sum“ 
The languages in the present study 

use several acoustic dimensions for 
voicing categories in different ways, 
and the ”same” voicing categories 

' which are represented by the same 
phonetic symbols have a language- 
specific variability, as well as 

- features which are common to many 
languages. VOT functions for the 
distinction if the voicing categories 
are based on the laryngeal timing in 
relation to the oral release. lf other 
laryngeal features are involved, 
other dimensions are needed for 
distinction. Among the major voicing 
categories, voiceiess unaspirated 
stops show a wide range ol 
variability in the glottal and 
supralaryngeal timing events, while 
voiceless aspirated stops do nor. 
The Fo at the vowel onset 
represents the initial state of the 
glottal adjustments and is significant 
for characterizing the voicing 
categories which involve a change 
of initial glottal gestures as found in 
Hindi breathy stops. Spectral 
analysis such as intensity level and 
spectral shape does not appear to 
provide a useful  cue fo r  
distinguishing major vicing 
categories. Finaliy. the F1 onset 
frequency is useful for distinguishing 
the voicing categories of stop 
consonants. 

4 . u u v u v w c z s  
\ -  . “ “ “ . —  

[2]Han, MS. and Weitman, 
Fl.S.(1970) ”Acoustic features of 
Korean IP, T, Kl, Ip, t, kl and Iph, th, 
|<“:— Phonetics. 22, 112-123. 
[1]Lisker, L. and Abramson, A.S. 
(1964), 'A cross-language study of 
voicing in initial stops: Acoustical 
measurements.“ Word. 20. 384-422. 



ACOUSTICAL CUES FOR VOICED AND BREATHY FINAL STOPS IN 
GUJARATI LANGUAGE 

Christine Langmeier 
München. Germany 

The problem of recognizing and 
discriminating stops is well known to 
those working in the field of speech re- 
cognition. To discriminate between 
voiced and breathy final stops of mono- 
syllables several acoustical parameters 
of the preplosive vowel have been 
examined as predictor variables. Classi- 
fication scores up to 90% in iudged 
groups proved as highly tolerable 
performance. 
The results confirm Fisher-Jdrgensen [1] 
who claimed that the amplitude of the 
first harmonic (Ht) is most selective to 
voiced versus breathy phonation. 
On the other hand we have to consider 
the working relations of several 
acoustical parameters as there are the 
overall intensity, the first formant and 
the bandwidth of the first formant. 
In one case making use of the difference 
measure between the first and second 
harmonic , 8 technique discussed by 
Ladefoged et al [21 generates better 
classification scores than computing on 
the measurements of H1 . 

1. lNCTRODUCTlON 
intensive research has been carried out to 
investigate the acoustical cues of different 
stop categories. 
For initial stops a great impact on the 
following vowel has been admitted. For 
example Schiefer [3][4] found that in Hindi 
language fundamental frequency and over- 
all intensity are cues to differentiate four 
stop categories in word-initial position: 1) 
voiceless aspirated 2) voiceless 3) voiced 
and 4) breathy stops. 
We might doubt that comparable oppo- 
sitions hold also for a word-final position 
because the contrasts could be in some way 
neutralized. Can we notice a regressive 
assimilation on the foregoing vowel? 
A word-final distinction of voiced and 
voiceless stops has been discussed in the 

anglo—american literature as a phenomenon 
of vowel and stop closure duration, e.g. by 
Wardrip-Fruin [5]. 
A voiced final stop should lengthen the 
foregoing vowel and should be charac- 
terized by a relatively short closure duration 
(it is understood that duration measure- 
ments are always relative and give evidence 
only in controlled surroundings). 
Lately there appeared also spectral 
arguments by Van Summers [6]. The first 
formant was found to stay somewhat lower 
in a voiced environment. 
That there is indeed a physiological basis 
for a fourfold stop distinction in indo-arian 
languages even in word-final position has 
been shown by Yadav [7]. 
Employing a fiberoptic technique he found 
four grades of glottis opening when a 
speaker of Maithili produced the test words. 
At the moment of stop release the glottis is 
1) still closed for voiced final stops 2) 
slightly open for breathy stops after a 
roughly periodic phase during the closure 3) 
slightly open for voiceless stops after an 
open phase during the closure and 4) 
"widely” open for voiceless aspirated stops. 
The proposed investigation examines 
several acoustical cues of two final stop 
categories: voiced and breathy final stops in 
mono-syllables of Gujarati language. 

2. METHOD 
The recordings of five native Guiarati 
speakers were made in Baroda by L. 
Schiefer and Bh. Modi. 

Shah (male, 40 years, grown up in 
Ahmedabad, living for 14 years In 
Baroda) 

Patel (male, 29 years, grown up in 
Baroda) 

Vora (male, 26 years. grown up in 
Bombay and Baroda). 

The following meaningful words were 
produced several times (it came up to a 
sample size of about 120 words for each 
person with 8 to 9 occurances of the same 
word): 

rab ab“ 

sad sadh 

va6 marsh 

rag veg" 

mod mgdh 

raö rgöh 

d"sog d‘sszg" 

porridge sky 

voice accomplish 

fence musical form 

raga tiger 

JOY . honey 

cry stubborn 

world fragrance 

Modi (female, 53 years, grown up in 
Bombay and district Surat. living 
for 29 years in Baroda) 

Dalal (female, 47 years. grown up in 
Baroda) 
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You may read the vowel with the underscore 
as a breathy vowel; the sigma-letter as the 
vowel schwa; the delta-letter as a retrofiex 
dental stop and “d"s' as a palatal affricate. 

3. SEGMENTATION 
The computer aided segmentation of the 
single word oscillograms was as follows: 
The initial consonant. the vowel. the closure 
and the burst of the final stop were cut by 

visual and auditive inspection of the 
digitalized acoustical signal. 
There was no need to define a transition 
phase between the vowel and the stop 
closure part of the signal. the cut was set as 
soon as the amplitude was small enough to 
corresponde with the articulatory closure 
phase and the typical oscillating pattern of 
the vowel blurred. 
The beginning of the burst then was defined 
as a small but abrupt vertical impuls of the 
signal. The final phase of the stop melted 
into the tape noise and therefore its 
duration couldn't be measured. The 
duration of the closure was measured 
proportional to the duration of the initial 
consonant and the following vowel. 

4. ACOUSTICAL ANAYLSIS 
The acoustical analysis was performed with 
the facilities of the Institute of Phonetics, 
München. 
For all speakers a pitch synchrone discrete 
Fourier transformation of the vowel part of 
each word was calculated and for three 
speakers also a formant analysis by LPC- 
procedure. 

Alltogether the following acoustical 
parameters computed for each word could 
enter as canonical variables Into the 
discriminant analysis: 

overall intensity 
fundamental frequency 
intensity of H1 
Intensity of H2 
intensity difference between H1 and H2 
relative closure duration 
first formant F1 
bandwidth of F1 

5. DlSCRlMlNANT ANYLSIS 
Working with the statistical package SPSS- 
PC+ a discriminant analysis was computed 
for every speaker.The jackknife—valldation- 
procedure (one-leaving-out-method) was 
used to reduce the misclassification bias. 
For three samples the assumed multivariate 
normality and equality of group covariance 
matrices didn’t hold. Consequently the 
degrees of freedom had to be reduced. 
One speaker (Modi) showed different 
characteristics for vowel /a/ and [cr/, 
therefore the sample had to be devided. 
For another speaker (Shah) only one 
variable remained in the analysis. 
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6. DISCUSSION 
A view of the discrimination score figures 
reveals that the first harmonic is the most 
selective variable for all speakers except 
one. In that case a transformation measure 
of H1 (the H1 -H2-difference measure) shows 
best results. Indeed 75% of speaker Patel 's 
correct discrimination scores are expressed 
by the Diff-variable. 
All formant measurements showed up to be 
quite selective between the voiced and the 
breathy group. 
In the cases of Modl and Patel the hight of 
the first formant is inversely related to 
breathiness, in the case of Vora the broader 
bandwidth within the breathy group makes 
the difference. 
Looking at the canonical discriminant func- 
tion coefficients of the Dalai—sample the 
overall intensity contributes to the discrimi- 
nation function because it correlates 
negatively with the first harmonic in the 
breathy group but not in the voiced group. 
The coefficients can be seen in the figure 
showing the discrimination scores of the 
source groups. 
The impression that the closure duration in 
breathy final stops could be somewhat 
longer than in purely voiced stops couid't be 
verified for the whole samples. Indeed 
closure duration is strong enough to 
discriminate the phonation type in samples 
of retroflex dental articulations. 

7. FINAL REMARK 
In minimal pairs the mean maximum 
intensity differences of H1 between the two 
groups of phonationtype are around 3 db, 
the Diff-measure which corrects in a sense 
for overall intensity variation shows even 
lower means. 
If we consider that Bickley [8] used 3-db- 
steps to test perception differences 
between clear and breathy vowels and 
found a 75% discrimination score at the 9— 
db-borderline, we may find that discrimi- 
nation analysis (or let’s say a computer) is 
much more sensitive than human 
perceptionists. 
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EQUIVALENCE PERCEPTUELLE ET DIFFERENCIATION 
ACOUSTIQUE 

PDURAND 

Institut de Phonétique. URA 251 CNRS. 
Aix en Provence, France 

. ABSTRACT: 
The aim of this paper is to show 
evidence that in speech there are 
continumes that prevent sounds to be 
mere illustrations of the sound 
paacigmatic unit. the phoneme. The 
study of a set of nonsense items points 
out that consonant environment does not 
explain entrely spectral shape of vowels. 
The vowel of the previous syllable 
Influences also its acoustic achievement. 
So. the actual spectral values of a sound 
unit reflect also this syntagmatic aspect 
and are not only the reflect of some 
pæadgmatic invariance. 

iéelNT RODUCT ION : 
aucoup de Iinguistes africains ont 

observer. en écoutant des séquences $ 
type comme _bois" . “scène deux', que le 
francais. a l'insta de l'anglais “some 
boy ,_du serer , du peul, ou de l'éwondo 
utilisait des occlusives prénasalisées. Et 
on se demande pourquoi les spécialistes 
de Iacoustique ne semblant prendre en 
compte que l'aspect paradigmatique des 
unités sonores. ou de ne les considérer 
que comme des illustrations de 
phonemes, se sont souvent contentés 
d'affiner les valeurs centrales moyennes 
_au lieu de prends compte la variabilité 
inter-contextuelle de ces unités, telle 
malle“ se manifeste. opposée a leur 
mabilité face aux unites susceptibles 
d'appa'atlre dans le méme contexte. 

2. BUT DE L'ETUDE : 
Nous nous proposons a ' des 

quatre voyelles francaises proches tant 

du point de vue phonolo que e du 
point de vue articulatoire gelt acoqulstique 
de montrer que les unités sonores ne 
sont pas _ l'illustration pure d‘entités 
gääigmatiques mais plutôt des réali— 

_s syntagmatiques qui ont 
fonction. dans la perspective de comprzflE 
nicationoù elles s'insérent. de s'opposer 
à Ia fers aux unités contiguës et aux 
autres unités susceptibles d'apparaître 
dans un contexte identique. Cependant. 
compte tenu des contraintes spécifiques 
du tractus vocal et compte tenu de la 
Vitesse de la communication orale. les 
!:??q . des (‚langes séonores isolées ne 

appr es. etait ne se s 
de probléme pour la transmispäon psc 
linformation dans la mesure où 
coexistent dans Ie message a la fois des 
phénomènes de continuité . de rupture 
“de cette continuité et que l'unité sonore a 
decoder s'oppose dans le contexte où 
elle s'inscrit à toute unité sonore 
susceptible de commuter avec elle dans 
le meme env'ronnement et dans la 
même langue. 
C‘est_dans cette perspective. que doivent 
être Integes les phénomènes très tôt 
signalés d'influence bilatérale [5], de 
chevauchement [4,8], et les interro- 
gations sur les limites de la continuitéle— 
9! dans la production [9,10,11,12], qui 
n ont ete Integes. a de rares exceptions 
pres. nous semble-t—il. que dans le carte 
de la syllabe ou de la demi-syllabe [6]. 
vu le_nombre de paramètres a integer. 
Aussi serait-il vain dans les limites d'une 
étude de ce type, de prétende apporter 
plus _que quelques orientations 
sommaires face aux questions ainsi 
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soulevees‚ mais plus simplement de 

montrer. dans un cede contraignant. 
me. dans le signal observé. 

coexistent les trois éléments 

mentionnés a savoir continuité du 

message. rupture dans ce meme 
message et indices dans la substance 
acoustique suffisant au décodage de 
cette unité et d'elle seule. La 
composition du corpus ne rends pas 
nécessaire l'analyse du second facteur 
(ruptu'e), mais permettra de mieux 
cerner les phénomènes de continuité. 
et la présence dans la substance 
d'indices suffisants a la discrimination 
des elements vocaliques étudiés. 

3. PROCEDURE: 
Une serie de logatomes de forme 
fCV'CVCI a été enregistrée en 
chambre anéchoique. Les elements 

consonan-tiques etaient lp.tl et m. et 
vocaliques fi.e,yl et le!. Les séquences 
enregistrées ont été l'obiet d'une 
analyse spectroga—phique (0-8000 Hz, 
300 Hz). susceptible de faire 
apparaitre des éléments établissant 
d‘une part, les éléments de continuité 
dans le signal. de l'autre. des indices 
spécifiques de chaque élément 
vocalique en contexte identique. 

4. LES ANALYSES 
4.1 Les elements de rupture : Du 
fait même de sa composition. le corpus 
étudié oppose les sons entre lesquels 
existe la plus gende discontinuité 
possible: des occlusives sourdes et 

des voyelles. De ce fait. la rupture 
entre deux éléments consécutifs de la 
chaîne sonore est maximale, et il est 

inutile d‘insister sur ce point. 
4.2 Les éléments de continuité 
Pour la même raison, parler de 
continuité a l'intérieur de séquences 

ainsi construite peut sembler 
paradoxal. Cependant nous pensions 
notre attention sur les points suivants : 
4.2.1. : La continuité vocalique: 
Une certaine continuité vocalique 
subsiste malgé les "accidents conso- 
nantiques". Dans le sacré qui est celui 
de cette étude - des iogatomes. et les 

voyelles du corpus - cette continuité 
sera particulièrement difficile à mettre 
en évidence. 
4.2.2.:Les consonnes occlusives: 

Elles introduisent leur propre continuité 
sur la trame vocalique. Comme nous 
l'avons montré antérieurementlZ]. les 
effets de l‘occlusion atteignent les 
valeurs centrales du spectre et les 
influencent de manière plus ou moins 
forte en fonction des éléments voca- 
liques et consonantiques en contact. 
lci. l'influence bilatérale sera 
maximale. 
4.3 Les elements spécifiques : ll 
s‘agit a terme dexaminer si, existent 
dans le signal des elements spectraux 
spécifiques susceptibles d'opposer 
une variabilité intra-contextuelle & une 
variabilité intercontextuelle. 

5. LES RESULTATS 
5.1 Les elements de rupture Voir 
supra 4.1 
5.2 Les éléments de continuité 
Outre les éléments supra segmentaux 
(accent. intonation).dont l'influence est 
importante dans l'unité de la séquence 
sonore. mais qui n‘entrent pas dans le 
cad'e de cette etude, les analyses ont 

é essentiellement sur la valeur 
centrale des spectres vocaliques dans 
la mesure ou c‘est le centre de 

l'élément vocalique qui est le moins 
sensible a la coproduction au niveau 
de la séquence sonore. 
5.3. Les elements spécifiques. 
Les résultats du dépouillement font 
apparaître pour chaque réalisation 
l'influence de la labialité de la voyelle 
précédente, même si celle—ci est 
pondérée par la consonne interve- 
calique. 

6. DISCUSSION 
6.1. Le probleme du corpus 
Deux phénomènes peuvent relativiser 
les quelques points observés. Tout 
d'abord l'utilisation de logatomes. 
Comme nous l'avions remarqué 
précédemment [2-3], l'utilisation de 
logatomes .. comme le choix de mots 
ra'es - conduit a une articulation plus 
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precise des secpences aticulatores. 
De ce tait. les données obtenues ne ne 
possèdent pas une variabilité 
analogue à celle observée dans des 
séquences de pa'ole continue. 

F2 deli] suivant [e] ou [i] 

3000 T 

Dun l j i aäü la f  
e e e e e i i i i i  

V I  

F2“… suivant [y] ou [.] 

3000T 

J 

20001 ._ 

alsa..;;;;;: 
" ' ' ' v v v y y  

v1 
Figures1aetbzlnfluencede.a 
voyelle précedente si: la valeur 

centrale de F2 de [i] en syllabe tonique. 

D'autre part comme le ' . soul: ent 
R.A.Cole and al. [1]. et comm? le 
prouvent les résultats en intelligibilité 
et en reconnaissance de la pa'ole. il 
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F2 en syllabe I—‘kVpl 

3000 

2000 ' 

1 000 

0 
" ' - v e y e e e l i i i  

Voyelle 

Figtre2:Répa'titiondela1r en 
du second formant des voyérgllles ce 

étudées dans une syllabe I-‘kVpI. 

existe des dfiérences 
considérables entre les motméîleest 
ceux produits en pa'ole continue. 
Paradoxalement ceci ne peut que 
renforcer l'optique dans lamelle nous 
nous plaçons. même si. dans le carte 
de cette étude, il n'est pas possible 
d'aborder des semences sonores de 
taille superieue & deux syllabes et 
fi lmy:  prferäant en compte une a . gt.—c da'nelfi ]. eus serait alors 

epen t. la mise ' 
d‘tndces intra-contextuel? m o :  
une_ mobilité intercontextuelle est 
dffictle a montrer étant donné le 
phenomena de su—aticulation qui 
caacténse les logatomes. Cependant 
cetypedecorpusest le seul cui 
permette de montrer avec une rigJett 
suffisante les effets possibles de 
variables sélectionnées. L‘hypothèse 
de dépm reçoit des résultats encou- 
rageants mais peu sigmificatiis statis- 
tiquement du fait de la taille a: corpus des analyses actuellement exploitées, 
et du petit nombre de suiets erre- 
gstrés dans cette phase préliminu‘e 

6.2. Les résultats : 
Comme l'indiquent les Figues 1e et °. 
ils montrent surtout l‘influence de la 

nature de la voyelle prétonique. et plus 

‘culiérement de la labialité de cette 

voyelle sur la voyelle accentuée. ' 
En effet. les mesures eitectuées dans 

le même entourage consonantique ré- 

vèlent que subsiste & des deges 

divers un certain nombre de cheveu- 

chements (Ex. :Figure 2). difficilement 
réductibles au niveau intra-syllabique. 
L'arrondissement ou l‘ét‘rement de la 
voyelle pré-tonique semble avoir une 
influence et: la fréquence centrale du 

second formant, et ce même dans des 
logatomes. Elle permet d'expliquer 

une large part. sans que des 
regles puissent être établies. les che- 
vauchements que la pondération des 
indices spectraux vocaliques en fonc- 
tion de leur entourage consonantique 
avait déia dminue de lacon notable. 

7. CONCLUSION 
ll est donc possible sur la base des 
résultats obtenus. qui ne sont. comme 
nous l'avons indiqué. londés que su 
un corpus limité composé de loga- 
1omes bisyllabiques, d'avancer que la 
realisation des unités sonores est plus 
tortement dépendante de la chaîne 
sonore où elle s‘insère qu'on ne le 
suppose souvent. Compte tenu du type 
de corpus utilisé et des mesures 
efiectuees. ce travail ne peut repré- 
senter que l'ébauche d'études mettant 
en évidence, dans la parole continue- 
les relations qui ceractérisent shame 
unite a part? du moment où elle est 
insérée dans une séquence sonore. 
Elle montre que. d.: point de vue 
acoustique. la coarticulation possède 
des conséquences qui ne se bornent 
pas aux limites dela syllabe. "Même si 
les mocfifications aticulatoires impo— 

' sees par la coa'ficulation ne se tradui- 

sent pas par des modtications impor- 
tantes du spectes. elles ne sont pas 
pou autant e negiger. 
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THE CROSS-LANGUAGE VALIDITY OF 
ACOUSTIC-PHONETIC FEATURES IN LABEL ALIGNMENT 

Paul Dalsgaardl, Ove Andersen1 and William Barry2 
z 1 Speech Technology Centre, 
Dept. of Phonetics, University 

ABSTRACT 
llesults are reported from a contrastive study in whrch the validity of articulatory based acoustic- phonetic features were analysed across Danish, English and Italian. The features are derived by means of a Self-Organising Neural Network, trained and calibrated solely on Danish training data. Test material from each of the languages was then used to obtain language-Specific distributions for corresponding articulatory features. These were subsequently used to model allophones in the three languages. 

Inter-language dependencies in the allophone models were examined in a label-alignment task usrng techniques from speech recognition to posrtion allophone-transistion boundaries of large speech corpora. The results are stated in terms of accuracy relative to manually placed boundaries. The work is in part funded by the Danish Technical Research Council and in part by the ESPRIT project 2589, Speech Assessment Method- ology (SAM). 

1. INTRODUCTION 
During the last decade there has been a growth of interest in modelling sub-word units and their phonetic feature definition. This 

interest stems from the assumption that such an approach to continuous speech recognition wrll limit the need for large amounts of new Speech data each time a new vocabulary is 
defined. In addition. the feature-based ap- proach takes into account the co-articulation effects inherent in natural speech, and enables the use of well-established search techniques. 

'Phonetic-unit’ modelling, using triphone 
models together with whole-word models of function words has been successfully used in eg. the SPHINX speaker-independent recogni- 
tion system [l]. Allophonic modelling has 
been used in a HMM approach [2], where the 
individual models serve to identify the string 
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of allophones constituting single words. In both approaches the models are based on cepstral coefficients. 
In the research presented here. we have developed a new approach in which cepstral coefficients are transformed into a set of articulatory based features by a Self-Organi- smg Neural Network (SONN), and subse- quently used to model the 'phonetic units’. The approach has been applied in a continu- ous-speech recognition system [3], and in the task of label alignment of large speech corpo- ra [4,5]. The latter task was chosen because of 

the urgent need for labelled speech databases to use in the training of more robust ’phonetic 
unrt’ models. 

Previously, we have worked individually With a number of European languages. In this paper we examine the cross-language validity of a set of features by applying them to three 
languages in a cross-language label alignment 
tas . 

2. ACOUSTIC-PHONETIC FEATURES 
_ We will only present the main characteris— trcs of the process of transforming cepstral coefficients into a set of articulatory features 

(e.g. frontness. backness. closeness. dentalness 
and fricativeness to mention a few). Details 
can be found in [6]. 

_ The technique used is that of a Self—Organi- srng Neural Network [7] consisting of a struc- ture of 20*20 neurons. During the stimulation 
process each neuron is assigned a vector of adapted cepstral coefficients. and partly due to properties of the SONN and partly to the updating strategy used during the stimulation process, the cepstral vectors describing indi- 
vrdual allophones organise themselves into 
'clusters’ which cover the network in an 

orderly way. Acoustically different allopho- 
nes of the same phoneme will stimulate differ- 
ent neurons in the network. 

Following the stimulation process. the entire 
reference training database is once again 
presented to the SONN for the purpose of 
calibration. and the number of firings of each 
neuron associated with each individual pho- 
neme is counted. The normalised vector of 
counting rates for each neuron is multiplied 
with a matrix describing the inventory of 
phonemes for the language under investigation 
in terms of a set of distinctive phonetic fea- 
tures [8] giving a vector (I) of acoustically 
based feature values. The absolute value of 
each element of (D is equivalent to the proba— 
bility that the corresponding acoustic—phonetic 

. feature is involved in the articulation process 
causing the specific neuron to fire. A neuron 
fires when the speech frame cepstral vector is 
the closest to the adapted cepstral vector of 
the firing neuron taken over all neurons of the 
SONN. 

In each speech frame t, the SONN output is 
a vector <I>(t) which in principle could be used 
as the basis for modelling the individual 
allophones by a multi-dimensional probability 
density function [4]. However, some of the 
features are highly correlated, and therefore 
the features are submitted to a Principal Com- 
ponent Analysis. the output 60) of which is 
subsequently used for modelling the allopho- 
nes. Details may be found in [5]. 

3. MODELLING OF ALLOPHONES 
Each allophone j is modelled by the multi- 

parameter function 

fjtßtt» = 
L.“ ° exp< -o.5 . (Btu-up" ;," (etc-p.» 

where Lj = (IE,-l . (mûr/2, e the number 
of parameters in ß, g,]. the covariance matrix 
and pi the average vector for allophone j as 
given from the training data. 

4. LABEL ALIGNMENT SYSTEM 
The functionality of the Label Alignment 

System (LAS) is based on the assumption that 
the speech production process can be consid- 
ered as a stochastic process emitting a se- 
quence of parameters [3(t). and that the Speech 

signal subsequently being submitted to label 
alignment manifests the same stochastic beha- 
viour as used during the SONN stimulation 
and calibration. This allows the LAS to be 
implemented using the Viterbi Search and 
Level Building technique, known from speech 
recognition. In the context of label alignment 
however. the search is constrained by an 
independently given string of allophones 
corresponding to the Speech signal being 
labelled. Details are given in [6]. 

In previous work we have established three 
independent LAS's for the European languag- 
es Danish. English and Italian. and tested 
them on large speech corpora. The test have 
shown the following overall tendencies: I) 
Labelling accuracy was encouragingly high 
overall, despite the limited amount of training 
data. II) Performance was no lower when the 
LAS were used in ’multi-speaker’ mode (i.e 
trained on different speakers from those used 
for testing). III) Performance for different 
sound classes varied according to their acous- 
tic segrnentability in a manner that parallels 
human labelling performance: Fricatives and 
Plosives were labelled most accurately. post- 
Vocalic Liquids least accurately. 

The results. and the general theory of dis- 
tinctive features as a language-independent 
communicative framework, prompted the 
cross—language experiment reported here. We 
chose the Danish LAS trained on Danish, and 
ran the following experiments: A) The LAS 
was trained and calibrated on the complete 
reference recording by one male Danish 
speaker (approx. 2.5 minutes of continuous 
speech taken from the large. manually labelled 
reference speech database SAM-EUROMO). 
and the recordings of one English. one Italian. 
and one other Danish speaker were used to 
derive distributions for the common features. 
and to test the alignment accuracy. B) The 
LAS was trained and calibrated on 3 Danish 
Speakers (approx. 6.5 minutes of speech) and 
the recordings of one English. one Italian. and 
one other Danish speaker were used to derive 
distributions for the common features, and to 
test the alignment accuracy. _ 

The rationale for the experiments was 1) to 
investigate the degree to which cross-language 
variation in the acoustic expression of the 
common features affects labelling accuracy. 
compared to the effect of cross-speaker varia- 
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tion within one language, and 2) to investigate 
the effect of a larger amount of training data 
(with accompanying increased variation due to 
inter-Speaker variation) on intra-language and 
cross-language label alignment. 

The implications of the results are both 
practical and theoretical. In practical terms. 
cross-language application of a LAS can 
greatly alleviate the development of recogni- 
tion systems for other languages by speeding 
up the annotation of large speech corpora 
needed for training and research Theoretical- 
ly, the results will indicate to what extent 
distinctive-features can be considered a sub- 
stance-based system of phonetic distinctive- 
ness that transcends individual language 
systems. or how far they should be understood 
as an abstract scheme with no substance 
outside the individual language. 

5. RESULTS 
Examination of the feature distributions for 

the three test speakers (Danish, English, 
Italian) can be undertaken from two angles. 
Firstly, the feature distributions for English 
and Italian derived 'from the Danish-trained 
and calibrated SONN can be compared to 
those found for English and Italian speakers 
derived from a SONN trained and calibrated 
on English and Italian, respectively [4.5.6]. 
Secondly, in preparation for a cross-language 
alignment test. the distributions of the English 
and Italian speakers can be compared to the 
Danish distributions to ascertain the phoneti- 
cally closest sounds. 

Lack of space prevents a comprehensive 
illustration. but in summary. it was found that 
the English and Italian distributions derived 
from a SONN trained on the same language 
are similar to. though somewhat better defined 
(i.e. with more extreme positive or negative 
values for the distinctive features) than those 
derived from a SONN trained on Danish. 

As expected, comparison of English and 
Italian voweis with Danish shows clearly that 
very acceptable cone5pondences exist for 
some vowels, while others deviate in their 
feature distributions along the dimensions of 
known phonetic differences between the 
languages. Transcription conventions (SAMPA 
symbols used throughout [9]) do not necessar- 
ily provide a satisfactory basis for equiva- 
lence. Italian (I) and Danish (D) N show good 
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correspondence, while English (E) ft] is better matched to D /e/ due to the greater degree of closeness of Danish N, see Figure 1. 
Other good correspondences are : E and I [el with D Æl; I /O/ and E IQ] with D [Q]; E 

/O/ with D /O/; I N! with D /u/; E IW with D 
[A]. In contrast. only weak matches were found for E /u/. which is not well defined by 
backness. for E /U, I, @] and I Ia], which all have very weakly defined features. 

a) 

O
c

c
u

r
r

e
n

c
e

s
 

Figure 1. Selected Feature Distributions for 
a) D lil, b) E N and c) D le! 

In the consonant systems there are also 
clear correspondences between Danish and the 
two other languages (eg. D. E and Ils/. see 
Figure 2; D and E lf/; D and E /m/), and cases 
where only a coarse approximation is possible 
(e.g. E /S. Z, T/ and I /J, Ll). 

FRICATIVE 
0) 

O
c

c
u

r
r

e
n

c
e

s
 

Figure 2. Selected Feature Distributions for 
a) D Isl, h) I Isl and c) E ls! 

The effect of these approximations is not 
necessarily manifested in the aligmnent re- 
sults. Although overall. aligmnent accuracy is 
lower than when English and Italian material 
is used for training the SONN. greater inaccu- 
racies are not always predictable from the lack 
of phonetic correspondence. For English. 
accuracy (to within i20ms of the manual 
label) is comparable to the Danish speaker: D 
62%, E 605%. But this is lower by 15-17% 
than with a SONN trained on English [4.5]. 
The most accurate segment transitions are E 
ls] and E ISI together (87%), which are both 
equated with D ISI, and E If! and E [l‘] togeth- 
er (79%), which are equated with D /f/. The 
47 % overall accuracy rate for Italian at 
;t20ms is 8% lower than after training with 
Italian data. 

After training and calibration the SONN on 
three Danish speakers and testing alignment 
accuracy on the same 3 test Speakers as above. 
accuracy (t20ms) for the Danish speaker rose 
to 68%, while accuracy for the English and 
Italian Speaker fell to 58% and 46% respec- 
tively. 

6. CONCLUSIONS 
This study illustrates the application of 

contrastive phonetic principles within a quanti- 
tive, Speech technology frame. The qualitative 
assessment of neural-net feature distributions 
provided a basis for specifying cross-language 
equivalents in three languages for use in a 
label-alignment system trained on only one of 
the languages. 

The results of the feature comparison and 
label-alignment across the three languages 
indicate that the language-specific manifesta- 
tion of common features differs enough to 
make the cross-language application of their 
distributions less efficient than the language 
specific application. This is less apparent with 
the smaller amount of training data (from one 
speaker), but becomes increasingly evident 
when the SONN is trained on 3 Danish speak- 
ers. given it greater coverage of natural vari- 
ability. but making it more language-specific. 

Given the obvious importance of covering 
as much of the natural variability as possible, 
which the effect of the increased training 
database showed, and given the relative suc- 
cess of some combined categories (E ISI + E 
ISI together, and E If] + E [I‘] together), a 

modified approach to multi-lingual labelling 
appears feasible. 

Future research will need to examine ways 
of covering inter-language variability over 
approximate phonetic equivalents while broad- 
ening the reference categories for aligmnent 
purposes. Combining cross-language sound 
groups into inter-language "broad-categories" 
(3, 10] for cross-language training is one way 
in which this might be achieved. 
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THE USE OF LPC AND FFT IN PHONETIC ANALYSIS 

J. Rosenhouse 
Department of General 
Studies 

The Technion, 

ABSTRACT 
The application of FFT and 
LPC methods in speech 
analysis is discussed here. 
When used side by side,these 
methods are complementary, 
which helps clarify various 
points that may remain if 
only one method is used.This 
approach is exemplified here 
for some Hebrew speech 
sounds (vowels, consonants) 
and some general speech 
features. 

1. INTRODUCTION: FFT AND LPC 
The Fast Fourier Transform 
(FFT) yields frequency spec— 
tra for given signals of a 
certain duration.This method 
is used in speech analysis 
to represent the speech out- 
put in the frequency domain 
for the given duration, and 
is a result of both the 
input signal and the filter 
(the vocal tract). On the 
other hand, the Linear Pre— 
dictive Coding(LPC) method 
yields the response function 
of the vocal tract, elimina— 
ting as much as possible the 
effect of the input signal. 
This method is based on the 
approximation of the speech 
signal by a linear combina— 
tion of past speech samples. 
Minimizing the sum of square 
differences over a finite 
interval, between the actual 
speech samples and the line— 
arly predicted samples, a 
unique set of prediction 
coefficients is defined. 

and G. Rosenhouse 
Faculty of Civil 
Engineering 

I.I.T. Haifa, Israel 

The advantage of the LPC is 
its accuracy and reliability 
in defining the basic speech 
parameters, mainly formants 
and spectra. It is analyti— 
cally tractable, easy to 
implement and suitable for 
time varying speech signal 
analysis. 
In ordr to define precisely 
the spectrum of vowels and 
consonants by the FFT method 
first a pitch detector is to 
be used. This enables the 
selection of signal duration 
that corresponds to integer 
numbers of pitch periods. 
Using inaccurate durations 
of input signals may yield 
errors. Another deficiency 
of the FFT compared to LPC 
is the large number of terms 
to. be calculated by it, 
while only a small number of 
poles is required for the 
LPC values. Yet the FFT 
method can help in defining 
the number of poles to be 
used in an LPC program. 
The LPC method is generally 
considered a more efficient 
method.?et much experimental 
ev1dence from our work(using 
samples of SSms duration)has 
shown a good correspondence 
between FFT and LPC in for— 
mant frequency definition 
(see Figures 1,2), though 
large differences have been 
found for amplitudes due to 
the input effect.In addition 
the FFT method yields the Fo 
and certain effects that are 
difficult to identify by LPC 
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only. Hence, the use of both 
LPC and FFT in speech analy— 
sis to complement each other 
seems to be favorable. 
In the literature comparison 
of FFT, LPC or other methods 
is to be found (see, e.g., 
|3l,l6l). Woods (ISI). for 
example, compares the spec— 
trograph output with the LPC 
method. It should be noted, 

that FFT can be used so that 
the results would be easier 
to read. (This can be found 
in e.g. improved spectro— 
graphs, and the MATLAB(c) 
package which applies the 
FFT function may be used by 
users to write programs ac— 
cording to needs). 
In the sequel, we note some 
examples based on our expe- 
riments performed at the Lab 
of Medical Electronics, the 
Faculty of Electrical Engi- 
neering at the Technion. 
Some experiments were also 
done in the framework of a 
Technion D.Sc. thesis (Ill). 
Our recorded natural speech 
material was analyzed by 
programs written at the 
Technion, by both LPC and 
FFT methods. 
2. EXAMPLES 
2.1. Pitch Detection 
The LPC method is normally 
not intended for pitch ana— 
lysis(Fo).As the FFT program 
gives “raw" harmonics (with— 
out "smoothing“) of both 
source and filter, it is 
easy to find the Fo and the 
other formant values and 
distinguish between them 
visually. Applied natural 
speech analysis(for linguis— 
tic or even medical purposes 
of voice quality measure- 
ments) often needs to define 
or find the speaker's pitch 
(i.e., Fo) as well as the 
formants, and in such a case 
combining both these methods 
for the analysis seems 
important. (See Figure 1.) 

2.2. For-ant Frequencies, 
Band—Width Variations 
It is well—known that speech 

“ i s  not stationary.Therefore, 
no speech segment is the 
same as any other segment, 
even if they are adjacent. 
There is thus always also a 
"movement“ of formant band— 
widths along the frequency 

axis of the spectrum. It is 
hard to decide just by an 
FFT program output what the 
really important formant 
areas are (besides formant 
peaks), as the final output 
of a speech signal analyzed 
by an FFT analysis program 
is a series of harmonics 
along the spectrum which are 
effected by the input signal 
In this case, then, the LPC 
program may be more suitable 
because it presents formants 
including the full bandwidth 

_ covered by each formant. 
Thus, even if there are some 
local peaks within this for— 
mant band area,it can become 
clear that they are not 
individual formants but part 
of a specific frequency 
domain. This presentation is 
advantageous over spectro— 
graphic outputs, where for— 
mant limits are not clear 
and formant centers (their 
peaks) are not accurate. An 
LPC program may also provide 
the precisely calculated 
point of a formant peak 
frequency. 
2.3. Amplitude Features 
As mentioned,the FFT program 
calculates signals including 
both their source and filter 
while the LPC program calcu— 
lates only filter features, 
namely the formants. Thus, 
formant amplitudes are more 
accurate in the LPC program, 
although formant amplitudes 
of an FFT program output 
seem to be more conspicuous, 
due to some energy gain 
values of the voice source. 
As a matter of fact, for the 
hearing system the whole 
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formant range i s  important 
rather than a s ingle peak- 
frequency, which even more 
just i f ie;  the use of  LPC for  
speech sound analysis.  
2 .4 .  Sex-Dependent Phonetic 
Features of Iative Speakers 
of Hebrew 
I t  i s  l ikewise well-known 
that for the same phonemes 
there are  d i f f e ren t  formant 
values, which depend on the 
speaker ’s  s e x i a n d  the phys i -  
cal structure of the vocal 
t rac t ) .  Such d i f ferences may 
occur also in F2 and F3 
(which in usual spectrograms 
are  hard to see) and in 
re lat ive amplitudes of  each 
formant.  Sex-related d i f fe -  
rences were found, f o r  ins- 
tance, in  the pronunciation 
of the vowels l o , u , a /  by 
some speakers ( I Z I )  and 
/ h , x /  ( l d l ) .  
2 .5 .  Fricative Features 
In Hebrew as i n  many 
languages, there are 
f r i ca t i ve  phonemes.8ome are 
more common than others, as 
in  other languages ( e . g . ,  
I f ,  s ,  s h i ) ,  and some are 
less common ( t h e  laryngeal 
and velar / h , h , x / ) .  These 
sounds are hard to  analyze 
accurately because of  the 
large amount of noise invol- 
ved in their articluation 
and the lack of voicing, and 
tradit ional sound spectro- 
grams yield rather blurred 
printouts of  such phonemes. 
In this case, then, the FFT 
analysis seems again to be 
of less value than the LPC 
program which y ields well 
def ined formant domains 
( l 4 l ,  I S I ) .  

3. CONCLUSIONS 
Many speech analysis techni— 
ques e x i s t  now, re ly ing on 
various theoretical approa— 
ches and algorithms. It  
seems useful to f ind the 
meri t  of each method in 
order to extract the best 
results of all of them in 
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order to fully understand 
speech structure. Combining 
various analysis methods, 
more insight may be gained 
a s  t o  many problems that 
st i l l  e x i s t  in  t h i s  f i e l d .  
The few examples shown here 
represent clearly th is  view- 
point concerning language- 
speci f ic  and general(univer-  
sa l )  phonetic issues. 
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LA VITESSE D'ARTICULAÏIDN ET LES UNITËS sonores 
DANS LA CHAINE PARLËE 

M. Dohalskâ—Zichovâ 

Institut de Phonétique, Université Charles, Prague. 

ABSTRACT 
The carefully arranged material 
represents a set of spontaneous 
annoucements in natural working 
communication uttered continuous- 
ly and with ever increasing speed 
until the articulation maximum is 
reached.It is used to examine the 
phenomena affecting intelligibi- 
lity. A preliminary aural analy- 
sis is followed by a spectrogra- 
phic study with special focus on 
the problem of linear and non—li— 
near shortening of sounds, groups 
and possibly the influence of 
stress. The results of our rese- 
arch will be used to further im- 
prove the synthetic speech signal 
in Czech. 

Les résultats de nos recherches 
précedentes concernant 1 intelli— 
gibilité de la parole spontanée 
sur différents lieux de travail 
ainsi que la perfection de la 
qualité de la parole synthétique du tcheque ont inspiré la réali- 
sation de 1 expérience suivante. 

Le point de départ de cette re- 
cherche représente un choix de 50 
phrases tirées de la communica— 
tion spontanée des réseaux de 
communication sur les différents 
lieux de travail. Ces 50 phrases 
ont été enregistrées par B'spea— 
kers a qui on a demandé d arti- 
culer assez distinctement pour 
que les phrases soient compréhen— 
sibles dans un débit accéléré, mais de garder en même temps la 
prononciation naturelle d une 
communication quotidienne cou— 
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rante. çhaque phrase a été pro- noncée d abord dans un débit"onfi— 
naire"et, apres une petite pause, 
le locuteur a répété plusieurs 
fois la phrase en augmentant con— 
tinuellement le débit de larticu- 
lation jusqu au point ou il ne 
peut plus répéter nettement la 
phrase. Ce type de réalisation a} 
nore, tout a fait naturelle et 
différente de chaque accélération 
"mécanique",nous a permis de nous 
poser plusieurs questions concer- 
nant, d une part, les problemes 
de perception et, de l autre, les 
changements dans l image spectro- 
graphique. ‘ 
Dans la premiere phase de nos in— 
vestigations,' nous nous, sommes 
concentrés d abord a 1 analyse 
auditive (collective et indivi- 
duelle). Il nous intéressait de 
savoir quel type de changements 
les auditeurs perçoivent au cours 
de l augmentation de la vitesse 
de la parole. 
Sur la base de sondages prélimi- 
naires,nous avons fait un enregi- 
strements spectrographique name— 
sentatif (le matériel sonore dure 
plus de 80 min., les enregistre— 
ments spectrographiques represent 
plus de 10 000 données). Ici, je 
voudrais remercier, M. M. Ptâëek' 
et Mlle P.2âékovâ pour leur fru- 
ctueuse collaboration. Nous avons 
voulu confronter d abord lesuuné— 
riaux spectrographiques avec les 
acquis tirés de 1 analyse auditi- 
ve et nous nous sommes posés STIEB 
d autres questions, comme p. e.; 
- quelle est l influence de 1 
accent sur la durée des voyelles? 

— est-ce qu'il y a un parallèle 
dans l'abréviation des voyelles 
brèves et longues? (Le_longueur 
des voyelles en tcheque est 
fonctionnelle!) _ , 
- comment se reflets l augmenta— 
tation de la vitesse du débit 
dans les petits groupes ryth- 
miques de la phrase? 
- en quoi la forme sonore de la 
phrase prononcée le plus lente— 
ment est différente de celle qui 
est prononcée le plus vite? 
Comme nous connaissons le5'hæneux 
remarquables de Klatt, Umeda, 
Huggins et d autres, comme les 
analyses fondamentales ont été ré— 
alisées sur le matériel du tcheque 
soutenu par M.Malâë et ses colla— 
borateurs et comme, nous—mêmes, 
nous nous coupons de l‘analyse 
spectrographique liée a la per- 
ception depuis longtemps, nous 
avons espéré que les sonogrammes 
seraient analysables facilement 
aussi bien par les méthodes sta— 
tistiques ce qui nous permettrait 
de confronter,,non seulement, les 
résultats de l a1flyse auditive et 
spéctrographique, mais d obtenir 
aussi de nouveau résultats con— 
tribuant au perfectionnement de 
la qualité de la synthese de la 
parole tcheque. 
Au cours de notre travail,nous a— 
vons vu qu on ne pouvait y appli— 
quer les criteres utilisés pour 
l élaboration des matériaux "de 
laboratoire",. car il s agit plus 
ou moins de la parole naturelle 
ainsi que de l accélération natu— 
relle, ce qui pose de problemes 
nouveaux. _ 
S il faut considérer les parame- 
tres influençant la durée des 
sons, nous devons constater que 
même quand il s agit du même kxup 
teur, la voyelle ou consonne 
donnée ne se comporte pas de la 
même façon dans le même eflnuuxe, 
dans le même contexte, si on 
augmente le débit de la parole. 
Chez les différents locuteurs, on 
peut constater des changements 
similaires,différents, mais aussi 
contradictoires — et ceci dans 
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les circonstances adéquates. P.e. 
/a/ accentué dans la syllabe ini- 
tiale se montre ainsi (5 locu- 
teurs, 3 réalisations accélérées 
continuellement; durée en "ms"): 

55 40 40 45 65 
55 40 45 40 45 
40 40 45 40 40 

Dans la syllabe accentueé au mi- 
lieu de la phrase les changements 
dûs au débit sont les suivants: 

45 50 40 40 50 
45 40 35 30 60 
45 40 30 55 40 

La relation du /i/ accenmé et du /i/ 
inaccentué dans les syllabes succes- 
sivœ se montre assez intéressante: 
dansla premiere réalisation non-ac— 
célérée le /i/ accenté est plus 
1019 ou semblable au /i/inaccerrtné: 
60:45, 35:35, 30:30, 45:40, 40:40 
—dans les deux réalisations accé— 
lérées suivantes, se manifeste, 
au contraire,l abréviation du /i/ 
accentué et l allongement du /i/ 
inaccentué; la relation du /i/ 
inaccentué par rapport au /i/ 
accentué est la suivante: 

213% 125% 133% 225% 175% 
En ce qui concerne la constatflüon 
suivante citée dans des travaux 
différents, par ex. (2). “ les 
consonnes se comportent tout-a— 
-fait régulierement dans l entou- 
rage vocalique et les lois confli— 
quées commencent a partir de 
groupes de.consonnesïnous ne_pou— 
vons confirmer que la deuxieme 
partie de la constatation medium- 
nant les "lois compliquées" (si 
l 'on peut en ef fet  parler des 
"lois“?) _ , 
0n fait pour l instant une obser- 
vation assez importante dans le 
domaine des pauses pré—exploshæs. 
Le petit changement des pauses 
pré-explosives (une légere abré- 
viation et même un léger allonge- 
ment) se montre sur les images 
spectrographiques, par rapport 
aux autres éléments relativement 
stables. Les chifres suivants 
présent (en %) la relation entre 
la première réalisation et les 
deux réalisations accélérées 
suivantes(résumé des réalisations 



Comme illustration, nous pré- 
se_ntons_deux images spectrog ra- 

phiques reflétant 1 augmen- 
tatim de la vitesse du débit: 
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de 5 locuteurs) - possibilité 
de comparer avec la durrée des 
voyelles dans la même phrase: 
a)Durée de la pause pré—explosive 
(en %). 

/b/ 100,0 /t/ 100,0 /t/ 100,0 
05,0 100,6 100, 0 
90,5 87,6 105,8 

b) Durée de la voyelle la/ (en%). 
la/ 100, 0 /a/ 100, 0 la/ 100, 0 

05,0 70,0 07,0 
00,0 71,0 73,0 

c) Dans un autre phrase, les 
pauses pré—explosives sont les 
suivantes(/t/par rapport a la: /). 

/t/ la: / /t/ la: / 
100,0 100,0 100,0 100,0 
04, 5 68,2 75,0 73,3 
70, 6 57, 3 70, 6 sa, 7 

Après une analyse plus en profon- 
deur des matériaux, nous en ar— 
rivons a la constatation qu il 
est préférable d étudier toujours 
attentivement de petits ensembles 
en y examinant les phénomènes si- 
milaires ou contradictoires, 
attendus ou inattendus. Il est 
souvent tres difficile de quanti- 
fier les mesures et les faits 
donnés, car de nombreuses compen- 
sations se manifestent ici, mais 
différemment chez plusieurs locu— 
teurs, comme chez le même locu— 
teur (dans les mêmes conditions). 

Un travail statistique global 
effacerait les reliefs ainsi que 
les petits écarts contradictoires 
mais importants.Il est nécessaire 
de respecter une "microsegmen- 
tation"qui englobe aussi les phé- 
nomenes suivants: même dans la 
plus grande accélération on peut 
fixer sur les images spectrogra- 
phiques (et ceci même en accord 
avec la perception) certaines 
unités stables, tandis que les 
autres unités vocaliques et con- 
sonantiques se groupent dans une 
"unité" nouvelle, ou elle perdent 
petit—a-petit leur stabilité et 
leurs contours. 
Outre les observations concernant 
la stabilité relative des pauses 
pré—explosives, nous pouvons 
constater que cette recherche en 
cours apporte de nouvelles re— 
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marques surtout dans le domaine 
de la description quantitative 
des changements non linéaires 
pendant 1 accélération du débit 
(de la parole).Les faits suivants 
peuvent encore servir d illustra— 
tion intéressante. Dans plusieurs 
réalisations (les exemples ci- 
-dessus) se manifeste une augmen- 
tation de durée de certains élé- 
ments, même si la phrase au total 
(ainsi que ses segments)est conti— 
nuellement abrégée. Par ex.:  la 
râalisation la plus rapide de la 
4 phraäe représente chez le locu— 
teur n 1 une accélération de 46% 
tandis que la pause pré-explosive 
devant le / t /  este la même. Chez 
le locuteur n 2 l accélération 
est de 36°. et la pause s allonge 
au conâraire de 11%. Chez le locu- 
teur n 3 , 1  abrégement est de 23% 
et 1 allongement de la pause pré— 
-explosive de 12, 3%. 

En conclusion, nous aimerions en—_ 
core mentionner que les matériaux 
choisis ici apportent souvent 
toute une série de suprises, 
surtout en ce qui concerne les 
découvertes de nouvelles relaturs 
et connexions dont nous avons I 
choisi au moins quelques examples ‘ 
typiques. Ces problèmes peuvent 
être traités plus largement au 
cours de prochaines discussions. 
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AUTOMATIC EXTRACTION OF P 
IN SPEECH, USING NEURAL NETWORKS 
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ABSTRACT 
We report in this paper a series of experiments atmtng at automatically extracting phonetic features in speech, using a specific family of neural networks. namely TDNNs. The results show the Interest that exists in using phonetic knowledge to guide speech recognition. The visualisation of connection weights inside the optimised networks illustrates the various strategies used by TDNNs for classifying sounds into features, after their acoustic content 

RESUME 
C_et article présente un ensemble d'expériences vrsant a l'extraction de traits phonétiques à partir de signal de parole, à l'aide d'une famille particulière de réseaux neuro-mimétiques : les TDNNs. Les résultats montrent l'intérêt d'utiliser des connaissances phonétiques pour orienter la tâche des réseaux, en reconnaissance de parole. La Visualisation des poids des connexions dans les TDNNs apres optimisation illustre la façon dont ceux-ci utilisent les caractéristiques acoustiques des sons pour déterminer les différents traits. 

INTRODUCTION 
Connectionnist networks are one of the o i tools for performing classification taslcs,ll‘sufcsltbä‘s> those required in particular for speech recognition. Multi-layer neural networks are made of several layers of cells (or nodes), each of them delivering as an output, a (usually) non—linear transform of _the input; for instance a sigmoid. The input itself is obtained as the weighted sum of the activations of the nodes in the previous layer that are connected to the current node. A multi-layer neural network can be viewed as a black box made of a large number of elementary units with a rather Simple mdrvrduaifunction, the global behaviour of which makes it possible to model quite complicated non-linear transfer functions. 

The number of nodes in each la er connection structure (i.e. what isy 08121122 3:: architecture) is usually fixed a priori, whereas the salues of each weight (what could be called the furniture") are task specific and classically estimated by the. back-prepagation algorithm given a_ set of training examples. In other words if is possrble, with neural networks, to automatically learnsorne non-linear discriminations between families of patterns, without any careful human time-consuming specification of classification rules. However. the com utin ° ' ' 
rather high. p g time required is 

THE TDNN 
Waibel et al introduced TDNNs (Time-Delay Neural Networks) as a specific neural network architecture that can take into account the dynamrc nature of speech" [1]. lndeed, such a network is able to represent temporal relationships acsustic time-slice (frames), _ 0 ma or im r ' static characteristics of die sœähmgäaîlïâ certainly unsufficient for a proper identification of sounds or sound features. Moreover, TDNNs provrde some invariance under time-translation sensitivit of the r ' " front of unavoidable segmgntation gngggsuiläcgielg 

between successive 
which is a property 

which lessens the 

HONETIC FEATURES 

Figure 1 illustrates the TDNN structure. 
+ _ 

integration 

Figure l : A TDNN (adapted from Waibel). 
TDNNs have 4 layers (an in ut la er ' layers and an output layer). Sgœessïve'lâygigïg sparsely connected (in practice, some connections weights are set to zero). Moreover, there exist groups of weights that are constrained to be identical to_ one another, in order to warrant the time-shift invariance prOperty. More detailed descriptions of TDNNs can be found in several papers [1] [2] l3]. 
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In recent publications, TDNNs proved to be very 
efficient for tasks such as classifying 
[b] vs [d] v s [  ] among a set of observation 
containing p onetic realisations of these 
3 honemes, in japanese [1], or in french [4]. 

aibel et al. also showed that a modular all- 
phoneme classification network could be 
successfully designed on the basis of the 
collaboration of a collection of such elementary 
networks (one for [lids]. one for [ptk], one for 
[s], ...), provided an other network makes 
concurrently a rough classification of each sound, 
in order to decide which of these elementary 
networks is to be resorted to. In parallel to these 
developments. Haffner et al. proposed fast learning 
methods for TDNNs that bring down the training 
time to reasonable figures [2]. 

All these properties make of TDNNs appealing 
tools for classifying speech sounds, with the 
ultimate goal of speech recognition. Our approach 
of phonetic features extraction is slightly different 
from the modular all-phoneme recognition process 
proposed by Waibel et al. For the latter, a 
hierarchical decision is needed, whereas, for the 
former, several parallel classifications are made and 
then integrated in a final phoneme identification. 

PHONETIC FEATURES 

The phonetic description of speech events i s ‘  
classically based on distinctive features. Features 
are usually binary. since they indicate the presence 
or absence of a specific characteristic for a given 
sound (or family of sounds). 

Features can be defined according to acoustical, 
articulatory, or even linguistic properties. For 
instance, the grave I acute opposition is based on 
acoustical considerations, while front I back is 
articulatory and vowel I consonant based on 
higher-level linguistic concepts. 

Each phoneme (or. more precisely in our case. 
each phone) results from the simultaneous 
realisation of several elementary binary features, 
which Trubetzkoï describes as a "Korrelazions- 
bündei" (i.e. a bundel of correlations), and which 
Jakobson qualifies as a “bundle of concurrent 
binary distinctive features” [5]. 

Several systems of features have been proposed. 
among which must be mentioned those of 
Malmberg [6] and Rossi [7] for the french 
language, those of Jakobson [5] and Chomsky [8], 
in english. Jakobson's classification was the first 
one to rely on acoustical criteria only. 

A few speech recognition systems have been 
calling for feature extraction (or macro-classes 
identification) strategies. most of them using 
expert systems that track cues on the acoustic 
signal, with the help of rules. 

The approach using neural networks can t e 
understood as a mean of expressing and modeling, 
with a mathematical non-linear tool, the 
(sometimes) complex relationship existing 
between the abstract notion of phonetic feature and 
its physical manifestation through acoustic cues. 

PROTOCOL AND CORPUS 

We have been evaluating the use of 'l'DNNs for 
different feature extraction tasks, for the french 
language. 

A set of 13 binary features was thus designed, 
relying on the most classical phonetic 
oppositions. This set allows a total description of 
the french phonetic system. It is however not 
minimal, but our oal was to investigate what 
type of oppositions DNNs are best adapted to. 

An other set of 6 discriminative and minimal 
"random" features was artificially built, so that it 
opposes 34 phonemes with one another. This set 
has, of course, no phonetic background, since 
phonemes that have "nothing to do" with each 
other are member of the same random class and 
opposed to an other (complementary) class of 
phonemes that have "nothing to do” with each 
other either! These artificial features however 
serve as a point of comparison for judging the 
relevance and the usefulness of classical phonetic 
oppositions versus arbitrary ones. 

Other sets or "ternary” features have also been 
used [3], but results are not reported in this article. 

The corpus for the experiments contains 200 
french phonetically balanced sentences [9]. uttered 
by one male speaker in excellent recording 
conditions and sampled at 16 kHz. Each phoneme 
realisation was coarsely labeled at the center by 
hand, and represented by 16 time frames (8 on each 
side of the label) of 16 Mel-scaled filter-bank 
coefficients; in other words, a quite low resolution 
(256 pixels? spectrographic representation, with 
non-linear requency scale. The corpus contains 
5270 tokens (unbalancedly dispatched between the 
honetic classes), which were halfed between a 
earning set and a test set. 

The corpus was transcribed prior to its production 
and labeled according to this normative 
transcription. using 34 symbols: 

i y  u # 
e d  0 

s œ a  ! 5 
a I 

p t k  b d g  ‚ | |  w 
f s ]  v 2 3  

m n p  I n  

The phonetic system used in our experiments. 
[#] denotes ”silence“. [a] : [œ]. 

Automatic phonological rules were applied to 
modify the features of some phonemes. to account 
for basic contamination effects. 

Evaluations were done on the whole corpus. on the 
sub-corpus of vowels only (2952 items) and on the 
sub-corpus of consonants only (2318 items). Sub- 
corpuses were also halfed in training and test sets. 

The cross-validation strategy was used to decide 
when to stop the learning phase [3]. 
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RESULTS 

Performances on the whole corpus. on the vowels- 
only corpus and on the consonants-only corpus, 
for each femme. are shown in Table l below. Two 
scores are given foreach experiment : one (in bold) 
is the score of correct feature identification on the 
testsetfie. forthethedatathatwerenotusedto 
train the network), while the second score (in 
standard characters) corresponds to the score 
obtained on the training set itself (self- 
consistency). Naturally. the second score is usually 
higher than the first one, and the difference 
between the two gives a hint of the generalisation 
capability of the network; that is its ability to 
solve a similar problem to the one it was trained 
for,with datathatithasnotscenyet. 

On the whole corpus, all scores (but one) range 
between 90 % and 99 %, with more than half of 
them over 95 %. Moreover, all scores for phonetic 
features (but one) are higher (by approximately 10 
%, in the average) than the average score for 
arbitrary random features. This clearly evidences 
the contribution of phonetic knowledge for 
determining what kind of task the TDNN is most 
likely to work with. Beside this, while features 
related to manner of articulation are very efficiently 
detected (features III, V, XI, XII, XIII), those 
linked to the more abstract notion of place of 
articulation provide less satisfactory results. 

Not all phonetic features that were tested on the 
whole corpus were also experimented for the vowel 
and the consonant sub-corpuses, but only some of 
them that allow a discriminative non-redundant 
system. The im ovement of feature extraction 
when moving rom the whole corpus to the 
consonants-only corpus is rather disappointing, 
but must be owed to a change of the reparations. 
Conversely, scores for vowels-only improve 
significantly, in general. In both cases, the self- 
consistency tends to increase, since the number of 
learning exam les is smaller and makes it possible 
for the TDN to memorise the particularities of 
the training data (which is clearly undesirable). 

VISUAL EXPLORATION 

It can be shown that, under certain constraints, the 
matrices of weights within the first layer of 

TDNNs can be viewed au typical patterns that are 
searched for in the spectral picture of the input 
token to classify [10]. In other words, TDNNs 
develop in some ways their own expertise for 
classifying speech sounds, a little bit like a human 
expert would do, from experience. 

In figure 2 (last page). we have visualised 3 sets of 
weight matrices, for 3 features : voiced I unvoiced, 
nasal I non-nasal, and vowel I consonant. A full 
comment is given with the figure : the cues used 
by the network are most of the time in accordance 
with the classical acoustic descriptions of 
phonetics, and thus directly interpretable, which 
was notatall apriori warranted. 

CONCLUSION 

Phonetic knowledge can thus be used to help 
TDNNs in their task : not only to a priori choose 
the kind of task that is the most likely to be 
successfull, but perhaps also to initialise the 
weights of the network using human expertise on 
the problem to be solved. This last point is a 
challenging topic for further research. 

Conversely, TDNNs can learn automatically from 
a set of typical examples (like other neural 
networks); but because their architecture is speech 
dedicated. they certainly represent a new tool for 
phoneticians’ investigations. 
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Figure 2 : Visual display of weight matrices (masks) i n TDNNs for phonetic features extraction. 

(top : voiced I unvoiced, center: nasal I non-nasal, bottom : vowel l consonant). 

The side of each square is proportional to the magnitude 
Only the first layer of weights is represented, as 8 masks 

[+I- Voiced] : All 8 masks are 3 
presence of ene y in the first 
masks 5. 6 and . But a temporal d 

hands (160 Hz and 290 Hz) is clearly 

' ‘ ' ' rh 5 and 6). This _ _ 

frequencies " also an indication 0f l"'] 3:39: (F:;Ëzeâ'sâiufd,}o:nählp:h Êtïsudden change of the spectral tilt eVIdcnccs the 

combinations such as invoiced plosive 
beginning of voicing. 

[+l- nasal] : Masks show here again some redundancy. Masks l, 2. 
' hite weights 

' ' th 160 Hz band (all nasals are voiced...) and the absence (w 

resence Of low fmqugcg;).m1hi: is fully consistent 'with the observation: oonotîehrruilg spect 

fre uencies for nasal sounds. These 4 masks differ mainly by the location 9 TI w'îlrt onpectnle anoth 

2. 135 Hz. for mask 3, 1705 Hz for mask 4). Mask 5, 6 and 7 are very sum ar i 
' ’ al ow ls 

around 595 Hz and between 2010 and 2720 Hz. This may coneæoîiidzipätefiäyotfoâïk avis :“ clear yet (no energy around 770 
requencies (around 4 

in [500 Hz - 700 Hz] and a high third formant in [2300 Hz - 28 
Hz nor 2010 Hz). 

[+I— vowel] : Here, masks 1 to 8 are ordered according to I notic 
' ' hl all si _ _ _ 

energy somewhere between 290 Hz and 770 $.(Heäemmifäflgwrägba'r'td hat?! really used. because it is ambiguous with 
' d th theoretical maximum second formant for lil), and 

d 27:10 t'l'u'zrdoär'mbfnyg)‘ are goth considered as in favour of [+ vowel]. retrieved in all masks. with a different time-s 
voicing. Note also that an absence of energ aroun 
the presence of energy around 3135 Hz (region for seve 
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the ' ht. Black corresponds to positive values, white to negative. 

€: : l6ïc'igune is horizontal, frequency vertical (Mel-scale). 

uite similar to each other, which evidences that the network is over-dirnensioned for the task. The 

used as a cue for identifying voiced patterns, especially for 

ecrease in high frequencies (3135 Hz. and 4685 Hz bands), Jointly with an increase in low 
is certainly owed to phonetic 

' ° ' le la ed b the 'oint 3 and 4 underline the significant ro f0? "medium-low" 

ral zeros around the medium-low 
hollow (2345 Hz for masks 1 and 

er. They search for jomt energy 
that usually have a first formant 

eable progression : from left to right, a pattern of important 
ble first fortnants) can be approximately 



ACOUSTIC PROPERTIES AT FRICATIVE—VOWEL BOUNDARIES 
IN AMERICAN ENGLISH 

L. F. Wllde and C. B. Huang1 
Research Laboratory of Electronics and Department of Electrical 

Englneerlng and Computer Science, 
Massachusetts Institute of Technology, Cambridge, MA, USA 

ABSTRACT 
Previous work has shown that acoustic 

properties which signal place of 
articulation and voicing for fricative 
consonants can be located at the 
fricative-vowel boundary. Therefore, we 
focused on the region within 30 ms of 
the boundary in our search for acoustic 
regularities. ' 

Our goal is to better understand the 
perceptual salience of these acoustic 
cues. In this paper, results will be 
presented from perceptual tests with 
natural and synthetic CVs. As expected, 
the non-strident fricatives were most 
often confused and the performance for 
synthesized fricatives was poorer than 
that for natural speech. Acoustic 
evidence for these results is examined. 

l. INTRODUCTION 
Previous acoustic analysis of natural 

speech has shown that acoustic properties in the vicinity of fricative- 
vowel boundaries can be associated with 
cues for consonant perception. The 
following acoustic attributes are 
associated with fricative production: (I) 
an interval of frication noise with a 
spectrum that is shaped by the location 
of the constriction in the vocal tract; (2) formant transitions into adjacent vowels that provide additional place of articulation information; and (3) details in the transition from noise production to voicing onset which signal the distinction between voiced and voiceless 
fricatives. [4]. 

lPresently affiliated with Dragon Systems, Inc., 
Newton, MA, USA. 
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Our goal is to better understand the 
acoustic properties of the fricative-vowel 
boundary and, particularly, their 
perceptual relevance for place. 
Describing fricative~vowel boundaries is 
an especially interesting problem 
because these occur between continuous 
sounds produced by different source 
mechanisms: the supraglottal source, 
frication noise, which is generated as air 
flows through a narrow contstriction in 
the vocal tract, and the two glottal 
sources, voicing and aspiration. 

Fricative synthesis provides a means 
for systematically examining the relative 
timing of the different sound sources. 
By comparing perceptual and acoustic ' 
measures for natural and synthetic 
stimuli, we can evaluate the adequacy of 
existing rules for modelling fricatives. 
We performed a series of listening tests to provide a baseline for intelligibility of 
natural fricatives and fricatives produced 
by a high-quality speech synthesizer. 
We also examined the acoustic 
properties of these stimuli to determine 
which differences could account for 
observed deficiencies in intelligibility. 

2. PERCEPTUAL TESTS 
2.1 Objective 

Identification tests were run with 
natural CV speech tokens as stimuli to provide a baseline measure -of‘ 
intelligibility of fricatives. We used one 
of the best existing rule-based, text-to- 
speech synthesizers available to obtain 
corresponding synthetic stimuli: 
Nevertheless, we expected that the 
identification of the synthesized speech 
would be more difficult. 

. ethod 
2%111‘: natural stimuli were CV tokens 

' ed from C'VCVC'VC nonsense 
ihgiinces spoken by one male speaker, 
Dennis Klatt [4]. The bandwidth of these 
utterances, which were digitized at a 10 
kHz sampling rate, corresponds to the 
bandwidth used for synthesrs of ma e 
speech. The C was _one of the eight 
English fricatives, which can be classed 
according to place: labtodental (If/, Ist/)(i 
dental (lthl, /dh/), alveolar (ls/, lz/)‚ an 
palatal (lshl, Izhl). The V was one of four 
American English vowels (hy/_, [eh/, [aa/, 
[uw/), chosen to be representative of front, 
back and rounded vowels. The vowels 
were truncated 40 ms after vowel onset, 
which was defined as the beginning of the 
first identifiable pitch pulse for vorceless 
fricatives and the point where vorcmg 
amplitude increases abruptly for vorced 

" ‘ tives. . . 
fnÊ‘ct‘irresponding CV stimuli were 
synthesized using the phoneme input 
mode of KLA'ITALK, a research versron 
of Klatt's text-to-speech system. The 
KLAT’I‘ALK algorithm for formant 
transitions begins by looking at the 
segment following the fricative. Yahia? 
from previous trial and error matching o 
natural frication spectra were used to 
optimize table values for synthesrs o 
frication [4]. We used parameter values 
that Klatt chose to model his own votce. 

The voiceless (If/, /th/, (sl, _lshl) and 
voiced (Iv/, [dh/, /z/‚ lzhl) fricatives were 
presented in separate identification tests _m 
each o f  the natural and synthetic 
conditions. Five repetitions of the 20 
distinct stimuli in each test were presented 
in random order over headphones. m a 
sound-treated room. Five phonetically 
trained listeners acted _as subjects. 
Subjects were asked to identify the 
fricatives by making a‘forced chotce 
among the four possrbilttres. .Ijlo 
responses regarding the vowel identities 
were required and voiced-vorceless 
distinctions were not exphcrtly examined. 

. sults _ _ 
2 : ,n  of the natural and synthetic strident 
fricative tokens were identified correctly 
(0 errors out of 800 total responses). The 
non-strident fricatives were most often 
confused (175 errors out of 800 
responses). Figure 1 compares the 

percentage of errors made on the natural 
and synthetic non-strident fricative CV s m 
the voiceless and voiced tests. 
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Figure 1. Error distribution, combined across 

vowel contexts, as a percentage of 100 responses 
(5 repetitions X 4 vowels X 5 listeners) 

As expected, the performance f?r 
synthesized fricatives was consrstently 
poorer than natural speech. These resu t: 
also show that the predominance o 
errors was for the synthetic [th/ and /dh/ 
tokens. 

3. ACOUSTIC ANALYSIS 
' ive . _ 

31W): Jeeitceirnined the acoustic properties 
of the natural and synthetic stimuli to 
determine which differences could 
account for the observed defiCienCies in 
intelligibility. Followmg Klattfi], we 
focused on the followmg attributes 
involved in moving from a frtctrve to a _ 
vowel: the evidence of the changing 
sound sources (voicmg, fricationt, 
aspiration) and the onset frequency o 
forrnants (F 1, F2, F3). 

. thod 
3 îiiaemeasurements were performed 

'th the set of tools for speech analysrs 
available on the MIT Speech Vax 
cluster. The formant onset frequencres 
were measured at the first identifiable 
pitch pulse. Discrete Fourier transforms 
were calculated with a 6.4 ms Hamimng 
window that was carefully placed “(i 
order to maximize inclusron of the close 
portion of waveform. 
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The noise spectra were calculated over 
a 30 ms Hanuning window. Spectra 
were computed at 10 ms intervals from 
consonant onset to the fricative-vowel 
boundary. We compared relative 
amplitudes of noise in different 
frequency regions to vowel formant 
amplitudes. 

3.3 Results 
ln view of perceptual test results, the 

acoustic findings for the non-strident 
fricatives only are presented here. 

A close correspondence was found 
between natural and synthetic tokens for 
the first three formant onset values. As 
previously seen in the high front vowel 
context, F2 onset formant frequencies 
contradict the general rule that formant 
frequency is always lowest for labial 
place of articulation [4]. Figure 2 
illustrates the F2 formant onset 
frequencies for voiceless natural and 
synthetic fricatives. 

F2 Onset Frequency 
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‘ Figure 2. F2 onset frequencies for voiceless 
fricatives If] and IW in each vowel context. 

Evidence of aspiration, if present, was 
usually found within 20 ms before the 
vowel onset. Aspiration may be 
distinguished from frication by an F2 
prominence in the noise spectrum 
continuous with the formant at the 
fricative-vowel boundary. Aspiration 
was indicated, according to this 
criterion, for all the natural If] stimuli. 
Aspiration was not seen for the natural 
[th] stimuli, except for lthuwl. The 
synthesized stimuli did not include any 
aspiration in the parameter 
specifications. 
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In examining the noise spectra prior to 
the fricative—vowel boundary, we 
concentrated on the non-strident token 
pairs whose difference in intelligibility 
between the natural and synthesized 
stimuli was largest (/feh/-/theh/ and 
Ivehl-dhehl). The natural lf/ and lth/ 
differed most noticeably in their average 
amplitudes, as compared between the 
approximate noise amplitude in the 
2000-3000 Hz region 70 ms before 
vowel onset relative to the amplitude of 
F3 in the vowel (2500 Hz). The natural 
M was 20 dB lower, whereas [th/ was 
30 dB lower than the vowel. The 
synthetic If/ was 25 dB weaker while the 
[th/ was only 20 dB weaker. Time- 
varying spectral amplitude was observed 
for the natural /f/, which increased by 
approximately 10 dB from its beginning 
to the vowel onset, whereas the spectral 
amplitude for the natural Ith/ appeared 
constant throughout its duration. 

The spectral characteristics of the 
natural If/ and [th] tokens were found to 
be otherwise similar to each other, 
consistent with findings in previous work 
with a larger number of tokens and 
speakers [2]. The synthesizer models the 
spectrum of the non-strident fricatives as 
Gaussian noise with no formant 
structure. The spectra of the synthesized 
/f/ and lth/ were tilted, emphasizing the 
low frequencies with a 6 dB roll-off, 
whereas the natural stimuli were flat. 

The spectra for the natural voiced non- 
strident fricatives (/v/ and ldhl) were 
very different from those of the 
synthesized stimuli. In the natural 
stimuli, the formant structure extended 
far into the fricative and noise excitation 
coexisted with essentially vocalic- 
looking formant structure. In constrast, 
there was no region with strong formant 
structure in the synthetic voiced 
fricative; instead there was an abrupt 
change between noise excitation and 
prevoicing by the glottal source. For 
[dh/, the onset of the vowel from the 
prevoiced region was abrupt enough to 
appear stop-like. 

4. DISCUSSION 
All of the strident fricatives, which are 

characterized by a relatively high 
spectrum amplitude as compared to the 
adjacent vowel, were identified correctly. 

Harris [3] found that the frication norsc: 

rovides the dominant cue thgt 

discriminating [3/ and [sh/, ‚but the 

formant transition cues dominatft; and 

differences in norse spectra for l 

[d"ll‘he need to further .investigatcei 

distinctions between the labiodental atrli1 e 

dental fricatives is highlighted by its 

current perceptual and acoustic resu in 

The F2 formant frequency onsets t 

front, back and rounded vowel contra; 

in the present database illustrate in 

listeners may adapt to regulargifhs se 

formant onset frequencres, even oem 

present unexpected patterns. F2 

possible explanation for the lower lf/ 

formants for /th/ as comparedhtot for 

before high front vowels is t a ve 

labiodentals, the tongue is freer to mlo 

in anticipation of the followmg vowe . 

The current findings suggest that eveä 

if the formant transitlîonls< in; 2griprsoritcilliriltilei i 

r a te l , as  i n t e _ _ a  _, 

Îlîäiencies in intelligibility for syiiitheltlrcr 

stimuli remain. This implies that urt ed 

consideration of norse amplitude:ll %, 

shape is needed. While the natur. to 

was 5-10 dB weaker than [fl relativet o 

the vowel, the synthetic [th] was mon 

strong and the If/ too weak to main old 

this distinction. This difference co en 

partially explain confusrons betwe 

synthetic non—strident tokens. 

Acoustic variations can be mtedrptîtâîll 

with reSpect to existing prodiic lthe 

models [l] and predictions regar 151g of 

interaction and relative amplitu es as 

frication noise, aspiration, and vowing) ur 

constriction sizes vary in tune [Öl—l an 
analysis resultsofor the ni‘imitaeed to 

synthetic stimuli suggest t e han es 

better model these source 0 g 

between the vowel and the fricative. 

ln some voiceless fricatives, aspiring: 

can lead to a smoother transition a1c of 

fricative-vowel boundary. The to and 

aspiration in analysis, synèlêâsitlîmaü 

perception of voice are desert e the 

and Klatt[5]. We intend to us hich 

KLSYN88 formant they describe, wr the 

provides more flexible control orclle1 the 

glottal source, to continue to mg erved 

acoustic characteristics we ofscmant 

We can then test if the extra. or may 

structure present in aspiräognaüm 

provide place-of—articulation 0 

and thus enhance both intelligibility and 

naturalness. 
' s nthesizing new tokens wrth 

ourAiiitgcrlifiiid rules, we plan to evaluate 

how the addition of these rules affectsf 

the intelligibility and naturalness od 

synthetic fricatives. We already obsegê 

that subjects can easrly c1assrfy the al Î 

used in the present study as natur 1o 

synthetic, even with very short vowe 2.1 

Finally, we must investigate addition 

speakers and consider higher frequenttzly 

cut-offs to determine whetheä t e 

phenomena we observed are typic . 
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JUSTIFICATION PERCEPTIV SPECTRO GRAPHE AUDITIIBFDU 
Christophe d’Alessandro 8 Denis Beautcmps 

LIMSI—CNRS BP133—91403 Orsay Cédex, fiance. ICP—INPG 46, avenue Félix-Viallet 38031 Grenoble Cédex, France. 

ABSTRACT 
A_n auditory spectrograph is presented and discussed, which is quite different from the initial proposal of [4]. A set of descrip- 
tive acoustic parameters are derived from speech signals analysed according to the time and frequency resolution caracteris- tics of the spectrograph: sinusoids in the area of F0 and F1, dominant frequencies and envelope modulation above about 1 kHz, for voiced speech. These parame- ters are_used in an analysis/synthesis sys- tem 'which delivers a synthetic signal per— ceptively equivalent to the original signal. is_ preliminary work demonstrates the Eosmblhty of using alternative auditory: ased acoustic parameters for speech syn- thesrs and analysis instead of production- based acoustic parameters. 

1 Introduction 
L’avènement du spectrographe a per— mis un developpement considérable de letude phonético—acoustique descriptive de la parole. Deux raisons conceptuelle- me t distinctes o t contribué à ce succès: e spiectrograp e permet l’observation de, correlats acoustiques importants d u  mecanisme de production de la parole, comme les formants, la vibration des cordes vocales; 2. il existe une analo- gie entre analyse spectrale à. court terme et analyse du signal par le système audi- tif peripherique: les objets visibles sur un spectrogramme correspondent à. des car— acteristiques acoustiques perceptivement pertinentes. Les relations entre ces deux aspects ne sont pas toujours clairement considerees, et des notions qui relèvent du modele acoustique de production, comme les formants ou l’onde de débit glottique s averent d’une importance variable, voire contestable, du point de vue perceptif [3]. Nous pensqns ainsi que le spectrographe a contribue à exagérer l’importance de parametres acoustiques qui ne sont pas perceptivement pertinents. 

4 0 2  

La modélisation de l’analyse du signal par le système auditif périphérique a con— duit à. proposer de nouvelles représentations assimilables a l a  représentation spectrographique, sous forme de ”spectrogrammes auditifs” [4], ou le ”cochléogrammes” [5]. Le but de cet article est de iso t ’ spect'rographe auditif:1 âtr deui’ifsêio gels; une evaluation perceptive, en utilisant la resynthese, les parametres acoustiques au- ditivement pertinents qui apparaissent sur cette représentation. 

2 S pectrographe auditif 
Le spectrographe utilisé est présenté dans cette section, et confronté aux formes de, spectrographes auditifs pro- posees precédemment. Les ”spectro- grammes auditifs” de [4] combinent deux types d’informations spectrales: 1. l energie spectrale à l a  sortie d’un banc de filtres passe—bandes s’appuyant sur des des echelles fréquencielles (Bark) et d’intensité (phon) auditives; 2. les fréquences domi- nantes dans chaque canal d’analyse, issues du modele d’analyse temporelle DOMIN . D autres auteurs [5], proposent comme representation spectrographique la visual- isation des signaux en sortie d’un banc de filtres auditifs, C’est une variante de cette seconde solution que nous avons adopté pour les figures 1 et 3. Ce tracé, équivalent au redressement simple alternance de si - naux filtrés par un banc de filtres audi- tifs, est obtenu en portant le produit de lamplitude par la phase principale (en- 

tre -ir et ii'), pour les phases positives seulement, d’une analyse par ondelettes sur une échelle auditive [l]. 250 filtres sont regulierement répartis en échelle Bark, de largeur de bande constante l bark. Une echelle logarithmique est employée pour qtf’.’ les amplitudes. La différence de [Slblllte visuele_avec une échelle audi- tive Phon apparait tout à fait négligeable. Nous avons préféré ce type de tracé à celui proposé dans [4] pour deux raisons: 

1. Une erreur d’interprétation de la du- 
alité temps/fréquence semble à la base 
du procédé de calcul utilisé pour les fig- 
ures de [4]. Les spectrogrammes sem- 
blent (le procédé de calcul n’est pas ex- 
plicite dans l’article) calculés par trans- 
for ' de Fourier- à. court terme et vi- 
su igâs en utilisant les echelles Bark fit 
Phon. Alors seule la resolution spectr e 
est celle d’une analyse en échelle Bark, et 
au ente en raison de la fréquence cen- 
tr e d’analyse. Par contre la résolution 
temporelle est manifestement fixe sur les 
spectrogrammes publiés, égale à. celle 
d’une analyse spectrographique clasSique 
en bande large. 2. I n’apparaît 
pas nécessaire d’introduire un modele 
supplémentaire, comme DOMIN, pour 
rendre compte qualitativement (visuelle- 
ment) de l’analyse temporelle: la visual- 
isation de la phase d’analyse dans chaque 
bande permet de distinguer les fréquences 
dominantes, temporellement dans le grave 
du spectre, et au delà. d’environ 1-1.5 kHz 
grâce à. l’amplitude. Il faut ajouter. que la 
resynthèse ou la modification du Signal a 
partir de notre représentation est directe, 
ce qui est montré dans [1], mais ce qui est 
hors du propos de cette communication. 

3 Justification perceptive 

La lecture des spectrogrammes audi- 
tifs suggèrent un ensemble de parametres 
acoustiques descriptifs, liés à la fais a 
l’appareil phonatoire et à. la resolution 
spectra-temporelle du disposmf d’analyse 

tilis'. Les relatio s entfe la résolution 
d’analyse, c’est-a— ire a lar eur de 
bande effective des filtres auditi s, et les 
grandeurs fréquencielles types produites 
par l’appareil phonatoire sont resumees 
figure 4. L’abcisse représente les frequence 
centrales d’analyse (en Bark), l’ordonnée 
les bandes passantes des filtres audi- 
tifs (en Hz) correspondant. Les deux 
courbes partagent le plan en deux zones: 
dans la zone intérieure aux deux courbes, 
deux fréquences pures présentes pour une 
fréquence centrale donnée ne sont pas dis- 
tinguées par le filtre d’analyse; dans la 
zone extérieure deux fréquences pures sont 
distinguées par le filtre d’analyse. Si l’on 
applique un spectre harmonique, comme 
pour de la parole voisée, comportant un 
ensemble de raies spectrales équidistantes 
la courbe de résolution prédit le nombre de 
raies séparées, en fonction de la fréquence 
d’analyse. Deux situation types se man- 
ifestent: dans le cas A de la figure 4 
(F0=100 Hz, fréquence d’analyse 200 Hz) 
le filtre auditif isole une composante _spec- 
trale et des sinusoi'des redressées en Simple 
alternance sont représentées sur le Spec— 
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trogramme; dans le cas B (F0=100 Hz, 
fréquence d’analyse 2000 hz), plusieurs 
raies sont intégrées par un même filtre. 
Dans ce cas, des battements sont visi- 
bles sur le spectrogramme. La ériode 
de la modulation d’amplitude u sig- 
nal filtré, des battements, est l’inverse 
de la différence de fréquence entre les 
composantes, soit la période fondamen- 
tale 1 / F0. Les battements donnent nais- 
sance à. un signal possédant une fréquence 
dominante, obtenue par la moyenne les 
fréquences des raies spectrales pondérées 
par leurs amplitudes. Ainsi, lorsqu’un 
pic spectral (ou formant) est présent dans 
la bande d’analyse d u  filtre, la fréquence 
dominante due aux battements est ap- 
proximativement égale à l a  fréquence cen- 
trale de ce formant. Une première dimen- 
sion fréquencielle relève de la fréquence 
fondamentale. , Une seconde dimension 
est donnee par ] espacement des formants. 
Lors ne la résolution des filtres d’analyse 
est p us fine que l’espacement entre deux 
formants, la séparation des harmoniques 
ou les battements formantiques se prœ 
duisent: c’est la si nation encontrée r - 
spectivement pour 1, cas et F2, cas 
de la. figure 4. Lorsque cette résolution 
diminue, ou lorsque plusieurs formants 
sont proches, les battement deviennent 
plus complexe, et une masse spectrale ap- 
paraît sur  le spectrogramme. La modu- 
lation d’amplitude est plus rapide que la 
fréquence fondamentale, et la fréquence 
dominante eu saillante. Pour illustrer 
ce propos, es figures 1 e t  3 présentent 
des spectrogrammes auditifs d’une voix 
féminine prononçant [wiski/ et d’une voix 
masculine prononçant /lopotifa/. Si l’on 
considère les parties voisées, pour les 
deux exemples, le grave du spectre est 
décomposé en harmoniques. Les am- 
plitudes et phases de ces harmoniques 
dépendent d’une part de la source de 
voisement et d’autre part de l’influence 
du premier formant. Dans la ré 'on du 
second formant, l’intégration de p usieurs 
harmoniques dans un même filtre auditif 
provoque l’apparition de battements, avec 
une fréquence dominante et une modula- 
tion d’amplitude à. la période fondamen— 
tale. Au delà. d’environ 3 kHz pour la fig- 
ure 1, deux formants s’agglomèrent et a 
fréquence dominante comme la période. de 
modulation devient plus difficile à définir. 
Il est probable que cette masse spectrale 
est perçue par son centre de ravité, et 
que sa contribution se limite it es aspects 
non-linguistiques du si nal, comme la bril- 
lance, le degré de sou e etc. La validité 
de ces observations peut être testée par 
un procédé d’analyse/synthèse. Un sig- 
nal naturel est décomposé en utilisant les 
paramètres acoustiques précédents: 
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Figure 4. résolution des filtres auditifs 

des sinusoïdes (amplitudes et phases) 
pour le grave du spectre, dans la région 
du premier formant et en dessous; les 
fréquences dominantes et la modulation 
d’amplitude au dessus du premier for— 
mant, par recherche des fréquences for- 
mantiques et par modélisation de la modu- 
lation d’enveloppe temporelle dans chaque 
filtre. Le système complet, conçu pour 
un but différent, est décrit dans [2]. Les 
signaux synthétiques obtenus sont per- 
ceptivement équivalents aux signaux orig— 
inaux: seule une écoute attentive per— 
met de les distin uer. La figure 2 mon— 
tre le signal synt étique correspondant à. 
la figures 1: les formes d’ondes utilisées 
pour la synthèse sont portées dans le plan 
temps—fréquence. Cette image montre les 
paramètres acoustiques sinusoïdaux et for— 
mantiques déduit de l’analyse et eessemble 
à. un squelette de la figure 1. 

4 conclusion 
Ce papier présente une justification per- 

ceptive des paramètres acoustiques ap- 
parents sur une représentation spectro- 
graphique auditive. Après une discussron 
sur le type de spectrographe utilise, les 
relations entre la résolution du spectro- 
äraphe auditif et les grandeurs acoustiques 
u signal de parole sont examinées. Des 

paramètres acoustiques descriptifs sont 
proposés pour une représentation acous— 
tique auditive de la parole: pour de la pa- 
role voisée, le grave du spectre (en dessous 
d’environ 1 kHz) peut se décomposer 
comme une somme d’harmoniques, qui 
subissent l’influence du premier formant 
et de la source de voisement; dans 
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une région spectrale moyenne (entre en- 
viron 1 et 3 kHz), région des sec— 
onds et troisièmes formants les signaux 
filtrés apparaissent comme des signaux 
de fréquences dominantes approximative— 
ment egales aux fréquences formantiques, 
modulés en amplitudes à la fréquence du 
fondamental; au delà. d’environ 3 kHz, 
les formants supérieurs perdent de leur 
individualité et se regroupent en masses 
spectrales dont les fréquences dominantes 
sont peu saillantes et dont la modu- 
lation d’amplitude est complexe. Un 
système d’analyse/synthèse par formes 
d’ondes élémentaires a permis de mon- 
trer l’équivalence perceptive entre le sig- 
nal naturel et un signal synthétique obtenu 
en utilisant ces paramètres. Le spectro- 
graphe auditif propose une représentation 
acoustique descriptive qui se démarque 
de ”celle basée sur un modèle de produc- 
tion, mais qui paraît perceptivement jus- 
tifiée. L’avenir permettra de juger de 
l’efficacité de cette représentation, grâce 
à. un synthétiseur de parole utilisant ce 
type de paramètre qui est actuellement à 
! étude pour la synthèse à partir du texte. 
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ABSTRACT 
The p r e s e n t  w o r k  suggests 
a microwave method as a way 
to synthetic speech quality 
perfection. The paper deals 
with the b a s i c  principles 
of the adopted method and 
some problems a r i s i n g  in 
the course of its applicati 
on in a multilanguage prog— 
ram: choice of an invariant 
f r a m e w o r k  and s p e c i f i c  ty- 
pes of m i c r o w a v e s  ; the me— 
chanism of microwave conca 
t e n a t i o n  and their modifi 
cations in acco rdance  with 
l i n g u i s t i c a l l y  significant 
prosodic c h a n g e s .  

INTRODUCTION 
Systems of speech  syn thes i s  
f r o m  text t o d a y  are g e n e r a l  
ly based on a formant sig— 
nal method,as it permits a 
wide range of combinatory 
and positional modifica— 
tions of the acoustic inva- 
riants representing the pho 
memes of the l anguage  . It 
thus meets the requirements 
of the given type of speech 
synthesis , n a m e l y  those of 
unrestricted v o c a b u l a r y  and 
s e n t e n c e  structure.Although 
modern formant synthesisers 
are capable of producing 
speech of a fairly high in— 
telligibility and quality 
[1,2],much is left to be d e  
sired.However,there is hard 
ly any possibility of a 
radical improvement at the 
present time . The reasons 
for it lie in the i n h e r e n t  

406 

d e f i c i e n c i e s  of the speech 
formation model being used 
and in particular, the lat— 
ter's inability to reflect 
v o i c e  individuality.This is 
largely because formant sy— 
nthesisers neglect the in— 
teraction of the excitation 
source and the vocal tract 
(coupling effect) . Nor d o  
they take account of the d e  
pendence of the excitation 
pulse shape on the proper- 
ties of the vocal tract mo- 
difications . As a result 
there still exist problems 
with the synthesis of a fe— 
male voice as well as imi- 
tation of any definite voi— 
ce.A way towards the solu— 
tion of these d i f f i c u l t i e s ,  
as it seems,is the use of 
speech segments as the ba— 
sic elements of synthesis. 
The minimal units of syn— 
thesis in the present work 
are microwaves (henceforth, 
MH). They are elements of a 
natural Speech signal coex— 
tensive with a F0 p e r i o d . A c  
tually,the use of microwa— 
ves for synthesis program- 
mes was first proposed in 
[ 3]. In [4] this idea was 
successfully approbated in 
the system of diphone syn— 
thesis from text for male 
and female voices.Yet,there 
are quite a number of prob— 
lems in HW synthesis that 
have not been solved so far 
(see Abstract). The present 
work being a multilanguage 

programme lays special em- 

phasis on finding language- 

invariant strategies _and 

compi l ing  language—specific 

HH sets.The number of micro 

waves in a set is ultimate— 

ly determined by the phone— 

me i n v e n t o r y  of the given 

language,phonetic distances 

between phonemes be long ing  

to the same class and the 

d i f f e r e n c e  in the degree of 

coarticulation between va— 

rious types of sounds both 

within one language and ac- 

ross languages . The exact 

number and types of MH in 

each set , however,can only 

be defined experimentally. 

2. GENERAL PRESENTATION 

2,1.Microwave Phoneme 

Representation 

Like in the formant syn- 

'thesis,the basic principle 

of HH method is allophonic 

representation of the phone 

mes of the language , but 

unlike the f o r m e r  , there s 

further disintegration of 

allophones into linear seg— 

ments.Thus HW synthesis con 

sists essentially in obtai— 

ning a d e q u a t e  linear models 

of phoneme combinatory and 

p o s i t i o n a l  realisations._ 

Clearly there can be vari- 

ous degrees of discretisa- 

tion both as regards the 

relevant list of allophones 

and their internal structu- 

re. The main argument for 

the validity of the HH s
ets 

selected for the present 

work is that they provide 

all significant variation 

of sounds in connected spe— 

ech.For the Russian vowels, 

e.g., it is necessary first 

of all to distinguish be— 

tween the soft and hard vo- 

wels:{A,0,E,U,I},on the one 

hand , and { ' A , ' 0 , ' E ,  I},on 

the other.It means that the 

target units are not phone- 

mes in the strict sense of 

the word , but allophones 

viewed as sound types gro— 
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uped on the grounds of non-. 

functiona1,phonetic,identi— 

ty . Each allophone of this 

kind,a higher—rank allopho— 

ne,so to say,is represented 

horisontally by three suc— 

cessive segments : initial, 

mid and final.The segments, 

like boxes,are to be filled 

with appropiate microwaves, 

according to the modifica— 

tions the given allophone 

(soundtype) undergoes under 

the influence of various 

ajacent sounds .,In view of 

the accepted two—lewel al— 

lophonic representation the 

mid segment,i.e. the vowel 

stationary,was regarded in 

this paper as constant for 

all possible CV and VC com— 

binations of a concrete 

higher—rank allophone . The 

choice of the HW type for 

the initial and final seg- 

ments,as could be predicted 

from the results of formant 

analysis and synthethis , 

does not follow this prin- 

ciple:transitional microwa— 

ves vary in accordance with 

the ajacent consonan t  arti- 

culation place . The number 

of HH types then should cor 

respond to the number of 

consonan t  c l a s s e s  opposed 

by this feature.For Russian 

consonants, e,g.,we distin- 

guish labial, dental,alveo- 

lar, v e l a r  and lateral pla- 

ces of articulation. 

Allophonic variation of con 

conant phonemes in RuSSian 

and in English (as in other 

languages ) is caused both 

by the impact of the neigh— 

bouring consonants and vo— 

wels.The former may lead to 

noticeable qualitative chan 

ges ,e.g. the emergence  of 

higher-rank allophones,such 

as the voicelesstr] in Eng- 

lish. The latter is mainly 

confined to variations on 

the transitional segments .  

Thus,e.g.,we take three ty: 

pes of microwaves  for initi 

al segments of hard conso- 



nants: b e f o r e  [i,e], be fo re  
[a] and b e f o r e  [o.u].Clear— 
ly the three linear seg— 
ments -are t o  be determined 
for each c o n s o n a n t  allo- 
phone. 

2.2. uw c o n c a t e n a t i o n  in 
the Speech  Flow 

HH c o n c a t e n a t i o n  at the 
s t a t i o n a r y  segmen t  comes 
s i m p l y  to t h e i r  succes s ive  
reading—outs.This p r o c e d u r e  
could be suitable for the 
transitional s e g m e n t s ,  t o o ,  
if r e a d i n g s  of s e v e r a l  HHS 
for e v e r y  type of transiti— 
on had been preliminarily 
made.This can h a r d l y  be put 
into practice because  of 
the amount of work needed 
for the p r e p a r a t i o n  of the 
speech  material and an ex— 
cessive i n c r e a s e  of the re— 
quired memory volumes as 
well as the n u m b e r  of r u l e s  
for the synthesis of transi 
tional segments.There is an 
interesting possibility of 
a v o i d i n g  these difficulties 
which is based  on the use 
of the inertial p r o p e r t i e s  
of auditory perception. 
Let us recall in this con— 
nection t h a t  the visual imp 
ression of a smooth r e p l a c e  
ment of slides can be a c h i e  
ved t h r o u g h  a s m o o t h  d e c r e a  
se of the b r i g h t n e s s  ( down 
to z e r o )  of one image and a 
simultaneous increase  of 
the brightness(from zero up 
to the required degree ) of 
the o t h e r  image  , p r o j e c t e d  
o n t o  the s a m e  screen.0ur re 
s e a r c h  has shown that a si- 
milar effect of r e p l a c e m e n t  
is observed in sound percep 
tion.The auditory effect of 
smooth replacement is achi— 
eved by making an overlap 
interval between the contac 
t i n g  sounds d u r i n g  which a 
g r a d u a l  amplitude d e c r e a s e  
of sound 1 and a simultane— 
ous amplitude increase of 
sound 2 takes place.The am- 
plitude summing up in the 
field of the o v e r l a p  leads 

to the appearance of a 
complex sound, perce ived  as 
a smooth transition from 
sound 1 t o  sound 2. 

2 . 3 . F 0 — P a r a m e t e r  C o n t r o l .  
The simplest method of con— 
trolling the fundamental 
frequency in the HN synthe— 
sis system is the following 
Let the initial HW have the 
duration T0 which is chosen 
from the range of variati— 
ons determined by prosod ic  
rules:T0min<T0<T0max.As for 
a c o n c r e t e  T0 v a l u e ,  it can 
be defined as a statistic 
mean value of the speaker's 
F0 period u s e d  for the f o r -  
mation of the HW set.If the 
current T0 : T0',the speech 
signal is formed by & simp— 
le repetition of the given 
microwave.When T0 > T0',the 
HH r e p e a t e d  reading—out be— 
gins after the time inter— 
val TÛ—TÛ' and the interval 
itself is filled by zeroes. 
If T Û  < TÛ',the reading— 
out process stops at the 
moment = T0 and a repeated 
MW read—out resumes.Experi— 
mental investigations of 
this control method have 
shown that it provides a 
sufficiently high quality 
of the synthesized sound,in 
particular,when T0>T0',with 
the interval T0 - T0' not 
e x c e e d i n g  30% max. of_a pe- 
riod duration T0.Hhen T0<T0 
there are no p e r c e r t i b l e  
distortions only if the end 
of the read-out falls at a 
HW value close to zero (10— 
20%% of MU amplitude).0ther 
wise, there's a clear sound 
distortion r e sembl ing  nasa— 
lization. This unwanted ef- 
fect can be removed by smoo 
thing away the abrupt rea- 
ding-out cessation process. 
It can be achieved by swit- 
ching on an order 2 filter 
with the time constant equ. 
0 . 2 5 * T 0  at the moment the 
repeated read—out begins or 
before this moment (0.25T0) 
by multiplying the MW by a 
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smooth single function of 
the type y=exp(-t). The use 

of either of these methods 

for the case T0 < TO'yields 

fairly good results . If 

T0 > TD', the method of pe- 

riod zeroing can be applied 

provided T0”=Û.7*T0max. 

3.1MPLEMENTATION 
The algori thm implementing 
the above model consists of 

10 blocks. The written tent 

intended for synthesis is 

produced by the PC main pro 

gram.  This text,sentence by 

sentence, gets into block 1, 

in which sentences are seg— 

mented into intonation—gro— 

ups and marked for stresses 

and melody.These procedures 

are performed in acccordan- 

ce with definite rules vary 

ing from language to l a n g u — .  

age. For every  phoneme then 

in blocks  4,5 are calcula— 

ted : the rhythmic ( sound 

duration), the dynamic (so- 

und intensity) and the melo 

dic (pitch) characteristics 

according to the rules spe— 

cified for the languages 

Futher on,in block 5, allo— 

phonic identification of 

the phonemes  is carried out 

followed by the division of 

the allophones into linear 

segments.To each elementary 

segment corresponds a defi— 

nite HH which is selected 

by block 8 out of the HH - 

set,determined for each lan 

guage and type of veice. In 

block ? modifications of 

the HH duration take place 

(i.e. of the F0 p e r i o d )  1n 

accordance with the informe 
tion.coming from block 4 , 
and in this way the tonal 
pattern of the synthetic 

speech is produced. Control 

led by block 3,the duration 

of phoneme segments is defi 

ned in block 8 by means of 

a -  step—by—step reading of 

the required number of MUS. 

Finally in block 9 MN ampli 

tude (intensity)is set out, 

while block 10 serves for 

s m o o t h i n g  the abrupt chan— 

ges at the transitions from 

one MH type to another in 

the process of g e n e r a t i n g  a 

continuous s p e e c h  signal: 

Changing the voice type 1n 

NH synthesis is achieved by 

replacing or m o d i f y i n g  the 

NH set . Passing over _to 

another language inplies 

the replacement of the pho— 

netic base rules and MW set 
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VOICE OPERATED MULTILINGUAL INFORMATION DISPLAY/RETRIEVAL SYSTEM 
Abdul Hobin,  Anil 

CENTRAL ELECTRONIC 
INSTITUTE CENTRE 

ABSTRACT 

t h  Th is  pape r  d e s c r i b e s  e d e s i g n  and development  o f  a v o i c e  o p e r a t e d  m u l t i s  l ingual  i n f o rma t i on  d isp lay  and r e t r i e v a l  s y s t e m .  The wo rds  o r  commands spoken  by a s p e a k e r  c a n  b e  d i sp layed  on the  mul t i l ingual  t e r m i n  nal f o r  v a r i f i c a t i o n  and d a t a  e n t r y  a p p l i c a t i o n s .  P r e v i o u s l y  s t o r e d  in fo rmah t i o n  can  a l s o  be a c c e s s e d  th rough a spoken  w o r d  coma mand and d i s  la  d t e rm ina l .  p y e  o n  a CRT 

The s y s t e m  c o n s i  an I s o l a t e d  W o r d  R e c o â â î t î î  on  U n i t ,  an i n t e r f a c e  unit and mu l t i l ingua l  CRT t e r m i s  na l .  The d e s i g n  a s p e c t  and t he  func t ion ing  o f  t he  s y s -  t e m  a r e  d e s c r i b e d  in d e t a i l  The code  g e n e r a t e d  by  the  r e c o g n i t i o n  un i t  c o r r e s p o n a  ing t o  t h e  r e c o g n i z e d  word  i s  a c c e p t e d  b y  the  i n t e r f a n  c e  ca rd  t h rough  t h e  ZsBOPIO Having compared  t h i s  code w i t h  the  c o d e  s t o r e d  in  t h e  : Ï t e r f a c e  c a r d , t h e  i n f o r m a s  t on  t o  be  d i s p l a y e d i s  sen t  0 t h e  CRT te rm ina l  us in  s e r i a l  commun ica t ion .  The s y s t e m  i s  b a s e d  o n  t he  Z a 8 0  m i c r o p r o c e s s o r  and u t i l i s e s  6 4  KB o f  RAM/EPROM f o r  s t o a  r a g e  o f  i n f o r m a t i o n  and s o n  f t w a r e  p rog rammes .ASCI I  d a -  t a  o f  t he  i n f o r m a t i o n  t o  be d i s p l a y e d  co r respond ing  t o  

Kumar, and S .S .Agrawa l  

s ENGINEERING RESEARCH , NEW DELHI, INDIA. 

t h e ' r e c o g n i z e d  word  i s  sent  by  the  i n t e r f a c e  ca rd  and d i sp layed  on  the  te rmina l .  The terminal  u s e  a s o f t w a r e  ca l led  GIST and has  the  c a n  p a b i l i t y  o f  d isp lay ing  some Indian and Roman s c r i p t s  The i n fo rma t ion  can a lso  be  d isplayed in d i f f e ren t  font and graphics f o r m s .  

I .  INTRODUCTION 

S p e e c h  i s  t he  m o s t  ' t u r a l  and e f f i c i e n t  me::; f o r  humans t o  communicate w i t h  each  o t h e r  as  we l l  a s  w i th  machines. Among the humansmachine i n t e r a c t i o n  sys tem speech recogni t ion i s  an a t t e m p t  t o  have m a c s  hines responding t o  spoken commands. A t t e m p t s  a re  b e i n  ng made t o  have au tomat i c  s p e e c h  r e c o g n i t i o n  s y s t e m o f  v a r i o u s  comp lex i t i es .Howevn  e r ,  t h e  s u c c e s s  s o  f a r  i s  l i m i t e d  t o  handle small v o n  cabulary and t o  great  e x c e s  n t  t h e y  a r e  speaker  depends en t  s y s t e m s .  This paper  d e :  s c r i b e s  the  development o f  a vo i ce  o p e r a t e d  mu l t i l inga ual in format ion d isp lay / res  t r i e v a l  s y s t e m  and the  f l e a  x i b i l i t i e s  o f i t ' s  p r a c t i c a l  a p p l i c a t i o n s .  B o t h  t he  word r e c o g n i t i o n  s y s t e m  as  we l l  a s  t he  i n t e r f a c e  c a r d  f o r  d i sp lay ing  the  i n fo rmat ion  a r e  2 h 8 0  A m i c rop rocesso r  based  hardware modules.  
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I n t e r e s t i n g  a p p l i c a t i -  
ons a r e  t o  be  a n t i c i p a t e d  
w i t h  au tomat i c  s p e e c h  r e c o -  
gni t ion sys tems  in the a r e -  
as  o f  i n d u s t r i a l  c o n t r o l s ,  
t r a n s p o r t , c o m m u n i c a t i o n  and 
m i l i t a r y  t e c h n o l o g i e s .  A s  
one o f  t he  i n t e r e s t i n g  a p p -  
l i c a t i o n s ,  the  a u t o m a t i c  
spoken w o r d  r ecogn i t i on  s y -  
s t e m  can  be s u c c e s s f u l l y  
used  f o r  t he  d i s p l a y  and 
r e t r i e v a l  o f  s t o r e d  i n f o r m s  
a t i ons  on a CRT b y  v o i c e  
commands.  The CRT u s e d  f o r  
t h i s  pu rpose  i s  equ ipped  
w i t h  a GIST c a r d  wh ich  
a c c e p t s  s e r i a l l y  the  ASCI I  
codes  o f  the  i n fo rma t i on  t o  
be d i s p l a y e d .  To do th i s  a 
con t ro l l i ng  un i t  has been  
designed and deve loped  a t  
CEERI.  The un i t  i s  capab le  
o f  supply ing the s e r i a l  ASC 
I I  c o d e s  o f  i n f o r m a t i o n  d e n  
s i r e d  t o  be d i s p l a y e d  on  
t h e  C R T  . 

W i t h  GIST c a r d  i n c o r —  
p o r a t e d  in the  above  s y s t e m  
i t  i s  p o s s i b l e  t o  d i sp lay  
the  i n f o r m a t i o n  i n  any o f  
the s e v e r a l  Indian s c r i p t s  
and Roman s c r i p t  f o r  Eng l ia  
sh  e i t h e r  s imul taneously  o r  
in one o f  the  s e l e c t e d  s c r s  
i p t s  o n  the  s c r e e n .  Since 
India i s  a mult i l ingual 
c o u n t r y ,  the  o b j e c t i v e  o f  
deve lop ing the V o i c e  O p e s  
r a t e d  I n fo rma t ion  D isp lay  
S y s t e m  i s  t o  have i n te rnes  
t i on  w i t h  compute rs  using 
mul t i l ingual  s c r i p t s .  

2. DESCRIPTION or THE 
SYSTEM 
The s y s t e m  cons is ts  o f  

two  m a j o r  p a r t s , ,  one i s  a 
wo rd  recogn i t ion  unit and 
the o t h e r  i s  an i n t e r f a c e  
unit  f o r  i n fo rmt ion  d i s e  
p lay .  These  t w o  un i ts  a re  
su i tab ly  i n t e r f a c e d  a s  
shown in the  f i gu re  1.  

2 . 1  Spoken Word Recognize: 

The r e c o g n i t i o n  p r o c e -  
s s o r  i s  a s ing le  b o a r d  m i c -  
r ocompu te r  b a s e d  o n  a 2 - 8 0  
A CPU. I t  c o n s i s t s  o f  6 4  
Kby tes  o f  RAM/EPROM, Para l -  
l e l  i n t e r f a c e  a d a p t e r ( P I A ) ,  
Counte r  T imer  C i r c u i t ( C T C )  
and t w o  Asynchronuous A d a p -  
t e r s  ( A C I A ) .  One ACIA i n t e -  
r f a c e s  t o  t he  v i d e o  t e r m i -  
nal c o n t r o l l e r  u n i t .  

The s y s t e m  i s  s p e a k e r  
dependent  but  i t  can b e  e a -  
s i l y  t r a i ned  f o r  a new s p e -  
ake r .The  speake r  has t o  s p a  
eak  through a c l o s e  t a l k ing  
mic rophone.  Th is  s p e e c h  s i -  
gnal i s  f e d  t o  signal cond-  
i t i on ing  c i r c u i t r y  wh ich  
c o n s i s t s  o f  p r o - a m p l i f i e r ,  
e q u a l i z e r ,  a u t o m a t i c  volume 
c o n t r o l  e t c .  The p r e p r o c e s !  
sed signal i s  then p a s s e d ‘  
through an aud io  s p e c t r u m  
a n a l y z e r  c h i p  ASA—16.1 t  has  
16 con t iguous  band p a s s  f i e  
l t e r s  c o v e r i n g  the  f r e q u e q  
n c y  range o f  200Hz t o  7KHz.  
Each  bandpass  f i l t e r  i s  f o e  
l lwed by  a r e c t i f i e r  and a 
low p a s s  f i l t e r  w i t h  cu t  
o f f  f r e q u e n c y  o f  2 5  H z .  
Th is  ar rangement  g i ves  t h e  
s l o w l y  vary ing  s i gna l  p r o p s  
o r t i o n a l  t o  sound p r e s s u r e  
l e v e l  in t h a t  channel.  The 
ASAn16 a l s o  has léschanne l  
mult ip lexer which prov ides 
s p e c t r a l  d a t a  f o r  e a c h  o f  
the  16 f r equency  bands .  The 
mu l t i p l exed  s igna l  i s  a l s  
lowed t o  p a s s  through the  
83b i t  a n a l o g s t o s d i g i t a l  c o q  
n v e t e r  and t h i s  d i g i t i s e d  
da ta  i s  s t o r e d  in the  
memory.  

The under ly ing p r i nc im  
p le  behind the i s o l a t e d  
word  r ecogn i ze r  i s  p a t t e r n  
match ing.  In the  f i r s t  i ns  
s t a n c e ,  p a t t e r n s  o f  a l l  the  
words  cor respond ing  t o  a 
vocabulary  a r e  ob ta ined  and 
t he i r  t e m p l a t e s  s t o r e d  i n  
the s y s t e m  memory.  N e x t ,  
the p a t t e r n  o f  the  t e s t  
w o r d ' i s  gene ra ted  and cons 



p a r e d  with the t e m p l a t e s  
r e c o r d e d  earlier. In case 
of a correct match there is 
a d i s p l a y  of the correctly 
r e c o g n i z e d  word o n  the 
front pannel of the macs 
hine. Corresponding to the 
m a t c h e d  word the s y s t e m  
g e n e r a t e s  a specific c o d e .  
The c o d e  is a c c e p t e d  by the 
i n t e r f a c e  unit t h r o u g h  I/O 
device (2380 PIO). This 
c o d e  is further p r o c e s s e d  
for another c o m p a r i s o n  with 
preastored codes. Having 
c o m p a r e d  with the correct 
c o d e  this interface unit 
sends the A S C I I  d a t a  of the 
stored information to CRT 
terminal t h r o u g h  serial 
communication. 

2.2 Interface Unit 

This unit is also 
based on ZsSOA CPU which is 
driven by 4.0 MHz clock. It 
uses a Special purpose intn 
e g r a t e d  circuit designed to 
esse the problems associats 
ed with serial communicat— 
ion i.e. Universal Synchroh 
nuous/Asynchronuous Receive 
er and Transmitter (USART). 

The unit provides a 
three line serial communi: 
ca t i o n  p o r t .  One line t r a n s  
smits character to the ters 
minal, second line r e c e i v e s  
character e n t e r e d  at the 
terminal keyboard and the 
third line simply provides 
a common system groand con- 
nection. Information is put 
on these wires one bit at a 
time and i n  this way it 
takes eight separate trans 
e m i s s i o n s  t o  send a whole 
byte. The b a u d  rate i.e. 
speed at which the data is 
transmited is chosen to be 
9 6 0 0  in our case. However, 
this rate depends upon the 
specific application and 
the equipment involved. 
Since there is no handshaa 
king in this I/O process ,  

412 

it is the microprocessor's 
responsibility to send chan 
racters not faster than 
speed at which the termial 
can receive. Similar method 
is used to accept the incop 
ming characters at the free 
quent intervals to avoid 
missing data being sent by 
the terminal. 

To communicate with 
the terminal, the t r a n s f e r s  
to and from interface unit 
are c o n v e y e d  by using the 
American standard EIAsRSZBZ 
C, because the data are no 
longer activated by current 
intensity but by voltage 
level i.e. +12V and 5 1 2 V .  
Also such levels are not 
TTL compatible and can not 
be provided by the microps 
rocessor. Thus a physical 
interface is interposed 
using a driver and a receis 
ver circuit. The functional 
diagram of the complete 
system is shown in Fig.2 

3. Testing/Features of 
the System 

The system is tested 
with 10 words v o c a b u l a r y  
spoken by both male and 
female speakers. Though it 
can accomodate 40 words 
vocabulary. The words are 
spoken once into a micropa 
h o n e  to generate the refer: 
ence pattern. Corresponding 
to 10 words v o c a b u l a r y  10 
p a g e s  of stored information 
can be retreived.Transcript 
provides e m u l a t i o n  for the 
DEC V T s S Z - a n d  Ansi compati— 
ble terminals for display 
of English as well as 
Indian scripts.Another mode 
d i s p l a y s  high resolution, 
print quality characters 
for Indian scripts which 
can be used for text 
processing requirements. 
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ABSTRACT 
This paper deals with the enhancement of automatic recognition of stops in iso— lated word-initial stressed syllables of minimal word—pairs in normal and . degraded speech. lt was found that the error rate for stops could be decreased by_ incorporating the cues to vomelessness/voicing extracted from a short-time spectral content of the speech Signal. The acoustic cues comprised: Fo perturbations in post- occlusuve vowels, voice onset time (VOT), and the presence/absence of low-frequency at voicing onset. Results confirm that additional input features improve performance. - 

1. INTRODUCTION 
Automatic recognition of stops in word- initial position in minimal word—pairs poses problems for recognition sys- tems. Our studies indicated that many errors were caused by the system not distingwshing between the voicing status of the initial stops. Apparently the spectral information from the filter: bank analysis was insufficient or too weak for the system to make an effi- crent distinction. 

We propose a method of reducing the _error rate, by extracting new infor- mation on the voicing status from the _subphonemic level of a stop, and integrating it with other spectral infor- mation derived by the filter-bank analysis. This concept represents a phonetically-based approach to recog- nition of stops, which enhances the successful performance of algorithms employing linear discriminant analysis (LDA) developed in Canada [1] and implemented in our recognition system. 

2. SPEECH RECOGNITION SYSTEM The recognition system used in the expenments is a speaker-dependent robust, small-vocabulary, continuous speech recogniser. The system 
performs very well in uiet and in d's- torted speech [2]. q | 

_ Spectral representations from the filter-bank analysis are processed by a linear discriminant network. Our system can use static and dynamic spectral representations as input to the linear discriminant network [Fig. 1]. 
The linear discriminant analysis generates a set of discriminant func- tions which are applied to the acoustic features extracted from the speech sig- nal. Its the linear discriminant network combines various mel-scale spectral representations into a single set of discriminant functions, the transforma- tions have been called IMELDA for integrated mel—scale LDA. 

3. EXTRACTION OF NEW FEATURES 
3.1. F o perturbations 
The speech database used in our experiments included 5 examples of 6 CVC minimal word-pairs comprising the 6 stops and the vowel fil recorded by 7 male speakers. 

_ F 0 at voicing onset of vowels after v0iceless stops starts higher and falls deeper_than it does after voiced stops where it either slightly falls or remains level [5]. The deep F0 fall is one of the stronger cues to a voiceless stop. 
. Fundamental frequency perturba- tions are extracted by a modified custom-designed AMDF pitch detector, operating on the raw audio waveform 

4 1 4  

_ evident 

and outputting pitch data from the initial 
frames at voicing onset. [4]. The pitch 
information is then integrated with the 
spectral information. 

Experimental results demonstrate 
that the benchmark IMELDA-2 
representation was outperformed when 
supplemented with pitch information 
(IMELDA-P) extracted from voicing 
onset (Tab. 1). The improvement is 

across the 4 acoustic 
experimental conditions. 

3.2 Voice Onset Time 
In English VOT is longer for voiceless 
stops than for voiced ones. The aver- 
age time separating the two voicing 
categories is approx. 44 msec. Two 
different methods were used to derive 
the VOT spectral representations; in 
both of them the burst and VO points 
had been manually labelled. 

In the first method, a VOT 
representation was obtained from a 
second derivative of the static spectral 
features (LCE). The linear regression 
analysis applied twice on 7 frames of 
6.4 msec of LCE gives an effective 
separation of the two VOT groups 

Table 1 illustrates that in com— 
parison with IMELDA-2, the addition of 
VOT resulted in improved recognition in 
all 4 conditions. Compared with 
IMELDA-P, IMELDA-VOT is worse only 
in Tilt. 

In another experiment IMELDA-2 
was combined with pitch and VOT (Fig. 
2). A comparison of lMELDA-PVOT 
with IMELDA-VOT (Tab. 1) reveals 
improvement in Noise-1, but the error 
rate is slightly higher for Quiet and Tilt. 
Yet, here again, IMELDA-PVOT outper- 
formed lMELDA—2 in all 4 conditions. 

The conclusion derived from this 
series of experiments is that IMELDA- 
VOT constitutes the optimal representa— 
tion for the four acoustic conditions. 
The addition of pitch and VOT to 
IMELDA-2 indicates that improvement 
is possible, however it is not so uniform 
as with IMELDA-VOT and IMELDA-P. 
and better than IMELDA-VOT only in 
one experimental acoustic condition. 

With white noise added (15dB SNR) 
there is an improvement with IMELDA- 
PVOT over the other representations, 
which may suggest that in this condition 
the glottal excitation pulses are more 
resisrant to noise than the burst pulse. 
Indeed, better recognition in noise was 
obtained with all representations incor- 
porating the extracted cues. We 
suspect that tilting the spectral balance 
resulted in higher error rates with 
IMELDA-VOT and IMELDA-PVOT, as 
by changing the gain in each channel, 
the perceptual salience of the voicing 
cues may thereby have been changed. 

Deriving a VOT representation 
from a 2nd derivative is effective but 
too slow for real-time applications. 
Hence, a faster method was developed. 

4. TIME-DOMAIN FILTERS 
Linear discriminant time-domain filters 
were derived from the use of linear 
discriminant analysis on the LCE 
representation of quiet speech. (Fig. 
3). The VO instant was the timing refer- 
ence point. Between- and within-class 
onset periods were computed for 4 and 
13 frames before V0 and 4 and 3 
frames after VO, giving a time-domain 
filter with 8 or 16 coefficients. 

The filter was then applied to all 
frames of the analysed word. Also, 
experiments were conducted with a dif- 
ferent number of discriminant filters. 
Using B frames enabled us to study the 
contribution of cues detectable in the 
time domain in the VO area. By using 
16 frames, the discriminant filter could 
be derived from running LDA on the 
segment spanning an entire VOT area, 
including both the burst and the voicrng 
onset. 

In the 8 frame analysis, we wanted 
to extract the cues related to the F1 
transition, and specifically the absence 
or presence of the low-frequency 
energy after VO which cues the percep- 
tion of a voiceless/voiced stop respec- 
tively [3]. Table 1 illustrates that 3 
discriminant filters (lMELDA-Sc) pro- 
duce the best results for this condition, 
outperforming IMELDA-2 in the _4 
acoustic conditions. 
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ln the other analysis, discriminant 
filters were computed over 16 frames to 
maximise the range by deriving filters 
from a VOT area, capturing the possi- 
ble burst, VOT, and F1 cues in one 
type ot analysis. The results (Tab. 1) 
reveal that 4 time-domain discriminant 
filters ( IMELDA—4f16c) perform much 
better in quiet and with 15 dB SNR than 
iMELDA—2, lMELDA-VOT, and 
IMELDA—PVOT, and slightly worse with 
9 dB SNR and in tilted speech. On the 
other hand, 'rl turns out. that IMELDA- 
3c Outperforms lMELDA—4f16c in 
degraded speech, and is slightly worse 
in Quiet. ft may be here that degraded 
speech obliterates the burst,and thus 
the VOT cue, much more than'rt hap- 
pens when the filters are derived from 
the voicing onset area only. 

Complete results from tests w'rlh 
adding pitch data to lMELDA-3f8d4f16c 
were not available at the time of writing. 
Initial data suggest that adding pitch 
can improve the performance in 
degraded speech. 
5. DISCUSSION AND CONCLUSIONS 
The incorporation of additional cues to 
voicelessness/voicing into our recogni- 
tion system has decreased the error 
rate for stop consonants. Despite using 
a small speech database, we believe 
that the benefits from incorporating the 
new input features have been demon- 
strated. lt has to be emphasised that 
IMELDA and the time-domain filters 
were derived from a quiet speech 
representation. Previous findings [2] 
indicate, however, that deriving an 
IMELDA transform from integrated 
quiet, noisy and tilted speech represen- 
tations produces better results in 
degraded speech, and only negligibly 
worse in quiet, than when the transform 
is derived from quiet speech only. We 
shall publish corresponding results 
obtained with IMELDA representations 
computed on degraded speech as they 
become available. We expect that com- 
puting the lMELDA transform and the 
time-domain filters on degraded speech 
may result in an improved performance 
of the more versatile lMELDA-4f16c 
compared to IMELDA-sfac. 

The usage of time-domain discrim- 
inant filters provides for focussing the 
analysis on different areas of interest, 
as shown in our experiments. Similarly, 
different time-domain fitters could be 
used for processing intervocalic stops, 
where the VOT cue may not be reliable, 
or word-final stops, where again the 
presence and salience of the relevant 
cues is different. ln addition, time- 
domain filters are suitable for real-time 
implementation, and will be incor- 
porated into the future versions of the 
hardware recogniser jointly developed 
by the Neil Squire Foundation, the 
Canadian Marconi Company, and the 
National Research Council of Canada. 
Current work in this area also includes 
the refinement of a neural network 
(MLP) for real-time pitch and voicing 
onset/offset detection for the automatic 
calculation of VOT representations [6]. 
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ABSTRACT 
Normative data on speech energy 

variations over time has been 
obtained for five different languages 
(French, Dutch, English, Italian, and 
Danish) available on the EUROM.0 
CD-ROM produced by the SAM 
partners. 

1. INTRODUCTION AND METHOD 
The purpose of this research was to 

obtain normative data on speech 
energy variations over time for five 
different languages (French, Dutch, 
English, Italian, and Danish) available 
on the EUROM.0 CD-ROM 
produced by the SAM partners [1]. 
Continuous passages spoken by four 
talkers (two of each sex) were 
analyzed for each language. The 
variable whose distribution is analyzed 
is termed "perceived spectral energy." 
It represents the energy of speech 
contained within a band l—Hz-wide at 
the output of an exponential time 
window. The exponential weighting is 
performed to simulate the auditory 
filter. Five time constants (r) of the 
window are used in the analysis: 13 
ms, 30 ms, 80 ms, 125 ms, and 200 
ms. For a given 7 the perceived 
spectral energy is calculated as 

t 
E.,,(t) _ Ip‘2(£)e'“"0"d£ 

where pf is the sound pressure 
density in pascals. The distributions 

" were obtained for each critical band. 

2. RESULTS 
The results indicate that there are 

no significant main effects of sex and 
language. Therefore, the normative 
values are reported as the mean 
values across all talkers. Fig. 1 gives 
results for the r of 13 ms. Each of the 
family of curves corresponds to the 
sound pressure level below which the 
perceived spectral energy occurs for 
the percentage of time indicated at 
the right of the curve. All the values 
are in reference to the long—term 
spectrum level specified in Table 1. 
No data below the 25% contour are 
depicted in Fig. 1 because they were 
contaminated by noise. Fig. 2 refers 
to the measurement with the 7 equal 
to 200 ms. The apparent dynamic 
range of speech with this 1- appears 
much reduced in comparison with the 
results obtained with the r of 13 ms. 
The results for the time constants of 
13, 30, 80, and 125 ms are given 
numerically in Tables 2 to 5, 
respectively. 

3. DISCUSSION 
These data will be useful in future 

studies trying to deve10p physical 
measures of speech quality. As an 
illustration of the possible utility of 
these measures Fig. 3 gives "range" 
values for speech synthesized by a 
commercially produced synthesizer 
(solid lines) and EUROMD speech 
(dashed lines). The variable "range" 
essentially measures the dynamic 
range of speech. In Fig. 3 the top 
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efers to the differences in the 

:ggiedrpressure levels below which the 

speech is 95% and 25%fof time. The 

curves below it re er, 

Îäîjîctively, to the differences of 75% 

- 25%, 65% - 35%, and 55% -_ 45%. It 

would appear that the synthesrzer 

somewhat compresses the dynamic 

range of speech. This analysrs may 

provide a means to quantify this 

compression in various frequency 

bands and relate it speech quality. A 

more complete version of Tables 2 - 0 

5, as well as the table for the r of 20 

ms are given in I2]- 
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CRIT. CRIT. RMS 

BAND BAND (dB SPL) 
C. . z 

2 150 30.4 
3 250 34.8 
4 350 29.3 
5 450 31.4 
6 570 29.5 
7 700 26.3 
8 840 24.8 
9 1000 22.7 

10 1170 19.8 

11 1370 18.2 

12 1600 17.3 

13 1850 15.0 
14 2150 11.6 

15 2500 12.5 
16 2900 11.8 

17 3400 10.6 
18 4000 8.9 
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ABSTRACT 
The EUR-ACCOR database has been 
designed to allow access and analysis 
of articulatory, aerodynamic . and 
acoustic characteristics of seven 
European languages: French, English, 
German, Italian, Catalan, Swedish and 
Irish. The data are acquired using a 
PC-based multi-channel system 
developed in Reading (UK) and Aix 
(France), which enables simultaneous 
recording of up to 16 input channels. 
The design of the corpus, consisting of 
(l) structured VCV nonsense items, (2) 
real words matching the structure of 
(1), and (3) short sentences, illustrating 
the main connected speech processes 
in the different languages, is discussed 
with reference to the main scientific 
goals of the ACCOR project. 

1.INTRODUCTION 
The ACCOR project aims to provide a 
detailed description of the main 
articulatory and acoustic correlations in 
coarticulatory processes. A cross— 
language approach is adopted as a 
means of identifying, on the one hand, 
the major language-independent 
universal regularities of these processes 
(due to factors such as the mass, 
mertia and elasticity of the speech 
organs, the mechanical linkage between 
them and the neuromuscular 
complexities of the cranial nerve 
system) and also how these interact 
With language specific factors such as 
the phonological rules of the language. 

In carrying out such an investigation, 
activities of the main physiological 
systems underlying speech production 
are investigated: the respiratory system 
(producing a flow of air), the laryngeal 
system (modifying the airflow by the 
valving mechanism of the vocal folds) 
and the complex system of supraglottal 
structures in the mouth and nose, such 
as the tongue, lips, jaw and soft palate 
which shape the vocal tract into 
different resonating cavities The 
ACCOR project aims at a detailed 
d e s c r i p t i o n  o f  t h e  c o m p l e x  
coordination between these different 
structures and the resulting acoustic 
output. Specific articulatory processes 
1n the seven languages will be 
examined with a view to determining 
how such processes differ according to 
the different phonological systems. 
Also, it will be possible to examine the 
functions of the different motor 
subsystems in the same speaker. 
The cross—language nature of the 
prOject has meant considerable 
attention has had to be paid to the 
design of a suitable database. Three 
main scientific goals of the project 
were considered in the design: 
[i] to allow the testing of several 
h y p o t h e s e s  r e g a r d i n g  
articulatory/phonological interactions 
in the different languages. 
[ii] to investigate fundamental issues in 
speech production theory particularly 
those relating to coarticulatory 
processes. 
[iii] to provide a unique resource for 
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researchers in Speech science and 
related fields. 

2. DESIGN CONSIDERATIONS FOR 
DATABASE 
2.1. Testing Articulatory/Phonological 
Interactions 

One of the main design 
considerations for the database has 
been to provide a rich enough corpus 
to allow the testing of various different 
hypotheses regarding interactions 
between articulatory characteristics and 
phonological patterns in the different 
languages. 

The seven languages under 
investigation differ considerably in 
their vowel and consonant inventories, 
and it seems reasonable to expect that 
the structure of such inventories may 
constrain the type and extent of 
coarticulatory influences. For example, 
comparable consonants in the different 
languages may differ in their 
coarticulatory patterns because of the 
presence of other phonemes in the 
language. Italian, for example, 
contrasts alveolar with palatal nasals, 
and alveolar with palatal laterals; the 
two alveolars may be more resistant to 
the coarticulatory effects of a "pala " 
vowel such as lil, than another 
language where the possibility of 
perceptual confusion does not exist. 
Similarly, French, with the presence of 
nasal vowels in its inventory may 
exhibit less coarticulatory nasality than 
other languages without nasal vowels, 
such as German. It may be possible to 
formulate a general "density" 
hypothesis; coarticulatory processes 
vary inversely with the number of 
elements in the phonological class. 

The database should allow the 
testing of more general hypotheses also 
such as : 
— do some languages show greater 
carry-overlanticipatory coarticulation 
than others? 
— does the same subject show different 
anticipatory/carryover effects for 
different motor subsystems (lip, jaw, 
tongue, velum)? 

4 2 3  

- do all languages exhibit a tendency 
towards "instability“of alveolar stops in 
connected speech? 
- do all sounds show the same degree 
of contextually induced variability, or is 
there an increasing scale, of the order, 
say, of fs,t,d,n,l/, valid for all 
languages? 

The VCV context would seem most 
a p p r o p r i a t e  f o r  e x a m i n i n g  
coarticulatory effects, as it is possible 
to study a variety of transitional 
phenomena in such a sequence: vowel- 
to—vowel effects, VC and CV effects. 
This context therefore forms the basis 
of the corpus. Another requirement 
for testing the above hypotheses is the 
inclusion of a range of sounds involving 
the different motor subsystems under 
investigation as well as voiced/voiceless 
distinctions. Thus, labial sounds such 
as lul, Ip! , lb! were included as well 
as oral lingua] consonants differing in 
both place and manner of 
articulation(e.g. lt,d,k,j‘ ,s,z,UÇ/) and 
nasals such as Inf. 

2.2 Speech production theory 
The database has been designed to 

allow the investigation of fundamental 
issues in speech production theory. 
One area of considerable theoretical 
significance, for example, is the 
question of inter-gestural timing for 
consonants and the corpus has been 
designed to allow for the investigation 
of this aspect. The Ild/ sequence 
seems a particulary useful item to use 
for studying timing relationships, such 
as for example, between the tongue 
body gesture for the lld and apical 
contact for the 11/. There is 
preliminary evidence that the timing 
between the body and tip of the tongue 
in this sequence is language specific 
and may be related to prosodic aspects 
such as rhythm, syllabic structure and 
patterns of stop aspiration and voicing. 
Another area of significance is a 
s p e c i f i c a t i o n  o f  b o t h  
acoustic/articulatory relationships in 
complex sounds such as fricatives. This 
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area is currently under investigation as 
part of Workpackage 2 of the project. 

2.3 Unique resource for Speech science 
Recently a large number of 

digitized acoustic databases have been 
compiled for various purposes, (e.g. 
ESPRIT/SAM EUROM.0 [1]; 
DARPA/TIMIT [2]). The EUR- 
ACCOR database is unique in that it 
includes articulatory and aerodynamic 
(nasal and oral air flow) as well as 
acoustic data in a number of different 
languages. The requirements of the 
database are such that it is necessary 
to simultaneously investigate the 
activity of different motor subsystems 
of speech, the resulting movement 
trajectories, aerodynamic effects and 
the acoustic output. To achieve this 
aim, the multi—channel data acquisition 
systems, EDIT and PHYSIOLOGIA 
have been developed at Reading [3] 
and Aix [4] respectively. 

3. CORPUS 
The study of coarticulation and its 

possible implications for the linguistic 
and neuromotor programming 
processes would seem a priori to 
exclude the use of nonsense items. On 
the other hand, although undoubtedly 
desirable, the analysis of spontaneous 
speech is problematic in that it is 
difficult to control all the parameters 
which may be responsible for 
coarticulatory effects. The emphasis 
on cross-language comparison makes 
this problem even more acute. In the 
ACCOR project we decided the best 
compromise was to work in parallel on 
three different types of speech 
material; structured VCV nonsense 
items, real words matching the 
nonsense items in their VCV structure 
as closely as possible, and connected 
speech in the form of a series of short 
sentences. 

In choosing the items for inclusion 
in the corpus we were constrained by a 
number of criteria. Firstly, all items, 
including the nonsense items, had to 
comply with the phonological rules of 
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the language. For vowel sounds, it was 
desirable to cover a range of different 
tongue postures and different 
perceptual characteristics. The three 
“extreme" vowels lil, la! and lu/ were 
chosen as these vowels exist as 
phonemes in each language, and their 
phonetic manifestations in the 
different languages are similar. For 
the consonants, a range of different 
places and manners of articulation 
were chosen. It was decided to focus 
on VCV sequences for the reasons 
stated above. This raised the problem 
of stress placement. Obviously, it 
would have been preferable if the 
stress placement were uniform for each 
language. Unfortunately, however, 
language specific stress placement rules 
precluded this possibility if the items 
were to be produced ”naturally“. In all 
cases, except French and Swedish, 
stress was placed on the first syllable. 
In French the more natural placement 
is on the second syllable and in 
Swedish there is equal stress on each 
syllable. Details of the three corpora 
are as follows: 

3.1.Nonsense items 
Vowels li,a,u/ in isolation. VCV 

sequences, where C = /p,b,t,d,k,s,z,n,l, 
JtJ‘l and the sequences lkl,st/; V = 
li], la! (I 0 I when unstressed in 
English) and lui. These items are 
phonotactically permissable in all the 
languages under investigation, with one 
or two exceptions, (e.g.lz/ and I}! do 
not occur in Swedish). 

3.2. Real words 
These match the VCV nonsense 

sequences in section 3.1. as closely as 
possible. Thus nonsense item lid! is 
matched by English ”meaty", luti/ in 
Italian is matched by ”mud" etc. It was 
not possible to obtain a complete set 
of matching real words for all the 
languages. 

3.3. Sentences 
A set of short sentences was 

constructed in each language to 

illustrate the main connected Speech 
processes in that language. Thus in 
English, sentences such as "Fred can 
go, Susan can’t go, and Linda is 
uncertain” have numerous examples 
of word final alveolar stops and nasals 
which many speakers would assimilate 
into the place of articulation of 
following velars when spoken naturally. 

Systematic comparison of data 
from the three types of recordings 
seems to us indispensable to take 
account of the specific nature of the 
processes involved and to resolve the 
inherent theoretical problems in 
establishing a multi—lingua] corpus such 
as this. Moreover it should enable us 
either « to show clearly the limitations 
of a single corpus approach or to 
vindicate the exclusive use of nonsense 
items. We are finding, in the initial 
results, that there are interesting and 
predictable differences between 
nonsense and real words, at least on 
some articulatory measures. 

The items in 3.1, 3.2 and 3.3 
constitute a core corpus which is read 
10 times by each of the 10 speakers in 
the seven languages. Of the 10 
repetitions, five are carried out with 
the Electropalatograph (EPG), 
Iaryngograph and audio recording 
(sampled at 20 KHz), and five with 
EPG, nasal volume velocity of air, oral 
volume velocity, (using a Rothenberg 
mask and pneumotach), Laryngograph 
and audio recording. The core corpus 
will constitute approximately 300 
Mbyte per speaker. In addition to the 
core corpus, a number of additional 
items are added for each language to 
illustrate particular language-specific 
features, e.g.geminates in Italian, front 
rounded vowels in German, palatals in 
Catalan, palatalisation in Irish Gaelic 
etc. The EUR-ACCOR database is 
well on schedule; approximately 5 
speakers in each language have already 
been recorded and the first phases of 
data processing is nearing completion. 
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CRITICAL PARAMETERS IN THE DEFINITION OF SPEECHRECOGNISER PERFORMANCE 

W. J. Barry 

Department of Phonetics and Linguistics, London, UK 

‘ ABSTRACT 
Six o_f seven "Critical Parameters" used in speech recognition assess- ment in the aproach known as "Re- cogniser Sensitivity Analysis" (RSA) are examined. An experimental study _ of phonetically controlled material confirms the vocabulary dependence of two of the parame- ters . as currently defined. Basic prmczples of the parameter defin- itions necessary to assure maximum vocabulary independence are identi- gig; and thpropéinsalsa1 for the redefin- o e 'tic presented. Parameters are 

l. Iläl‘RODUCl‘ ION 
ere have been several re recently [4,6,7] which address poli-11: question of speech recognition as— sessment from the perspectives of l) reducmg the amount of speech data needed in the test database and 2) predicting the performance of a recogniser in the field for given _speaker and operational char- acteristics. Both these goals should be achievable if a relatively small database can be precisely defined along a_ number of critical paramet- ers which specify important dimen- Sions of speaker variability and which are not sensitive to variation in. _vocabulary. Situational charac- teristics can be simulated by post- processing_ "dry” recordings. This approach is known as "Recogniser Sensmvrty Analysis" (RSA) [2]. Given information on the intended speakers, a controlled test of se- lected items from the assessment database should allow- field per- formance to be predicted. The vo- 
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cabulary independence of the parameters is crucial to the approach, otherwise every oper- ational lexicon would have to be covered in the database. 
Two projects concerned with speech recognition assessment (UK Alvey protect MMI/132 - STA, and ESPRIT project 2589 - SAM) have been examining the relationship between recognition performance and the values of the test vocabu- lary along the critical parameters (l),_ wrth_ some confirmation that variation in recogniser perform- ance can be explained by variance in several of the parameters [7]. However, the evidence is not un— 

equivocal [3]. This may well be a consequence of the recognisers se- lected for the trials, but the re- sults are such that a scrutiny of 
the parameters and their defin- 
itions is warranted. This paper 
firstly undertakes this scrutiny, 
secondly presents results of an 
experiment which illustrates the 
inherent vocabulary dependency of two of the Critical Parameters as defined at present, and thirdly 
suggests some modified parameter 
definitions which are more appro— 
pnate to the underlying rationale 
of speech recognition. 

2. CP DEFINITION 
The present CP definitions are as follows [5]: 

1. Speaking rate: Duration of one utterance relative to the _ overall 
average of all utterances of that word. ' 
2. Vocal tract area: Average VTA over ‘ the frames of one utterance 

in relation to the overall average 
VTA for all utterances of that 
word. 
3. Temporal congruence: Average 
DTW distance between all pairs of 
utterences of the same word by one 
speaker. The distance value applies 
to all utterances of a given word 
by that speaker; it is a measure of 
speaker consistency. 
4. Vocal efi’ort: Ratio of peak and 
average energy. Calculated for each 
utterance independently. 
5. Spectral definition: Average (and 
variance of) ratio of energy < 2kHz 
and total energy. computed over 
each utterance independnetly. 
6. Fundamental frequency: Mean F0 
over each utterance independently. 

A seventh parameter, vocabulary 
complexity, lies outside the focus 
of this paper. 

3. TEST OF VOCABULARY IN- 
DEPENDENCE 
The above definitions make it 

most likely, a priori, that "spectral 
definition" and "vocal effort" are 
strongly vocabulary dependent. 
Using the SAM__SPEX CP-extraction 
software, developed for use on the 
SAM PC-based workstation (SESAM) 
by Jutland Telephone according to 
the Logica algorithms [5], two sets 
of phonetically controlled words 
were analysed with respect to these 
two CPs: 
l) 18 td/ words spoken 3 times 
with different intonation contour 
by 4 speakers (2F, 2M). These were 
selected at random from the 10F 
and 8M speakers recorded in the 
Normative Reference database of 
the UK Alvey project MMI/132 
(STA) [I]. These words were ex- 
amined to test the effect of vowel 
variation on parameter values. 
2) Five phonetically varied words 
selected from Logica’s RSA recog— 
niser test vocabulary [7] ("Aber- 
deen, Darlington, Manchester, Ips- 
wich, sixteen") These were spoken 
5 times each with 4 different voice 
qualities: modal, breathy, creaky 
and falsetto). With the combination 
of open and close vowels, and the 
presence or absence of consonants 
with fricative elements, these words 
tested the combined effect of 

changes in vowels and consonants 
on the parameter values. 

Speaker variation was simulated 
in the second set by using the 
same, experienced speaker to 
record the words with the four 
radically different voice qualities. 

4. RESULTS 
The results may be summarised 

as follows: 
l) Values in the td/ words were 
critically dependent on the thresh- 
old setting chosen for endpointing. 
The 10% (of mean energy) thresh- 
old chosen as default for the tests 
was clearly too high to capture 
the tri-phonemic structure of 
these words. The parameters were, 
in effect, being calculated over 
the vowel portion alone. None of 
the words in the second set were 
affected by this threshold setting; 
it is solely a problem for words 
beginning with acoustically "weak" 
consonants (eg. [h, f, v, T, Dl- 
SAMPA symbols [8] are used 
throughout) and/or ending with 
such consonants, including weakly 
exploded st0ps. Reducing the 
threshold to 5% and 3% in two 
further analyses allowed the full 
/1i/ word to be captured, but it 
is clear that this also increases 
the risk of including breath-noise 
and lip-smacks in the parameter 
estimation (and the recognition 
process) if they occur immediately 
prior to the actual utterance. 
2) Two of the parameters, as de- 
fined at present: "spectral defin— 
ition" and "energy" are dependent 
on the phonetic structure of the 
word. 

A two-way ANOVA was per- 
formed on both sets of data for 
each parameter. For the / t l  
words, “spectral definition" varied 
significantly with both speaker (F 
= 15.05, DF 2) and word (F: 15.06, 
DF 17). Energy" did not vary sig- 
nificantly across the words, inter- 
vowel intensity variation .not being 
great or regular enough. For the 
second set of words, "spectral 
definition" again varied highly 
significantly across the words (F = 
51.51, DF 4) and also reached 
significance for voice quality (F = 
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3.09, DF 3). With the "energy" 
Parameter, there was significant 
interaction between voice quality 
and word(F= 11.54, DF 79). 

The phonetic factors underlying 
these differences can be sum- 
marised as follows: 
1. Spectral definition (Voice 
quality) (Energy < 2kHz/total 
energy): In the [ t /  words, the 
main difference was between words 
containing mid to high front vowels 
and the others. This is due to the 
presence of strong higher fonnants, 
and especially the high second 
formant (> 2kHz) reducing the 
energy quotient. However, this 
variation was small compared to the 
value shifts across the words in the 
second set, where the presence or 
absence of fricatives (high frequen- 
cy noise) changed values by up to 
25%. 2. Energy (peak energy/mean 
energY) maximises the vocabulary 
effect and thus undermines speaker 
differences by relating peak energy 
(= peak energy of stressed vowel) 
to mean energy (which is propor— 
nonally lower, the more unvoiced 
consonants a word contains). 

In the [ t /  words, the values 
are most dependent on the personal 
strength of production, the intrin— 
SlC Intensity of the vowels (open > 
close vowels) not contributing to 
any appreciable extent; in the 
second word-set, the greater com- 
plexity of the word structure con- 
tributes to a very strong inter- 
acuon between differences in 
energy resulting from the different 
vorce qualities and the word. For 
example, the consonants in "Ips— 
wich" reduce the mean energy, and 
increase the quotient considerably 
despite the vowel [II, which has 
relatively low intrinsic intensity. 
So, _ despite consistently lower 
quotient values for each individ- 
ual word for the "breathy" than for 
the "modal" voice quality, the 
values for breathy "Ipswich" are 
higher than the "modal" values for 
the other words. 

5. DISCUSSION OF DEFINITIONS 
_ In the light of these results, it 
is important to consider how pos- 
srble improvement in the word in- 
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dependence of these measures can 
be achieved. Firstly, for "spectral 
definition" and "energy" separating 
the main source of word-depen- 
dent variability, the voiced and 
voiceless portions, is an important 
prerequisite. For "spectral defin- 
ition", only the voiced portions 
would be used in the calculation, 
reflecting the rationale behind the 
parameter, namely of capturing 
some aspect of voice quality. For 
“energy", mean voiceless intensity 
should be related to mean voiced 
intensrty. 

Secondly, for all measures, it is 
essential to avoid any utterance- 
dependent expression of peak 
value, mean value or variability. 
Speaker-dependent aspects of the 
parameters can only be calculated 
by relating the value for an indi- 
vidual utterance to the mean of 
all utterances of a particular 
word. In speaker-dependent recog— 
msers, it may be sufficient to 
relate the parameter value for the 
individual utterance to the mean 
for all utterances of the same 
word/expression by the same 
speaker. In general, however, for 
speaker-independent systems the 
individual value has to be related 
to the mean of all utterances of 
the word/expression for all the 
other Speakers (temporal con- 
gruence is the one exception being 
a speaker-dependent" measure). 
This is already done with "speech 
rate" and "vocal-tract area" where 
the relativity of the measure was 
clear from the outset. Such norm- 
alisation should, however, be ex- 
tended to "voice quality", "intens- 
ity" and "FO". 

Thirdly, the "fundamental fre- 
quency" parameter in the form of 
mean F0 is dispensible, because it 
only separates male from female at 
present. This is information that 
is available independent of analys- 
is. FO variance, which is currently 
also being calculated, may be a 
more useful measure, since wide 
fluctuations in F0 could correlate 
with variation in recogniser per- 
formance; in Logica’s recogniser 
tests [7], variance appears to be a 
more important factor than mean 

FO. The measure should, however, 
be related to the mean to avoid 
confounding Hz variance and the 
male-female distinction. The coef- 
ficient of variance (the quotient of 
mean and standard deviation) is 
therefore suggested. However, this 
measure still requires normalisation 
by relating it to the mean of the 
other speakers. 

The principle of taking vari- 
ance rather than mean values 
should also be considered for "vocal 
tract area". Although, in its present 
definition, it is already normalised, 
it is the ' mean of the frame-based 
area coefficients which are being 
normalised. The use of variance 
would relate the parameter more 
closely to the recognision process. 
It is, after all, variation of signal 
properties during the course of a 
word which makes it more or less 
distinctive to a recogniser not its 
mean sig-nal properties. Variance in 
vocal tract area for a given 
utterance related to all speakers’ 
variance for utterances of the same 
word or expression would different- 
iate speakers with clear and less 
clear articulation. 

6. CONCLUSIONS 
The results from the CP analysis 

of phonetically controlled vocabu- 
lary confirmed the vocabulary de- 
pendence of two of the Critical Pa- 
rameters as currently defined for 
RSA. It was concluded that para- 
meter normalisation across all ut- 
terances of a word is a fundament- 
al pre-requisite for the vocabulary 
independence of Critical Paramet- 
ers. Further consideration of the 
basic rationale underlying automatic 
Speech recognition points to the 
need to redefine all parameters 
except "temporal congruence" _ to  
contain an expression of normahsed 
variance. 
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SPEECH KNOWLEDGESTAN'DARDS AND ASSESSMENT 

presented on behalf of the SAM consortium by 

Adrian Fourein and Jean-Marc Dolmazon 
University College London & Institut de Communication Parlee 

INTRODUCTION 
This brief overview is designed to provide 
background information for the poster related 
to the work of the SAM ‘Speech Assessment 
Methods’ Project (7589) - concemed with 
the design and application of multi-language 
EC standards. At present the project is 
based on the collaboration of twenty-six 
laboratories in eight countries, six within the 
ECandtwofromEr-‘I‘A. Theprojectisnow 
at the start of its third year in ESPRIT II. 
This follows a preliminary ‘Definition Phase’ 
(ESPRIT 1541) in which the status of work 
in the area., and the requirements in Europe 
and the rest of the world were investigated, 
and a 'bridging’ ‘Extension Phase’, in which 
preparatory work for the Main Phase was 
undertaken. 
Current work is in progress in three inter- 
comected working areas: 

I Speech Recognition 
Assessment (Input) 

II Speech Synthesis 
- Assessment (Output) 

III EnablingTechmlogy 
and Research (ETR) 

At the beginning of the SAM Project, the 
need to emule a practical basis for ready 
collaboration between so many different 
laboratories in different countries was met by 
the definition of a reference. standard, 
workstation - SESAM. The minimum 
hardware requirements for SESAM are an 
IBM pc-at or compatible computer. an 
analogue interface board. OROS-AU21 or 
AU22. 1 Mbyte of extended memory. and 
means for accessing speech data eg CD- 
ROM reader. C is used as the common 
programming language. Each one of three 

workgroups. above, has made use of this 
simple reference standard so that software. 
data and assessment results can be 
interchanged. This has proved to be very 
successful both between project members and 
in the provision of data and support for other 
laboratories across Europe - all the work of 
the SAM Project is designed to be readily 
available within the European Community. 

I INPUT ASSESSMENT 

In recognition assessment. the simple 
reference standard workstation has been 
implemented and tested in multi-lingua]. 
multi-laboratory trials. 

In order to provide a flexible tool for 
recogniser assessment, the component 
software packages are designed as separate 
modules which can be independently 
developed by different laboratory groupings 
within the project. The first package. 
PAOSAM. is designed to be capable of 
managing the information associated with the 
standard SAM format speech databases. The 
second package. EURPAC. primarily controls 
the interaction between the assessment system 
and the recogniser itself and the third 
package. This last package. SAM_SCOR. 
provides a series of performance measures. 
All three software modules are interconnected 
via ASCII files. and all programs are in C 
using the microsofi 5.1 compiler, and 
executable on the SESAM workstation 
running MS-DOS as the Operating system 
Database Management 

The RISE program has been 
developed to cater for the major needs of data 
retrieval and data archiving for all languages 
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and all speakers in the SAM project. A 
commercially available DataBase 
Management System (ORACLE) is used as 
the basic building block. The management 
structure has been designed to allow the 
integration of all of the characteristics of 
both present and future SAM speech 
databases. Effectively, RISE enables the 
user to specify the characteristic assessment 
aspects to be targetted in terms, for example. 
of language. speaker and speech types. and 
for an automatic procedure to be utilised for 
the composition of training and testfiles in 
the assessment of a defined recogniser. 

Control Module 

The EURPAC program is designed 
to operate from this basis in controlling the 
assessment of isolated or connected word 
recognisers. The assessment session can be 
controlled by information given in a separate 
control file, defined by the user, and giving 
details of the unique serial number of the test 
run. the identification of the recogniser, and 
the names of the configuration-. training-, 
test- and response-files. An important aspect 
of the design of this particular software 
module is that it uses resident drivers to 
control individual recognisers. In this way, 
the greater part of the software is quite 
independent of the analogue interface board 
which is utilised, and it is easier to develop 
new recogniser drivers which can have 
separate communication protocols. 

Scoring 

The SAM_SCOR program provides 
a range of recognition performance measures 
- hit; miss; substitution; correct rejection; 
false alarm. In addition. at the isolated word 
level, confusion matrices. confidence 
analyses, and the application of the 
McNemar test are standard facilities. For 
connected word and continuous speech 
recognisers string matching at the 
orthographic level is available employing 
NIST scoring routines which have been 
made executable on the SESAM workstation. 
The output of this scoring software is 
designed to provide unifonn presentations of 
the assessment results that are easy to 

understand and cross compare; SAM_SCOR 
generates a file which can subsequently be 
fed back into the DBMS to make it possible 
to relate speech material characteristics to 
recogniser performance measures. 
Applications 

More than 10 EC laboratories in the 
Project have been involved in the application 
of recogniser assessments so far for six 
commercially-available or in-house 
recognisers. Considerable use has been made 
of the first SAM CD—ROM speech database - 
EUROM 0 - which gives 5 hours from 20 

speakers in five languages. This cross 
laboratory single and multi-language testing 
of equivalent recognisers has provided the 
foundation for the setting up of a basic 
calibration procedure for the SESAM intuit 
assessment workstation. Work is currently in 
progress to define a common method for 
standard reference calibration and hardware 
setting up protocols. 

In collaboration with the ETR Group. 
a new multi-lingua] speech database has been 
designed and is in the process of being 
recorded. The contents of the database have 
been defined to meet the present and near 
future need for the development of diagnostic 
and predictive assessment methodologies. 
The database is divided into two sets: a 
‘Many Speaker set’ and a ‘Few Speaker set’. 
The vocabulary of the ‘Many Speaker set’ 
contains a list of selected numbers between 
zero to nine thousand nine hundred and 
ninety nine covering all the phonotactic 
possibilities of the languages’ number 
systems, and blocks of five sentences giving 
continuous speech with paragraph prosody 
rather than individual sentences. The 
vocabulary of the ‘Few Speaker set' is 
expanded with a CVC list and more 
repetitions per item. 

II OUTPUT ASSESSMENT 
Standard word-level and sentence-level 
segmental multi-lingual intelligibility tests 
have already been defined. They can be 
automatically generated on the SESAM 
workstation in the languages of the project 
using phonotactic and ?word frequency 
constraints. Compatible software provides 
for response collection. collation and scoring. 
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Segmental Structures 

The SAM segmental test contains 
guidelines for the automatic generation of 
nonsense-word lists for all eight partner 
languages, using a set of fixed word 
structures and phoneme lists. The test 
material is language specific in that phoneme 
combinations respect phonotactic constraints 
for the languages in which they are prepared. 
The SAM group has chosen to use nonsense 
words in its definition of this standard with 
an open reSponse set in order to get an 
intelligibility score which is not influenced 
by contextual information or semantically 
restricted answer choices. This type of 
material is the most relevant when an 
analysis of phoneme confusions is required, 
and in application. for instance. to synthesis 
material where error patterns may be quite 
device-specific. The SAM Segmental test 
consists of two parts: a first "core test" 
containing structures common to all 
languages of the consortium, and which 
cover consonants in initial, medial and final 
positions: VCV, VC (+ fixed final V for 
Italian) and CV. In all cases, the full 
inventory of consonants is used with only a 
sub-set of vowels. This sub-test cannot be 
considered as a full diagnostic test, but it is 
substantially diagnostic for consonants. The 
"full test" will include more extensive 
language-specific and even synthesiser- 
specific sub—tests with complex structures 
such as CVC, CWC, VCCV and possibly 
CnVC, CVCn. Phonemes are presented in 
equal numbers per list so that an equal 
probability score will be obtained. This 
score can then be weighted according to 
phoneme-frequency-of-occurrence counts to 
obtain scores which reflect phonemic 
balance. 
Segmental Assessment 

A system to support the automatic 
segmental assessment of synthesisers has 
been implemented on the SESAM 
workstation. The subject responds using the 
keyboard, results are then automatically 
scored. to produce percentage scores, 
confusion matrices, analysis in terms of 
certain types of phonetic feature, eg place of 
articulation and voicing, and the effect of 

vowel environment. 
Assessment of words in context 

A test of word intelligibility in 
sentence context has also been developed for 
SESAM, using semantically unpredictable 
sentences (SUS). Grammatical structures and 
word lists are defined for all the languages of 
the consortium to permit the generation of an 
unlimited number of test sentences. Work on 
prosodic assessment is also in progress. 
III ENABLING TECHNOLOGY AND 
RESEARCH " 

The core SAM workstation, SESAM, has 
been specified and implemented for data 
collection. following standard protocols. 
database management. and speech signal 
labelling. A phonemic notational system for 
all European languages. SAMPA, has been 
deveIOped and is in use both for manual 
labelling and, currently. for semi-automatic 
label alignment. Phonemic level structural 
constraints across the languages of the project 
have been compiled and are used in corpus 
definition. Broader descriptors are being 
investigated for multi-lingual application. 
Other. physical, levels of description are 
being quantified as a contribution to analytic 
methods of assessment. Information on 
cross-language lexica is being compiled. 

SESAM 
Hardware (see the INTRODUCTION above) 
and software specifications are now well 
established and widely applied in regard. for 
example. to: the structure and code 
normalisation of software; the formatting of 
data and organisation of databases; and the 
provision of interfaces. 
Two, key, software packages are oem-al to 
the use of the workstation within the project. 
The first is EUROPEC. which is designed to 
provide for the realisation of large speech 
databases. Two-channel acquisition (eg for 
microphone and laryngograph signals) and 
monitoring is now possible with visual 
prompting for the speaker which may be 
manually controlled or automatically triggered 
as a function of signal level. Automatic end- 
point detection facilitates the handling and 
recording of large organised corpora. This is 
also substantially assisted by the automatic 
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inclusion in the database of description text 
files in standard form with header and body. 
so that the orthographic prompt can be 
routinely incorporated together with complete 
sessional and recording item and condition 
information. _ 
A complementary package, VERIPEC, rs 
designed to give ready access to _ these 
standard data and text files, making it 
possible to display the orthographic prompts, 
access and monitor recorded items and show 
the label files. . 
The second important package, PTS, rs 
designed fo operate from the data acquired 
via EUROPEC. Its primary function rs to 
enable the labelling of speech data files with 
either SAMPA (see below) or IPA notations, 

using window based displays of waveform 

and spectrograms of the signal. 

Data 
The first SAM database. EUROM 0, was 

distributed on a single CD-ROM and 

contained five hours of Speech material 

recorded using a condenser microphone m 

anechoic rooms from four single accent 

speakers in each of five languages (with 16 

kHz sampling). NATO single and tnple 

digit sequences were obtained with only the 

speech signal, and a continuous speech 

passage, with a common numeric theme, 

across languages. was recorded using two 

channels - with both speech and 
o hic in uts. 

ma ïtîbase ig now in preparation using 

the same standard format with sixty Speakärss 

in each of ei languages. Nonsense wor . 

number sqiliînces up to 99_99,_ (bath 

phonotactically balanced) and srtuatronally 

linked sentence blocks are being recorded. 

Anechoic condenser microphone recordings 

will permit the subsequent imposrtron of 

post-production effects. A small subset of 

data will have two channel representation, as 

above. Two CD—ROMs are planned for each 

language - using 20 kHz sampling. 
A 

2:31AM Phonetic Alphabet (SAMPA), 

which defines a ' Standard keyboard based 

notation (ASCII) correSponding to. the 

relevant International Phonetic Assocrauon 

symbols for each of the languages 
represented in the project, was agreed very 

early in the project. and has now been 
extended to cover all the major European 
languages. It has also been adopted by a 
number of ESPRIT projects and both the 
British and German national speech 
databases. This consensus for the 
representation of phonemic contrasts in all the 
languages of the group provides a common 
labelling basis for cross-comparison and for 
a structured multi-lingua] approach to 
database specification in the development of 
standard methods of assessment. The basrc 
SAM transcription system was originally 
intended to evolve as a multi-tier labelling 
tool and work is currently directed towards 
the introduction of prosodic and acoustic 
element levels of description. 
Labelling 

Multi-lingual labelling. in which phoneme 

categories are assigned to successive regions 

of the speech signal, has always beenan 
important part of the SAM group’s activity. 

This is because overall assessment, detailed 

evaluation and the processes of traimng 

themselves ultimately depend on an accurate 

definition of Speech which can be given in 

phonetic and orthOgraphic terms. . So, 

although the precise assignment of discrete 

categories, for different sound classes. to_the 

continuous speech signal is an imposable 

task - since the subjective level of labelling rs 

not compatible with any physical set of exact 

temporal stretches of the Signal - the 

consistent correlation is of real value. The 

SESAM workstation is designed to support 

this work, and manual labelling in allothe 

languages of the project has provided 

essential reference material. 
A further develOpment of this work currently 

involves a semi—automatic approach. usmg 

label alignment. In this way the larger 

quantities of Speech material generated by 

current database gathering, and which are in 

need of labelling, can be accommodated 

without imposing an impossibly large manual 

task. _ 
In Conclusion - The project has provided an 

opportunity for multi-language work _1n 

Phonetic Sciences ‚which would not otherwrse 

have been possible and we are gladto stress 

the collaboration and goodwill which have 

- made the work, across Europe, so effective. 
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SCALING OF SPEECH INTELLIGIBILITY USING MAGNITUDE AND CATEGORY ESTIMATION AND PAIRED COMPARISONS 

S.C. Purdy and CV. Pavlovic 

University of Iowa, Iowa City, U.S.A. &: 
University of Provence, France 

. ABSTRACT 
_Subjects judged Speech intelligibility 

usmg either magnitude estimation, 
category estimation, or paired 
comparisons. Speech scores for CID 
Semences and NU-6 words were also 
obtained. The speech was bandpass 
_filteredsothat a monotonic increase in 
intelligibihty was predicted by articulation indeieæl) theory. The reliability and 
senSitiVity of intelligibility judgments and 
speech scores were compared. The 
validity of intelligibility judgments was investigated by comparing judged 
mtelligibility to AI predictions. 

1. INTRODUCTION 
PsychOphysical scaling procedures 

have been used to investigate the 
intelligibility and quality of hearing-aid 
transduced speech. These include the 
methods of paired comparisons (PC) in 
which subjects judge which of two 
sumuli has more or less of the attribute 
being investigated [4, 8], magnitude 
estimation (ME) in which subjects choose any_positive number to represent the 
subjective magnitude of the attribute 
present in the stimulus [9, 10], and 
category estimation (CE) in which 
subjects rate their impressions by 
choosm g numbers or adjectives from a 
fixed range of scale values [ l ,  5]. 
Subjects can make judgments of speech intelligibility or quality that differentiate reliably among hearing aids. Subjective judgments may be more sensitive to 
hearing aid differences and more reliable than Speech recognition scores [4, 8, 10]. We investigated the reliability, 
_senSitivity, and validity of Speech 
mtelligibility judgments obtained using 
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ME, PC_, and CE. Validity was tested by 
comparing intelligibility judgments to AI 
predictions. According to AI theory, 
intelligibility is monotonically related to 

n 

the articulation index: A = Z IiW i , 
i =1 

where Ii describes the importance of each frequency band for speech intelligibility, 
and Wi is a weighting function 
representing the speech dynamic range 
contributing to intelligibility [6]. Since the exact form of 11 was not known for 
our speech, we chose filter settings that 
produce a monotonie increase in AI for 
speech materials spanning the probable 
range of_ importance functions [6]. 
SCnSltlty was investigated by 
determining how well procedures 
differentiated filter conditions. To assess reliability subjects were tested twice 

2. PROCEDURE 
T_hiity subjects aged 60-87 years with hearing better than 30 dB HL at 500- 

2000 Hz were tested. The 60+ age 
group was chosen as representative of 
the majority of hearing aid wearers. 
Subjects were divided into three groups usm g ME, CE, and PC, respectively. 

The speech was filtered using eight 
bandpass filter settings: 510-920 Hz, 
510-1000 Hz, 510-1100 Hz, 630-1500 Hz, 770-2000 Hz, 700—2000 Hz, 630— 
2000, and 570-2000 Hz, producing a 
monotonie increase in the AI for 
nonsense syllables, easy speech, and 
average speech [6]. Spectrum density 
levels were computed for the sentences 
used for intelligibility judgments, NU—6 words, and CH) Sentences. Assuming a 
+_ 12 to —18 dB dynamic range, the entire 
Signal was audible for all subjects. 
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Subjects judged the intelligibility of 
sentences from Grade 8 English texts. A 
commercial recording of the NU—6 lists 
was used. Semences for intelligibility 
judgments and CID sentences were 
recorded using an male talker who spoke 
standard American English. The speech 
was presented via a TDH-SOP earphone. 
Half the subjects doing ME and half 
doing CE were given the CID Sentence 
test. The remaining subjects in these 
groups were given the NU-6 test. On 
each visit subjects make 16 practice and 
56 test judgments. 

For ME subjects assigned a number to 
match the intelligibility of the sentence. 
No modulus was used. For CE subjects 
rated intelligibility using a 20—point scale. 
Number 1 was marked "very very 
unintelligible" and number 20 was 
marked "very very intelligible". For PC 
each stimulus was paired twice with 
every other stimulus, with order 
randomized. Subject decided which 
sentence was more intelligible. 
lntelligibility was defined as "..how well 
you understand the sentence". 

3. RESULTS 
Visit 1 intelligibility judgments are 

shown in Figs. 1-3. PC preference scores 
are the number of times that a filter 
condition was judged more intelligible 
than the other in the pair. NU-6 and CII) 
word scores are shown in Figs. 5-6. NU- 
6 phoneme scores were also analysed. 

To compare test-retest reliability 
Pearson correlation coefficients were 
calculated between visit 1 and 2 data for 
each subject. R values (0.51-0.99) were 
transformed [2] and the means were 
compared using a Bonferroni-adjusted 
significance level. Mean test-retest 
correlations for ME and CE judgments and 
NU-6 word and phoneme scores did not 
differ significantly. MB, CE, and NU—6 
correlations were higher than correlations 
for PC and CID Sentences. Test-retest 
reliability was also investigated by 
calculating intraclass correlations between 
visit 1 and 2 data Intraclass correlation 
coefficients show the absolute similarity 
between pairs of values. There were no 
differences in intraclass reliability between 
ME, CE, and PC. CE and PC judgments 
and NU—6 scores were significantly more 
reliable than CID scores. 

Relative sensitivity was investigated by 
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Fig. l. Individual visit 1 magnitude 
estimations of speech intelligibility. 
Each magnitude estimation is the 
geometric mean of seven judgments. 
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Fig. 2. Individual visit 1 category 
estimations of speech intelligibility. 
Each category estimation is the 
arithmetic mean of seven judgments. 
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Fig. 3. Individual visit 1 paired comparison judgments of speech intelligibility. Preference scores are the number of times that a filter condition was judged more intelligible. 
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Fig. 4._ Individual visit 1 word 
recognition scores for the CID Everyday Sentence test. Each point is the % of keywords correctly identified in a list. 
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Fig. 5. Individual visit 1 NU—6 word scores. Each point is the % of words correctly identified in a list. 

calculating Spearman rank order correlations between intelligibility judgments and AI rankings of intelligibility for the eight filter conditions, and between speech scores and AI ranks. T-tests performed on the transformed rs yalues showed no significant differences in sensrtrvrty among the procedures. Because of concern that the lack of statistical power of rank order methods may have disguised any real differences in the data, Similar tests of sensitivity were conducted using Pearson's r. Speech scores and intelligibility judgments were conelated with the AI values for nonsense syllables, easy speech, and average 
speech. For ME, CE, PC, and NU—6 scores, mean correlations were 0.82-0.95. Correlations were generally lower for CID Sentences ( 0.75-0.86). For all three speech materials there were no significant differences between the correlations for ME, CE, PC, and NU-6 scores. However, intelligibility judgments and —6 scores correlated better with the AIs than did CID scores. That is, the CID Sentence test was least sensitive to dlfî‘âlreäces among conditions. 

_ _ _ eory predicts tha gn avmg , intelhgibility should increase e monotonically across conditions. 
Accordingly, if subjective judgments are 
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valid, intelligibility judgments should be 
highly correlated with Al rankings of 
intelligibility for the filter conditions. Even 
if AI theory is disregarded, an increase in 
intelligibility is predicted as bandwidth 
increases across conditions 1 to 3 and 5 to 
8. Rank order correlations between the 
mean intelligibility judgments and the AI 
rankings were 0.98-1.0. Thus, although 
individuals confused similar filter 
conditions, on average there was a 
monotonic or near-monotonic increase in 
judged intelligibility across filter 
conditions, as predicted by Al theory. 

4. DISCUSSION 
We compared the reliability, sensitivity, 

and validity of three scaling procedures 
and two clinical speech recognition tests. 
Both analyses of test-retest reliability 
showed that reliability was poorest for 
CID Sentences. Pearson r values showed 
that the test-retest reliability of PC 
judgments was poorer than ME or CE. 

There were no differences in sensitivity 
among the scaling or Speech recognition 
measures based on the analysis of rank 
order correlations. However, the analysis 
of Pearson correlation coefficients showed 
that intelligibility judgments and NU-6 
scores were more sensitive to differences 
between conditions than CID Sentence 
scores, presumably because CID scores 
showed the most severe ceiling effect. 
This is consistent with earlier studies in 
which speech tests were less sensitive to 
differences between hearin g aids than 
intelligibility judgments [4, 10]. 

There were no differences in reliability 
or sensitivity between NU-6 scores and 
ME and CE judgments, suggesting that 
ME or CE could be used instead of speech 
tests for hearing aid selection. A major 
advantage of ME and CE procedures over 
the NU-6 test (and other speech 
recognition tests) is their efficiency. 

The high correlations between mean 
intelligibility judgments and Al rankings 
of intelligibility and between mean 
intelligibility judgments and speech scores 
suggest that subjects were judging 
intelligibility and not some other aspect of 
the speech signal. The good agreement 
between the data and AI predictions 
indicate that judgments were primarily 
based on intelligibility. This is consistent 
with previous evidence for the validity of 
intelligibility judgments [1, 3. 5, 7, 8]. 
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KNOWLEDGE-BASED ACSIEJEEECfiPHONETIC DECODING OF 

A CASE-STUDY WITH THE ÄPHODEX PROJECT 

J .P. Haton 

CRIN-CNRS I INRIA, Nancy 

ABSTRACT 
The APHODBX project aims at 
investigating the role of Artifical 
Intelligence knowledge-based reasoning 
techniques in the acoustic-phonetic 
decoding (APD) of continuous speech. 
This paper constitutes an evaluation of 
this pr0ject. It briefly presents the present 
state of the APHODEX system and 
concentrates of some issues of APD that 
were raised during the project regarding 
several aspects : segmentation, amount 
of knowledge necessary for APD, choice 
of a proper unit decoding strategy. 

1. INTRODUCTION 
The acoustic-phonetic decoding of speech 
consists in automatically mapping the 
semi-continuous acoustic speech wave 
into a set of predefined discrete linguistic 
units such as phones, phonemes, 
syllables, etc. This is a very difficult 
operation which constitutes a major level 
in automatic speech recognition, 
espeCially for continuous speech, multi- 
speaker operation [1]. Despite substantial 
advances the problem has not yet received 
a totally satisfactory solution. One reason 
for that might be that APD makes it 
necessary to take into account a large 
body of information : data, facts, 
knowledge, contexts, etc. Following this 
idea, we launched in 1984 the APHODEX 
project With the aim of investigating to 
which extent the knowledge—based 
methodology developed in Artificial 
Intelligence may be helpful in solving the 
problem of APD. 
After a brief recall of the different 
:pproach'es to fitPD proposed so far we 
ummarize t e main features of 

APHODEX. We then present the major 
issues inOAPD in light of the experience 
we gained during the project. 
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2. APPROACHES TO ACOUSTI - 
PHONETIC DECODING C 
The task of APD is of crucial importance 
in analytic speech recognition since the 
overall. performances of any sentence 
recognizer depends heavily upon the 
quality of the phonetic decoding. The role 
of the acoustic-phonetic decoding level in 
speech recognition is threefold : 
- extraction of pertinent features and cues 
from the acoustic signal, 
7 segmentation of the speech continuum 
into phonetically meaningful units such as 
phones, phonemes, syllables, etc., 
- labelm g of the segments with fine 
phonetic labels and/or gross phonetic 
classes. 
These three different tasks are highly 
interrelated and must moreover interact 
with the other linguistic processing levels 
in order to come out with the best possible 
phonetic lattice. 
APD was initially considered as a simple 
pattern. recognition problem. But the 
actual Size and difficulty of the task were 
then_clearly identified, particularly in 
relation with the major importance of 
coarticulation and context effects and of 
speech variability. 
Present approaches to APD belong to 
three main categories : 
- stochastic modelling [2] : the problem 
of optimally matching an input utterance 
against every possible concatenation of 
phonetic units can be expressed in terms 
of stochastic processing, especially in the 
framework of hidden Markov models. 
_Such models make it possible to capture 
in a statistical way the variability of 
speech by processing huge amount of 
data. They provide one of most efficient 
framework for multi-speaker APD ; 
- connectiom'st neural—like modelling [3], 
[4] : neural networks are experiencing a 

new growth of interest in different fields 
of Artificial Intelligence, including APD. 
Basic models (multi-layer perceptrons, 
Boltzmann machines, etc.) have been 
adapted to speech requirements, 
especiallyfor taking into account the 
inherent temporal nature of the Speech 
phenomenon. New models more closely 
related to neuro-biological data have also 
been proposed, e.g. phonotopic maps or 
cortical columns [5]. Neural networks 
have achieved good performances in APD 
and represent a promising approach both 
for phonetic labeling and for 
preprocessing of speech data ; 
- knowledg-based reasoning [6 ] ,  
[7] : the use of knowledge—based 
reasoning techniques is an alternative to 
the two previous statistically based 
approaches to APD. The major difficulty 
lies in the elicitation and formalization of a 
pr0per body of knowledge. Such 
techniques are used in the APHODEX 
project that will now be described in more 
details. 

3. OVERVIEW OF APHODEX [8] 
3.1. Basic ideas and motivations 
Phonetic decoding by reading speech 
spectrograms is typically a knowledge 
intensive activity during which an 
experienced phonetician conducts an 
explicit and contextual reasoning based on 
the knowledge and expertise he gained by 
experience [9]. It seems therefore fruitful 
to elicitate and formalize this knowledge 
through a close interaction with a 
phonetician and by using the methodology 
developed in Artificial Intelligence for the 
design of knowledge-based systems. This 
idea was the basis of the APHODEX 
project when we started it in 1984. We 
considered at that time that the conjunction 
of the knowledge of an experienced 
spectrogram reader, Francois Lonchamp, 
on one hand and of our know-how in 
automatic Speech recognition and 
knowledge engineering might help 
progressing in APD. Our main motivation 
was to gain a better understanding of the 
process of phonetic decoding and 
underlying processes. Another motivation 
was to implement an experimental 
knowledge—based system capable of 
carrying out the phonetic decoding of 
continuous speech in a multi-Speaker 
way. The present state of this system 

together with its performances will now 
be briefly described. 
3.2. Knowledge and architecture 
Thanks to an in-depth study of the activity 
of spectrogram reading by our phonetician 
(cf. section 4.2.) we gathered a large 
body of procedural and declarative 
knowledge. This knowledge was then 
implemented in the APHODEX system 
into two forms : 
- procedures coded in several pre- 
processors that operate directly on the 
speech wave and perform a coarse 
segmentation into phonetic segments as 
well as a classification of segments into 
broad phonetic classes (vocalic, fricative, 

losive and others). Performances 
obtained so far are about 95 % of correct 
segmentation in the best cases ; 
- production rules which constitute the 
knowledge base of an expert system. The 
inference engine of this expert system 
carries out a reasoning similar to the one 
developed by a phonetician in order to 
label each segment on a phonemic basis 
and, if need be, to refine the broad 
classification done by the pre-processors. 
Here is a typical example of rule : 
IF Segment is Plosive AND Burst spectral 
maximum is between 3000 Hz and 4500 
Hz AND Right context is fil ou le/ THEN 
lkl. 
It is worth noticing that most rules are 
contextual (for instance here, the right 
context of the segment to be labeled must 
be an unrounded front vowel, i.e. in 
French li/ or lel). That enables the 
inference engine to carry out a contextual 
reasoning and to propagate constraints 
(phonetic, phonological, etc.) throughout 
the process in order to finally come out 
with an optimal phoneme lattice. All the 
acoustic events mentioned in the rules 
(formant trajectories, burst features, 
friction, etc.) are extracted automatically 
from the speech signal by robust, 
speaker-independent procedures. 
Experimental results show that 
APHODEX is capable of decoding a 
sentence pronounced by any unknown 
French male speaker with a mean 
accuracy of 70 %. This percentage will 
progressively increase when new rules are 
added to the knowledge base. 
Comparatively, several experiments 
carried out for English and for French 
have shown that an expert spectrogram 

439 



reader can reach as much as 85 % of 
correct labeling. 

4 .  I S S U E S  I N  ACOUSTIC-  
P H O N E T I C  D E C O D I N G  O_F 
S P E E C H  
We will now present some important 
issues in APD and propose some elements 
of solution that we developed in the 
framework of the APHODEX project. 
4.1. Segmentation of the speech 
w a v e  
The continuity of the speech signal is a 
major difficulty of speech recognition. A 
segmentation is therefore necessary in 
order to extract units on which the 
labeling process will then work. The 
problem is two-fold : 
- firstly choose one or several proper 
units which can be either of infra- 
phonemic level (phones) or of phoneme 
level, or else of supra-phonemic level 
(diphones, syllables, triplets), 
- then implement a segmentation process 
based on  the temporal evolution of 
acoustic—phonetic features that must yield 
a solution as  valid and consistent as 
possible. 
The examination of some errors made by 
the segmenter of APHODEX led us to 
propose a hierarchical multi-segmentation 
solution, based upon the strategy used by 
the human expert. This method consists in 
building up a multi-level segmental 
representation of a sentence (dendrogram) 
with the help of a spectral difference 
function. This structure is then pruned out 
by using acoustic cues in order to yield 
the final segmentation which might be 
unique (in non—ambiguous cases) or 
multiple. This pruning is carried out in 
close-interaction with the rule-based 
reasoning process. 
4.2. Data a n d  knowledge gathering 
As  stated previously the phonetic 
decoding of a sentence necessitates a large 
amount  of knowledge of various 
types : articulatory, acoustic, phonetic, 
phonological, etc. This knowledge can be 
implicitly integrated in a system by the 
examination of huge amounts of speech 
data, as in stochastic or connectionist 
models. Despite the good performances 
obtained by such models, it seems 
nevertheless necessary to design some 
model for the explicit storage of 
knowledge. It seems that a knowledge- 
based reasoning APD can be more easily 

interfaced with other processing levels of 
a speech understanding system (for 
instance the feedback from the lexical 
level to the phonetic decoding). 
Moreover, this solution provides a 
convenient framework for gathering all 
available pieces of data and knowledge 
related to APD (the expert knowledge 
involved in spectrogram reading being 
only one aspect). The tools and 
methodology provided by artificial 
intell igence makes i t  easier to 
incrementally build up  a kind of 
«collective memory» of APD for a given 
language. That constitutes a necessity for 
the  future of research on speech 
communication. 
4.3. Choice of a processing unit 
The choice of a processing unit, for 
segmentation and for labeling, is of 
primary importance in the design of an 
APD system. As a matter of fact several 
units can be used at different steps of the 

'process .  The present version of 
APHODEX is based on a phoneme-like 
unit. This choice was motivated by the 
fact that the phonetician uses this unit 
through out his activity of spectrogram 
reading. Another feature interesting on a 
practical point of view is the limited 
number of phonemes which are necessary 
for the description of a language. 
However a phonemic unit presents 
serious drawbacks for APD, especially 
due  to the context dependancy of 
phonemes that necessitates a very large 
number of rules to take into account the 
various contexts in which a phoneme has 
to be identified. That led us to adopt 
another” processing unit, the phonetic 
triplet which an be defined as a phone 
with its phonetic contexct [10]. A large 
amount of work is still to be done in order 
to collect a set of triplets representative of 
the language but we nevertheless consider 
this units as a good compromise for APD. 
4.4. Decoding control strategy 
The APD reasoning operation must be 
controlled by an efficient strategy in order 
to avoid unnecessary hypotheses and to 
focus on relevant data. We developed in 
APHODEX a strategy inspired from the 
observation of the spectrogram reader 
who operates in two successive steps (cf. 
§ 3.2.) A majority of APD systems use 
only a bottom-up strategy (from the 
acoustic data to phoneme labels). 
However a top—down strategy is also 
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useful in order to verify hypotheses or to 
interact with the linguistic levels. In 
APHODEX the two types of control are 
used concurrently in an opportunrstrc 
manner. More work is still needed in 
order to design more sophistrcated 
strategies similar to those used by an 
expert in difficult or ambrguous cases. 
It is often necessary to make assumptions " 
about the phonetic content of an utterance 
and to emit alternative, competrn g 
hypotheses about the succession of 
sounds. That corresponds to a kind of 
hypothetical reasonin g for which _specrfic 
techniques have been developed rn AI rn 
order to maintain the overall truth and 
consistency of the deductions made 
dur ing  the  decoding. We_ are 
implementing hypothetical reasoning rn 
APHODEX, based on various types of 
knowledge including phonologteal 
variations. This method gives substanual 
improvements in the decodin g accuracy, 
especially when there rs some ambrgurty 
or when contextual effects are important. 
Two important lessons drawn from _the 
examination of spectrogram reading 
activity concern the strategy of decoding. 
The first one consists in systemaucally 
relying phonetic labeling decrstons to 
several acoustic features rather than a 
single one. The second can be called 
delayed decision strategy srnceit consrsts 
in postponing decisions untrl enough 
evidence has been accumultaed rn favor of 
a particular label. 

5. CONCLUSION . 
This paper has dealt wrth some _aspects of 
a major problem in automatic speech 
recognition, i.e. acoustic-phonetic 
decodin g of continuous speech. We have 
especially presented the usefulness of 
Artifical Intelligence knowledge-based 
techniques in this area and discussed 
important issues in the lrght of the 
APHODEX project developed m our 
group. 
Despite the very good performances 
obtained so far in APD by statistical 
models, we consider that knowledge— 
based techniques have some usefulness 
both for gathering relevant data and 
knowledge and for implemnun g practical 
systems. An explicit knowledge—based 
reasoning in APD also makes it easrer to 
implement feed back links from linguistic 
processing levels to APD. 
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ABSTRACT 
Analysis of the excitation wav modelled by a four parameter 1110:1313} glottal flow has revealed consistent variations in shape due to laryngeal co- articulation. LPC resynthesis using the model demonstrates that changes to the shape of the excitation affect the quality of the speech in a way predicted by the findings of the analysis. Pilot studies suggest that dynamic excitation pggvictlles _a rrlilore natural LPC yn esrs t — ' excitation. an non dynamic 

l. INTRODUCTION 
Previous work using the ISRU ar formant synthesiser [8] has fâletalllg establish a preference for utterances synthesised with a dynamically varying excrtation based on the three parameter model of glottal flow [2] over those Ëaräèiêsmedaîîsing a static excitation Im Wit r — ' slope. p e determined spectral 

. _ A number of reason identified which could be contributing to this lack of preference. Firstly there are difficulties in obtaining formant amplitudes for the parallel formant syntheSiser which correspond to the supra-glottal tract configuration alone. Secondly, previous work was based on a three parameter model of glottal flow [4] derived from the laryngographic waveform (Lx). More detailed models of glottal flow exist (eg: [3]). In addition the use of Lx (a measure of vocal fold contact) to derive a model of glottal flow has yet to be justified. 
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Thirdly. the test stimuli used as a basis for naturalness testing [8] were [azhaz] and [az7a:]. Whilst these stimuli demonstrate clear differences in the closed quotient trends due to laryngeal co—articulation, they rarely occur in natural British English speech and are not ideal for naturalness testing. The quality _of the parallel formant resynthesrs of these tokens was rather poor, and changing the voice source parameters gave no reliable perceptual Judgements. Whilst this could be a function of our voice source model, we believe that subjects will become sensitive to voice quality differences _ only as theoverall intelligibility of the synthesrs improves. This view is supported by Pickering [9]. 
The aim of this work is to re- analyse the natural data using a four parameter model of glottal flow [3], to investigate the changes in the time course of the flow parameters, and to study the effects of altering these parameters based on LPC resynthesis Via perceptual tests. The problems of formant amplitude estimation in parallel formant synthesis are therefore av01ded. 

2. METHOD 

The fully automatic inverse filtering. programs used in this work were deve10ped by Chan and Brookes [1]. They çany out an LPC closed phase analySis from which the inverse filter is. then'calculated. This filter is then applied to the speech pressure waveform and a raw estimate of the differentiated glottal flow obtained. A four parameter Fant, Liljencrants and 

Lin [3] model of the derivative of glottal 
flow (L-F) can then be fitted to the raw 
inverse filtered waveform. The LPC 
coefficients are then re-estimated using 
the modelled excitation waveform. 

The output of the inverse filter 
was modelled automatically using the 
L-F model of glottal flow for the 
utterances [a:ha:l and [a:7a:l spoken 
by four male and four female speakers. 
Figure 1 shows a typical cycle of the 
L—F model and the time alligned 
equivalent cycle of glottal flow. 

L-F Model 

Ra = ta/TO ' 
R5 :: 1.0/t : 

Rk = (ue-rpmp ‘ 
CQ = (TO-teVTO " ”  l' 

-250 "' 
E e Ee 

““”" „ … m zoo 25° 5°“ see 
Time (uns) 

Figure 1: The four parameter L-F model 
of the derivative of glottal flow (Ug') 
with the derived glottal flow (Ug). 

Analysis of the utterances was carried 
out in terms of five measurements: Rk 
(a measure of the asymmetry of the 
flow), Ra (the return phase ratio), Rg 
(the glottal frequency), CQ (the closed 
quotient) and Be (the strength of the 
excitation). The way in which these 
ratios have been calculated is indicated 
in figure 1 along with the parameters 
from which they are derived: T0, tp, te 
and ta. Further details of the analysis 
ratios can be found in [5] and [7]. 

LPC resynthesis was carried out 
using the re-estimated filter function 
and various modelled excitation 

waveforms based on the five 
measurements above. A pilot test was 
carried out to compare the natural 
utterances of [a:7az] with three 
synthesised versions for three speakers, 
two male and one female. For each 
speaker the filter function remained 
constant whilst the excitation model 
was changed as follows: 

(a) the shape of the excitation was 
varied dynamically on a cycle-by- 
cycle basis, 

(b) the excitation was fixed according to 
the average values of Rk, Ra and 
Rg for the whole utterance, 

(c) the excitation was fixed according to 
the average ratio values of Rk, Ra 
and Rg measured from the mid- 
portion of the second vowel in the 
utterance. 

Perceptual testing was carried out to 
evaluate the naturalness of the stimuli. 
Four subjects were able to replay each 
stimulus through headphones as many 
times as required, and they were asked 
to mark down the stimulus which they 
perceived to be most like the natural 
utterance. For three of the tests 
subjects listened to the whole utterance 
whilst in a further three tests they only 
heard the initial vowel. 

A further set of perceptual tests 
was carried out to study the effect of 
changes in the excitation on voice 
quality. Three stimuli were prepared 
based on the voice source analysis of 
one female speaker as follows: 

(a) the excitation shape was fixed to the ' 
mean ratio values of the mid-portion 
of the second vowel in the 
utterance, 

(b) Ra and Rk were increased and Rg 
decreased by 30% of their mean 
values to simulate a more breathy 
voice quality, 

(c) Ra and Rk were reduced and Rg 
increased by 30% of the mean value 
to simulate a less breathy voice 
quality. 

Five subjects were asked to rank the 
stimuli (presented over headphones in a 
sound-proof room) in terms of 
'breathiness'. 

443 



3 RESULTS 

3.1 Analys is  
Results of the analysis confirm the 
previous finding, using Lx, that closed 
quotient increases before a glottal stop 
and decreases before a glottal fricative. 
This result is to be expected from an 
inverse filter analysis given a 
previously demonstrated high 
correlation between closed phase 
measurements made from Lx and 
inverse filtering [6]. 

Tune£lnll_4__..__£-_g_.. .04 . ,on a .0-8 
. ""T 

Figure 2. Analysis of [a:hazl showing 
the speech pressure waveform and 
changes in Rk, Rg, Ra, CQ and Ee 
over time. 

o. 

' ss M 

o 

Figure 3: Analysis of [a:7a:] showing 
the speech pressure waveform and 
changes in Rk, Rg, Ra, CQ and Ee 
over tune. 
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Figures 2 and 3 show typical 
analysis findings for the utterances 
[a:ha:] and [az7a:] spoken with falling 
intonation and the stress on the initial 
syllable for one male speaker. 

3.2 Perceptual Tests 
Results of the comparison between test 
stimuli and the natural utterance show 
that two of the subjects had a significant 
preference for utterances resynthesised 
using a dynamic excitation over those 
resynthesised with a fixed excitation 
shape (a.=0.05). However, results from 
two further subjects were insignificant 
Overall there was no significant 
preference for the dynamic excitation. 
Focussing on the initial part of the 
utterance, where the main changes in 
the excitation are taking place, seems to 
have no effect on the preference results. 

In the second test all the 
subjects chose stimulus (b), in which 
Ra and Rk had been increased and Rg 
decreased by 30%, as having the most 
breathy voice quality and stimulus (c) 
as having the least breathy quality. 

4. DISCUSSION 

The changes occuring in Rk, Ra and Rg 
have previously been linked to 
variations in the strength of the 
excitation which correlates strongly to 
the parameter Ee. It was hypothesised 
[5] that the sharpness of closure ratio 
Ra should vary inversely with Be, (the 
Stronger the excitation the more rapid 
the closure and therefore the shorter the 
return phase). When the glottal 
frequency Rg is fairly constant Rk 
varies with Ra in such a way that if the 
excitation strength Be is large and Ra is 
small, the asymmetry of the pulse will 
increase due to a relatively shorter 
return phase (ie: Rk is small). On the 
other hand if the excitation strength is 
weak and Ra is high, the asymmetry 
will decrease and Rk will be high. 
Therefore at the onset and offset of 
voicing one would expect Rk and Ra to 
be higher than during the mid—point of a 
vowel in the utterance. This is 
confirmed by some of our data but the 
presence of a glottal stop seems to 
affect the relationship between these 
parameters. 

_
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Perhaps a clearer explanation is 
offered by studying the changes taking 
place in the closed quotient. When the 
closed quotient (CQ) is rising, as it 
does before a glottal stop (see figure 3), 
the length of the Open phase becomes 
relatively shorter, resulting in a smaller 
value of 'tp'. This results in a rising 
Rg value since it is proportional to the 
inverse of ‘tp‘, and the asymmetry of 
the pulse Rk decreases. The opposite 
effect is shown when CQ decreases in 
figure 2. CQ tends to be lower 
utterance initially and utterance finally 
and can therefore account for the 
changes taking place in Rk and Rg in 
these regions. The interpretation of the 
variation in the parameter Ra in our data 
is not clear, but it seems to depend 
mainly upon the the strength of the 
excitation Ee. 

This work has demonstrated 
that voice source changes found in 
natural speech can be resynthesised and 
that modifications to the shape of the 
excitation waveform in LPC re- 
synthesis can alter perceived speaker 
quality appropriately, both for male and 
female speech. For some listeners 
dynamic excitation provides a closer 
perceived match to the natural speech 
than an excitation with a fixed 
waveshape. Whilst the number of 
subjects used in this test was limited 
and a more widespread study is needed, 
it is thought that the use of sentence 
level material instead of isolated 
utterances will produce a clearer 
preference for a time varying excitation 
due to different intrinsic properties of 
the phonemes within the utterance as 
well as co-articulation, stress and 
intonation effects. Our experience 
suggests that the overall quality of 
synthesis from the JSRU synthesiser 
requires improvement before excitation 
changes will affect the perceived 
naturalness significantly. Work is in 
progress to modify the methods used to 
specify the formant amplitude data used 
by the JSRU system. 
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A NOVEL MACHINE—LEARNING ALGORITHM FOR IMPROVING 
RECOGNITION PERFORMANCE IN A FEATURE-BASED, DELAYED- 

COMMITMENT CONTINUOUS SPEECH RECOGNITION SYSTEM 

M. O'Kane, P. Kenne, D. Landy and s. Atkins 

Unlverslty of Canberra, Canberra, Australla 

_ ABSTRACT 
This paper describes an algorithm 
for machine learning in a feature- 
based continuous speech 
recogniser. This algorithm 
provides the reco niser with an 
automatic means 0 achieving high 
recognition scores when operating 
in speaker-independent mode. The 
learning al orithm operates at a 
Iexrcal leve because the fact the 
recogniser adheres to the principle 
of 'delayed commitment’ in usmg 
speech signal information in 
making lexical decisions. 

1. INTRODUCTION 
The introduction by Kai-Fu Lee [1] 
of successful automatic learning 
and ada tation al orithms in 
I-lldden arkov mo el speaker- 
Independent continuous speech 
recognisers led to demonstrations 
of very Significant improvements in 
the performance of reco nisers 
usmg this architecture. To ate no 
such similar learning algorithms 
have been devised for speaker- 
independent continuous s eech 
recognisers using rule- ased 
architectures. This pa er presents 
a procedure which a dresses the 
issue of learning techniques for 
rule-based recognisers. 

2. THE RULE-BASED 
RECOGNISER 

The rule-based recogniser used in 
this work was the FOPHO 
recogniser [2] which is a completely 
rule-based recogniser in which new 
lexical _ltems and quasi-phonetic 
units alike are added to the system 
In the form of nested production 
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rules, All rules are written in the 
special-purpose programming 
language, WAL (Wave Analysis 
Language) [3]. A simple rule in 
WAL Involves associating a label 
wrth any time-segment of a speech 
waveform for which a specified 
Signal processing function is true. 
For example the rule 

feature 
name : stry. 
wave : speech, 
(association : zcross(20000‚50) 

IS 
long_high_amplitude(20‚1 00)) 

end. 

will _give the label "stry" to any 
portion of a waveform for which the 
number of zero crossings avera ed 
over. a 50 msec time-win ow 
remains above 100 for 20 msec or 
more. Complex rules in WAL 
cause labels to be associated with 
time-logical combinations of simple 
Signal processing functions or of 
ot er rules, sim le or com lex. 
specrfied either directly or by abel 
reference. Available time-logical 
operators in WAL are : and. or. not. 
then, before, alter. includes. 
strict_then. strict_before. 
stnct_afte_r. _ Rules can also have 
'charactenstlcs' (time_long, 
time_short, extendr. extendl) which 
can _be thought of as extra 
conditions which rules have to 
meet in order to 'fire'. Thus the 
(complex) rule: 

feature 
name : four, 
wave : speech. 
((association : speech is f) 
strict__then 
(association : speech is or with 
cläaracteristic time_long (60)) 

en . 

means that in order for the lexical 
label “four" to be associated with a 
speech segment, the rule "f" must 
fire and then the rule “or" must fire 
for a time interval of at least 60 
msec. 

One of the fundamental principles 
of FOPHO is that all rules leading 
to quasi-phonetic labels should 
embody the Klatt principle of 
delayed commitment [3] in that they 
should fire on all exemplars of a 
given phonetic unit at the cost of 
overfiring on a certain percentage 
of near-confusion sounds to the 
target sound. Word hypotheses 
activated by incorrect fires are 
hopefully eliminated by the 
requirement that for a given lexical 
item to be recognised. the phonetic 
features have to occur in a certain 
sequence. 

The expressive ease with which it 
is ossible to write and test 
FO HO rules using WAL. 
combined with the overfirmg 
consequences of using the delayed 
commitment approach poses. a 
problem for immediate introduction 
of formal automatic learning 
techni ues in a system such _as 
FOPH . In order to proceed With 
the learning algorithm described 
here it was first necessary to 
automate the checking of the 
correctness or otherwise of rule 
fires against a labelled speech . 
database and to re-structure the 
rule file on which automatic 
learning was to take place. 

3. AUTOMATIC CHECKING 
The Chk Pro ram takes rule results 
from the W _L interpreter working 

_ f — Ü  

on a selected speech database and 
compares the results with the 
hand-marked labels in _ the 
database. Correct fires, misses. 
misfires and overfires are all 
reported and analysed on an 
utterance-by-utterance basis (the 
verbose version) or as a summary 
for the whole database. If required 
the Chk Program also reports firing 
results in terms of rule 
components. For example. for the 
rule “four“ given above, the 
program will, if the appropriate 
switch is set, indicate how many 
times and where both components 
fire and how many times only one 
or none of the components fires. 
This Chk Program forms the core 
of the learning algorithm. 

4. RULE FILE 
RESTRUCTURING _ 

In order to make automatic learning 
easier to implement it has been 
necessary to re-structure the rule 
file before learning commences. 
Under the restructuring, the “or“ 
time-logical operator is replaced by 
separate rule statements. Also rule 
components at the simple rule level 
are tagged as 'capture' or 
'eliminator' rules. The process of 
phonetic rule development IS a 
process of 'capturing', if possible. 
all examples of a target phoneme 
while eliminating' as many 
phonemes as possible that are not 
In the target set. The tagging 
referred to above provides an 
explicit record of this process. 

5. PRELIMINARY PROCESSING 
To provide a baseline for learning, 
ordinary rule development for a 

articular vocabulary IS carried out 
or a single speaker. Rule 
development for this speaker is 

. typically done over at least twenty 
e examp s of each lexical item in 

spontaneous continuous speech. 
When the rules for the speaker are 
operating near-perfectly, they are 
used as the base set of rules for 
further work. This provides a 
suitable baseline for a speaker- 
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independent recogniser. For 
example, FOPHO rules were 
developed for one female speaker 
for the 'hard' vocabulary of the 
cfigits and the words ”phone" and 
“double". When these rules were 
tested on 160 other speakers 
speaking a total of 250 utterances 
in, spontaneous continuous speech 
With each utterance typically 
consisting of strings of fourteen to 
sixteen lexical items, the average 
percent correct over all lexical 
items was 

% correct = No. correct 
(Noèâogect + No. misses) 

while the average misfire to correct 
ratio was 

No. misfire; = 0.51 
No. correct 

_Of _course the scores for particular 
lexical items in this vocabulary 
vaned somewhat with the best 
case being for the word "six" for 
Wth the ercent correct was 86% 
and the misfire to correct ratio was 
0.60. The worst case was the word 
"double“ where the percent correct 
was only 44.3% and the misfire to 
correct ratio wast.0. B tuning the 
rules on extensive ata tor a 
second speaker, an improvement 
of 4% was achieved with no 
change in the misfire to correct 
ratio. it is on this single-speaker- 
developed, second-speaker—tuned 
recogniser that the learning 
algorithm was tested. 

6. TH_E LEARNING ALGORITHM 
The aim of the learning algorithm is 
to improve recognition scores at 
the lexical item level. Generally 
this will lead to improved scores at 
the quasi-phonetic level although, 
because of the principle of delayed 
commitment, this improvement will 
not necessarily follow. 

As indicated in Section 4, the 
process of reco nition rule 
development is a tra e-off process 
of captunng as many examples as 
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possible of a particular lexical item 
while simultaneously keeping 
misfires as low as possible. This 
trade-off notion is carried through 
into the learning algorithm. 

in order to illustrate the Operation of 
the algorithm we will trace its 
performance for the rule for the 
word “four“ in the FOPHO digit- 
vocabulary system for which 
baseline data is given above. The 
baseline data for 'four' in that 
system after second-speaker 
tuning is 67% correct and a misfire 
to correct ratio of 0.26. 

The learning algorithm first 
considers the percent correct 
results for the large speaker set for 
the major (Le. immediate sub- 
Iexical) components of a lexical 
rule. in the case of the rule for 
'four' these components are the 
rule for "f' and the rule for 'or' 
which have baseline percent 
correct scores of 91% and 71% 
respectively for occurrences within 
examples of 'four'. The algorithm 
uses this data to find the weakest 
component in a rule (in this case 
'or') and selects this for further 
processmg. 

In the next step the algorithm 
concentrates on eliminator rules for 
the selected component. if the Chk 
Program results shows that these 
eliminators are falsely eliminating 
any known "four" the learning 
algorithm proceeds to relax the rule 
parameters by a fixed percentage 
(currently 10%) in all the eliminator 
rules and keeps doing this until no 
examples are falsely eliminated. 
Results of this for "tour" are given 
in Table 1 as ’after step 1' results. 
There is an 8% improvement in the 
percent correct results although the 
misfire to correct ratio does not 
change much because, while the 
number correct is im roving, not as 
many cases as shou d be are being 
eliminated any longer. 

In the next step, the algorithm 
concentrates on the capture rule 
components and proceeds to relax 

both rule and time parameters 
again by a fixed ercentage (10% 
in this case) for al capture rules for 
this component. The results of 
doing this are the 'after step 2’ 
results in Table 1. There has been 
a 12% inprovement in the percent 
correct score at the cost of almost 
doubling the misfire to correct ratio. 
Accordingly. the next step in the 
algorithm involves an attempt to 
lower this ratio. This is done by 
adding new eliminator rules 
designed to eliminate the major 
misfire lexical items (in this case 
“five", ”phone" and “one"). These 
eliminator rules are found by table- 
lookup, thus this step IS only as 
good as the table contents. The 
'aiter step 3' results show that the 
table contents probably should be 
strengthened. 

lt is not surprising that the major 
misfire groups for this exam le are 
the words ”five“. “phone“ an "one”, 
as in Australian English _the 
truncated start of the words “five" 
and ”phone" do in many cases 
sound fike confinuous speech 
"four", as does the start of “one" 
when heard following a word 
ending in Ill. Issues such asthese 
pose a problem in selecting a 
suitable stopping condition for the 
learning algorithm. P_rese_ntly the 
learnin algorithm arbitrarily stops 
after t r e e  steps. An _obvrous 
extension is to have It improve 
performance on the next weakest 
component. At present the Issue of 
the not-too-surprismg .mlsfires IS 
handled by lexical eliminator rules 
which for this example leads to the 
FOPHO rule ”tinalfour": 

feature 
name :finalfour, 
wave : speech, 
«((ätssociation : speech is four) 
an 
no:i (association : speech is five» 
an 
not (association : speech is 

phone» 
and _ 
nât (association : speech is one» 

en . 
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% correct misfire/correct ratio 

Baseline data 67 26 
Alter step 1 75 27 
Alter step 2 87 50 
After step 3 87 43 

Table 1 : Learning algorithm results for "four". 
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AUTOMATIC LABELLING OF SPEECH SIGNAL 
INTO PHONETIC EVENTS 

H. Kabré, G. Pérennou and N. Vigouroux 

Institut de Recherche en Informatique 
Toulouse, France 

ABSTRACT 
In this paper, we give the general 
principles behind an automatic system, 
developed at _IRIT Lab, and capable of 
labelling speech signal for phonetic 
events. When using this sytem, the results 
secured on English, French and Swedish 
corpora demonstrate that the labelling 
operation becomes completely independent 
from either language, corpus or speaker. 
Moreover, this operation requires no 
manual adaptation or training whatsoever. 

]. INTRODUCTION 
Automatic labelling of Speech corpora is 
an increasingly important problem, when 
considering present-day development of 
recorded speech databases ——e.g., the 
DARPA Project ones. 
In Europe, within the scope of the SAM 
ESPRIT Project —involving this kind of 
databases for multilingual corpora— the 
question has quickly arisen both as to how 
to adapt these various automatic labellers 
to different languages, and as to how to 
process speech material without having to 
resort either to a manual adaptation or to 
some kind of language, speaker or corpus 
training. 
The latter problem is the one considered, 
here, as we are presenting SAPHO —-—-the 
phonetic front-end of our automatic 
labeller. 

2. SYSTEM STRUCTURE 
Our labelling system procedes in two 
successive main stages: 
- in the course of the first one, the signal 
is both segmented and labelled into 
phonetic events (SAPHO component); 

This work is supported by the SAM ESPRIT 
Project and the GDR-PRC Communication 
Homme-Machine Program. 

- in the second stage, these events become 
aligned onto a phonetic transcription, 
supplied beforehand by a phonetician 
(VERIPHONE component). 
A more detailed description of this can be 
found in [2], as only the general principles 
triggering decision are reported here. 
1) The automatic alignment, arrived at, 
does not require any fine characterization 
of the phonetic events involved; macro- 
class labels being quite sufficient to do the 
job (As an extreme example, if the 
sequence [tom] were to be aligned onto the 
five-event string [+occl] [+fri] [+vow] 
[+voc] [+occ], the phoneme [t] would 
easely be identified as made up of the first 
two elements of the string, while [0] 
would readely be identified as the third 
element and [m] as the last two elements). 
2) Under such conditions, the whole set 
of permanent acoustic parameters, 
necessary for recognition, does not have 
to be used up. 
3) An appropriate, limited choice, among 
these, will bear upon the minimum subset 
of the most robust parameters, given the 
target set for the exercise; i.e., labelling 
that is independent from either language, 
speaker or corpus. 
In [4], various parameters can be found, 
which were used in automatic labelling. 
Some of them describe signal amplitude, 
others spectrum. 
We chose two parameters that are 
universally used by manual labellers; 
namely, the amplitude parameter and the 
zero crossing rate -—both of wich contain 
enough information to accomplish the 
contemplated task. 
Both afford the advantage of an identical 
performance over whole sets of 
languages, speakers and corpora. 
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These parameters have to be put-processed 
in order to achieve an optimal automatic 
segmentation. 
In Fig.1, for example, three parameter 
forms can be seen to characterize 
amplitude. _ 
In lc, maximun amplitude is evaluated 
over each one of the 4ms successrve 
frames; this amplitude has undergone a 
non-linear smoothing (NLSA parameter) 
that does preserve major instances of 
signal discontinuity. 
In ld, mean amplitude (energy) over each 
8ms frame is evaluated. _ 
These two amplitude values can be directly 
compared to the initial waveform given m 
lb. 
Our choice went to the logarithmic NLSA 
amplitude -—norma1ized LNLSA. _ 
This normalization occurs at two different 
levels: . 
- with respect to the whole corpus, m 
order for the amplitude, thus normalized, 
to vary within the [0, l] interval, 
- with respect to a local signal interval, by 
taking the ratio of amplitude to .maxrmum 
amplitude within a i 0.25 ms Window that 
is centered upon the instant cpnsrdered 
(whenever this maximum arnplrtude falls 
below a floor value, the latter is taken, 
instead, as the denominator of the ratio). 
This representation of amplitude is ad— 
vantageous in at least three ways : 
- it preserves essential contrasts between 
successive phonemes (the NLSA para- 
meter can be compared to the mean 
amplitude one; allowing to observe that, 
with the latter, the contrast "closed/nasal 
consonant" is all but lost, whereas it 
comes out enhanced with NLSA); _ 
- amplitude comes out smooth, whrle 

. essential instances of discontinuity are 
preserved; 

- - amplitude is strongly correlated to 
phoneme aperture; the effects ofothe mean 
sound intensity variation, wrthm the 
phrase, being attenuated by local norma- 
lization. 
Similar treatments are applied to the zero 
crossing rate given in 1e; although, m thrs 
case, normalization is global over the 
whole co us. 
The parageter thus obtained is_LNLSZ. 
Both parameters, LNLSA amplitude and 
LNLSZ zero crossing rate, constitute the 
starting basis for an evaluatipnof cues, 
enabling to label each _4ms Within one of 

the categories appearing in the table on 
Fig.2. 

. Fig.1 - Temporal parameters : la) Spectrogram, 
Ib) waveform, lc) NLSA normalized amplitude, 
ld) 8ms mean amplitude, 1e) NLSZ zero crossmg 
rate. 

Events are obtained, next, when 
regrouping frames by labels of equal 
values, while smoorhing off any segment 
that is too short. 

K strong syll S sliketric 
W weak syll C shorts 
L acute voc 2 z like fric 
U grave voc F weak fric 
O voiced occl X x like fric 
Q unvoiced occl 

Fig.2 - Table l : Phonetic events. 

3. EVALUATION _ 
The quality of various events, obtarned, 
can ‚be evaluated thanks to the different 
kinds of results. _ 
The ones given in Table 2, Fig.3, show 
quality of automatic segmentation, as thrs 
compares to manual labellrng, when the 
latter is obtained over EUROM-p French, 
English and Swedish corpora, without any 
kind of either manual adaptatron(-phase) 
or learning. 
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These results remain very steady from one 
language to the next. Furthermore, 
boundary accuracy is ofthe same order as 

what is observed when comparing between 'handlabellers' performances. 

Pass Language Phoneme Speaker 
Number Number 

SurSçg— QC(*) QC QC 
R3110 :|:13msil7ms films 13°... 

1 210 0850 0890 0 _ . . . . 4 % Enghsh 4476 4 1.44 0.794 0.843 0.372 83% 1.27 0.763 0.815 0.846 03355 
1 274 0866 0918 . . . 0.938 % French 2909 2 1.78 0.823 0.894 0.919 83% 1.53 0.793 0.870 0.898 02913 
1 
â Swedish 1379 ] 

2.15 0.782 0.833 0.861 1.58 0.742 0.793 0.826 3332 1.35 0.700 0.762 0.803 02322 
(')QC=[n/N],N=numberofmanualboundaties n-thoseonesthatha approxnnauo' ° . s ' "  Veau  an automatic boundary less than ix ms (x=13, 17, 21, 25). n to 

Fig.3 - Table 2 : Quality of the SAPI-IO segmentation. 
The other results also dis la rea steadiness, both over various (Forging anti from one language to the next. 
The results, presented in this paper, show that segments, provided by a handlabeller in order to account for a realization of phonetic units showing up in a transcrip- non, generally are compounds that can gthenztse be broken down into a set of a ew p onetic e ements made availa l 
the SAPl-IO automatic process. b e by _Modeltzm g a given phonetic unit, belong- mg to a given language, boils down, therefore, to specifying the stochastic laws winch pertam to it and which steer a combination of events leading up to a realization of these units. In the way of phonetlc units, it is of course much better to choose contextual allophones, for a more homogeneous spread of the various realizations. 
In addition to this process —-which is likely to occur in every language— there are properttes —also common to all languages— such as the presence of events that are specific to natural classes of phonetic units. 
This is illustrated in the table on Fig.3, where stops can be seen generally to email an event Q. It is clear, however, that in this respect languages differ from each other through their respective phonological 

systems, and that the stochastic laws pertaining to various phonetic units must be_spec1fically estimated for each such unit. 
ENGLISH 

K F X S s s r  

FRENCH 

8 9 6 0 1 7 0  

Fig.4 «- Average number of phonetic events in [p] [t] [k] phonetic units and sursegmentation rate (ssr) for Enghsh and French. 

Thus, tables on Fig.4 shows that, in 
English, [t] becomes realized often (probability m the order of 40%) as Q+S. This combination does occur in French, as well, but with a lesser frequency (ca. 12 % prob.). Conversely, the combination of Q With a vocalic segment (W, L or U) seldom occurs in English, whereas it is frequent in French (ca. 23 %). 
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The results, presented in this paper, show 
that segments, provided by a handlabeller 
in order to account for a realization of 
phonetic units showing up in a trans- 
cription, generally are compounds that can 
otherwise be broken down into a set of a 
few phonetic elements made available by 
the SAPHO automatic process. 
Modelizing a given phonetic unit, belong- 
ing to a given language, boils down 
therefore to specifying the stochastic laws 
which pertain to it and which steer a 
combination of events leading up to a 
realization of these units. 
In addition to this process —which is 
likely to occur in every language—— there 
are properties ——also common to all 
languages— such as the presence of events 
that are specific to natural classes of 
phonetic units. This is illustrated in the 
table on Fig.4, where stops can be seen 
generally to entail an event Q. 

LANGUAGE INDEPENDANT 
SAPHO ACOUSTIC-PHONETIC 

KNOWLEDGE 

Transcription:| Bhonetic event swig] l 

È 
PHONOLOGIC SYSTEM 

AÆ PHONETIC RULE 
STOCHASTIC + LANG-DEP 

| 
| Label file J 

Fig.5 - The two levels of automatic labelling; 
language modelling implications. 

It is clear (Fig.5), however, that in this 
respect languages differ from each other 
through their respective phonological 
systems, and that the chance laws 
pertaining to various phonetic units must 
be specifically estimated for each such 
unit. Thus, the table on Fig.4 shows that, 
in English, the phoneme It] becomes 
realized quite often (probability in the order 
of 40%) as Q+S. This combination does 
occur in French, as well, but with a lesser 
frequency (ca. 12 % prob.). Conversely, 
the combination of Q with a vocalic 

segment (W, L or U) seldom occurs in 
English, whereas it is frequent in French 
(ca. 23 %). 

4. CONCLUSION 
The results we have secured over English, 
French and Swedish speech corpora, 
demonstrate the feasibility of labelling 
phonetic events that are language-, 
speaker-, as well as corpus-independent. 
However, these results should be 
reinforced both over larger corpora and 
over a more numerous set of languages. 
The results, presented here, were secured 
with the SAPHO System, which makes 
use of information relating only to 
amplitude and zero crossing rate. 
We are now working at an efficient use of 
these events in automatic alignment and on 
pre-selection of sub-vocabularies within 
large lexicons. 

The authors are thankful to Prof. J. F. 
Maler, CSU Sacramento, for this prompt 
translation of their original French ms. 
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UN SYSTEME D’AC UISITION D’IMAGES SIMULTANEES 
POUR L’ET DE DES MOUVEMENTS DES 

ORGANES ARTICULATEURS. 
Bernard TESTON 

URA 261 CNRS, Institut de Phonétique, Aix en Provence, France. 

ABSTRACT 
This experimental device, is particularly valuable 
for obtaining a perfectcorrelation between articula- 
tory and acoustic events. It allows the simultaneous 
recordings: 
- Labio videofilms: frontal and side view. 
- Radioscopic videofilms of the complete vocal 
tract. 
- Endoscopic videoñlms of velum, pharynx, larynx, 
oral cavity etc... 

. Speech signals and images are synchronized. The 
various images are recorded simultanously on vi- 
deo recorders at 50 frames per second. 

1. INTRODUCTION < 
Les études sur les processus d’encodage de la parole 
qui permettent de passer du niveau linguistique au 
niveau phonétique, revêtent depuis plusieurs an- 
nées un intérêt croissant,et en particulier celles qui 
portent sur les mécanismes articulatoires. Les phé- 
nomènes de coproduction et de coaniculation, 
ainsi que la variabilité intra et inter locuteurs, sont 
les deux pôles de cet intérêt avec comme objectif, 
l’amélioration des systèmes de synthèse et recon- 
naissance vocale. 
Les dispositifs d’exploration des mouvements des 
organes articulateurs, sont nombreux et de princi- 
pes variés. Une des méthodes les plus directes pour 
mettre en évidence leurs mouvements, est de dé- 
composer leur cinématique image par image, selon 
le concept «du récit chronophotographique avec 
arrêt sur l’image», imaginé par MAREY [1]. En 
1986, nous avions réalisé un dispositif d’acquisi- 
tions vidéo simultanées sur des images du voile, des 
lèvres et de la coupe sagittale du conduit vocal [2]. 
Ce dispositif qui nous donnait satisfaction, a dû 
évoluer pour les raisons suivantes. Tout d’abord, ce 
système etait constitué par du materiel vidéo stan- 
dard, et en particulier par des consoles de mixage 
utilisées au minimum de leurs possibilités et dont 
nous ne disposions pas en permanence. Nous de- 
vions l'emprunter ou le louer auprès de différents 
fournisseurs, il était de ce fait hétéroclite et oné- 
reux. Enfin, le dispositif de synchronisation man- 
quait de précision , même s’il nous a permis de ne 

pas perdre d’images. La nécessité de réaliser de 
multiples enregistrements sur un grand nombre de 
locuteurs, dans le cadre d’un contrat de recherche 
avec la Région Provence— Alpes -Cote d‘Azur 
(PACA), nous a amener à déveIOpper le système 
suivant: Il est possible d’utiliser un maximum de 
cinq caméras vidéo. Toutes ces caméras sont syn- 
chronisées par une horloge générale. Un dispositif 
particulier permet l’incrustation sur chaque image 
du signal acoustique et des informations de syn— 
chronisation. le système est complété par une téle— 
commande générale de toutes les fonctions d’ac- 
quisition, d’un dispositif d‘affichage du corpus à 
prononcer, et d’un appareillage mécanique de posi- 
tionnement du sujet et des différents capteurs d’in- 
formation. 

2. LA PRISE D’IMAGES 
Il est possible d’utiliser des caméras de toutes 
provenances, à condition qu’elles disposent d’une 
entrée de synchronisation ( genlock ). Nous n’utili- 
sons cependant, que des caméras à dispositif de 
transfert de charges ( CCD ), particulièrement bien 
adaptées à la décomposition du mouvement. En ef- 
fet, les CCD ont, parmi d‘autres avantages, une 
rémanence beaucoup plus faible que les vidiconsB] 
ce qui permet de ne pas éblouir longtemps le cap— 
teur ( avantage tres important en endosœpie ), et 
surtout la possibibilité d’utiliser un obturateur 
( Shutter ), qui permet de définir plus précisément 
l’image dans le temps, pour l’étude des mouve- 
ments rapides ( levres ) [4] ; Pour l’étude des 
mouvements des lèvres de face et de profil, nous 
utilisons des caméras PANASONIC WVF 250 tri 
CCD, équipées d’ un objectif S 1 2X75 BRM avec un 
temps d’exposition de 1 ms qui nécessite un éclai— 
rage puissant. La caméra pour l’étude des mouve— 
ments du voile est une PANASONIC M10 couleur 
mono CCD, caractérisée par un très faible éclaire- 
ment minimum ( 10 lux ) qui permet de pallier le 
manque chronique de lumière des fibroscopes. Ce 
demier est un bronchoscope OLYMPUS BF20D, 
choisi pour sa bonne définition d’image ( bien supé- 
rieure à celle des nasolaryngoscopes ) et son double 
canal d’éclairement. Il est associé à une source de 
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lumière au xénon OLYMPUS CLVlO utilisée en 
mode continu ( non pulsé ). Il est possible d’utiliser 
des caméras tri CCD pour cette application mais 
elles sont beaucoup plus encombrantes et plus lour- 
des. Enfin, la caméra monochrome de vidéoradios- 
copie est caractérisée par une grande définition 
(700 points par lignes). Elle fait partie d’une instal- 
lation d‘angiographie GENERAL ELECTRIC (CGR) 
utilisée pour des interventions de micro-chirurgie 
intra- vasculaire de longue durée. Elle dispose 
d’une grande luminosité grace à un amplificateur 
de brillance très sensible qui permet de faibles 
doses de radiations X. Son champ a un diamètre de 
34 cm, on peut ainsi y cadrer le conduit vocal dans 
sa totalité. 

3. L’HORLOGE DE SYNCHRONISATION 
Toutes les caméras et les dispositifs de synchronisa- 
tion sont cadencés par une horloge générale. Sa 
fréquence est générée soit par une référence interne 
à quartz, soit à partir du signal vidéo d’une caméra. 
Cette possibilité est obligatoire dans le cas de l’uti- 
lisation de la vidéoradioscopie dont l’intallation ne 
dispose pas d’une entrée de synchronisation exte- 
rieure ( genlock ). Compte tenu desa spécificité( 12 
sorties de synchronisation ) cette horloge a été 
fabriquée localement. 

4. LE SYSTEME DE SYNCHRONISA'I‘ION 
C’est le dispositif central de toute l’expérience. 
Nous l'avons réalisé spécialement pour faire des 
enregistrements vidéo parfaitement identifiables 
en toutes circonstances. Pour cela nous faisons 
apparaître sur chaque image: 
- Le numéro de la phrase dans le corpus (clap ). 
- Le numéro de l’image ( trame paire ou impaire ). 
- Le signal acoustique correspondant à la durée 
exacte de la trame de télévision ( 20 ms ) de haut en 
bas sur la partie gauche de l’écran. 
- Les références du locuteur. 
- La date de l’enregistrement. 

Les phrases sont considérées comme des sé- 
quences cinématographiques comprises entre deux 
claps. Le système de synchronisation peut compter 
jusqu’a 99 claps. Chaque clap remet à zéro le 
compteur d’images. C’est le locuteur qui déclenche 
le clap, qui fait apparaitre la phrase à prononcer sur 
l’écran d’un PC. Il peut également déclencher l’ac- 
quisition de signaux issus de différents capteurs 
( débits, pressions, déplacements, etc...) sur un 
autre PC disposantdu logiciel PHYSIOLOGIA [5]. 
Le compteur d’images est synchronisé par l’hor— 
loge générale. Chaque image est constituée par une 
trame paire ou impaire du signal vidéo, sa durée est 
de 20 ms pour le standart européen. Il est possible 
d’utiliser ce dispositif à la fréquence de 60 trames 
par seconde si cela s’avère nécessaire. Le système 
peut compter jusqu’a 999 images entre deux clapsles 
impulsions d‘images correspondent au retour de ' 

trame ( synchronisation verticale du signal vidéo ). 
Elles synchronisent le défilement d’un scope X Y 
Sur lequel est visualisé le signal acoustique. Ce 
dernier est filmé au moyen d’une caméra mono— 
chrome PANASONIC WBL200 équipée d‘un ob- 
jectif LA 1 2B2 synchronisée par l'horloge générale. 
Les impulsions de claps et d’images sont enregis- 
trées sur une des deux pistes son des magnétosco- 
pes. Elles sont reconnaissables par leur différence 
d’amplitude. Elles peuvent moduler une fréquence 
de 2 kHz pour les claps et de 7 kHz pour les images 
pour réaliser des marqueurs sur des analyses en 
fréquence de type sonagramme [6]. Enfin, les 
impulsions de claps peuvent être mixées au signal 
acoustique pour parfaire la synchronisation image- 
son. Les informations d’identification des locuteurs 
et la date de l’enregistrement, sont affichées sur un 
indicateur alphanumérique electroluminescent, ainsi 
que les numéros des phrases et des images. Cet 
indicateur est filmé par une seconde caméra mono— 
chrome dans les mêmes conditions que précédem- 
ment. Toutes ces informations d’ identification et de 
synchronisation sont ensuite incrustées dans cha— 
que image anatomique au moyen d’un mélangeur 
vidéo. 

5. LE MELANGEUR VIDEO 
Nous mélangeons à chaque signal vidéo couleur 
PAL issu des caméras de prises de vues anatomi— 
ques, des signaux vidéo monochromes issus des 
caméras de synchronisation. Tous ces signaux étant 
en phase au moyen de l‘horloge générale, nous 
pouvons nous contenter de simples mélangeurs 
sans dégrader les couleurs originales. Nous évitons 
ainsi d’utiliser des régies de mixage vidéo com- 
plexes et couteuses. Le mélangeur vidéo est consti— 
tué par 5 canaux à 3 entrées. Une entrée commune 
à tous les canaux, contient les informations sur 
l'enregistrement et les numéros de claps et d’ima- 
ges. Une entrée, sur chaque canal, est réservée à 
l’image du signal acoustique, qui peut étre suppri—‘ 
méc pour augmenter la dimension utile de l’écran. 
La dernière entrée est réservée aux images anatomi- 
ques. Les réglages de mélange ne jouent que sur la 
luminance de chaque entrée, elle peut être ajustée 
sur une échelle de + ou - 20 dB. 

6. LA PRISE DE SON ET SA SYNCHRONISA- 
TION 
La prise de son est effectuée au moyen d’un micro- . 
phone a électret AKG C410, associé à un préampli- 
ficateur mélangeur. Le signal de parole est enregis— 
tré sur une des deux pistes des magnétoscopes; 
L’impulsion des claps de début des phrases est 
superposée au signal de parole (pour avoir un bon 
repérage temporel de ce dernier s'il doit être acquis 
sur ordinateur en vue d'un traitement acoustique). 
Le signal de parole peut être également mixé avec 
les impulsions d’ image comme nous l‘avons préci- 
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sé précédemment, il est alors enregistré sur. un 

magnétophone bipiste avec le signal original. L en- 

semble de l'expérience a un fonctionnement Silen- 

cieux ,excepté la source de lumiere OLYMPUS que 

l'on a du insonoriser pour avoir une bonne dynami- 

que de la prise de son. 

7. L’ENREGISTREMENT DES IMAGES 

Les images anatomiques contenant les informa- 

tions d’identification et de synchronisation sont 

enregistrées sur des magnétoscopes au standart U- 

MATIC SONY BVU 900 avec le signal acoustique 

sur la piste 1 et les impulsions de claps et d’images 

sur la piste 2. Si l'on désire une image synthétique 

de quatre images anatomiques, il est possrble d en 

réaliser le montage au moyen d’une régie de décou— 

page FORT A MV 24 GL par exemple et de l'en— 

registrer sur un cinquième magnétoscope. Un dis- 

positif de télécommande générale, permet de dé- 

clencher simultanément toutes les fonctions des 

magnétoscopes et magnétophones. 

8. LES EQUIPEMENTS ANNEXES ET LES 

PROCEDURES DE CALIBRATION 

Tous ces équipements sont solidaires d‘un ensem- 

ble mécanique dont le centre est occupé par le 

fauteuil sur lequel prend place le locuteur. La tête 

de ce dernier est maintenue par un céphalostat ef f 1- 

cace et peu contraignant. Le fauteuil est contenu 

dans un paralléllépipède dont on peut tres précrsé— 

ment ajuster le positionnement. ll peut supporter les 

caméras, l’endoscope, les dispositifs de calibration, 

les filtres pour rayons X, le microphone d’enregis- 

trement ainsi que divers capteurs. Cet ensemble 

mécanique est adapté aux dimensions des installa- 

tions d’angiographie, il est démontable pour être 

facilement transporté. _ 

Les calibrations sont effectuées de deux maniè— 

res différentes soit en positionnant des repères réa- 

lisés par maquillage, soit à partir de références dr- 

mentionnelles mécaniques. La première procédure 

s’applique aux images des lèvres de face et de 

profil. Deux videofilms sont réalisés Simultané- 

ment, l’un en gros plan sur les lèvres, l’autre de 

toute la face. Dans les deux cas, les lèvres sont 

maquillées en bleu afin d’assurer une meilleure 

précision à la mesure d’aperture [7]. Des repères de 

calibration peuvent être points sur le Visage du lo— 

cuteur. La méthode qui consiste à placer des 

repères dans le conduit vocal pour l’étude de sa 

coupe sagittale s’apparente à cette procédure. Pour 

cela, des billes de nickel-chrome sont placées par 

collage sur la langue pour repérer plus facilement 

ses mouvements [8]. La deuxième procédure con- 

siste à placer une règle de référence dans le plan des 

lèvres de face et de profil et à la filmer avant chaque 

séquence de prise d'images. 

_ _ _ —  

CONCLUSION 
Ce dispositif d‘étude des mouvements des organes 

articulateurs, est l'aboutissement d'une lente évo- 

lution, et sa mise au point, le résultat de nombreu— 

ses manipulations. De telles expériences, qui néces— 

sitent le contrôle de très nombreux parametres ne 

sont jamais simples à mettre en oeuvre. Nous 

commençons à bien les maîtriser. Les pnncrpes 

fondamentaux de ce système sont maintenant bien 

établis, et les améliorations actuelles ne portent que 

sur des points de détail. Il nous reste a dépouiller et 

a traiter l’énorme quantité d’informations ainsi ré- 

coltée. Ceci ne peut se faire qu’au moyen de dispo- 

sitifs automatiques sur lesquels nous travaillons et 

qui feront l’objet d'un prochain exposé. 
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