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## ABSTRACT

In this paper a study, on the acoustic level, of the temporal control for back fricatives of Arabic is presented. These consonants are examined in different vocalic quality and quantity contexts. Our results show a tendency for a global control of the VCV domain. We thus focus on the timing of our fricatives within this temporal span.

## 1. INTRODUCTION

Knowledge of articulatory coordinations underlying the production of fricatives requires a precise description of the timing of their component gestures. This paper deals with the temporal organization of three fricatives in Arabic:

- the pharyngeai fricatives $[\varsigma]$ and [ $గ$ ], respectively voiced and unvoiced, produced by a constriction of the lowpharynx ;
- the unvoiced glottal fricative [h], produced by a constriction at the laryngeal level.
The notion of relative duration proposed by Lehiste [6] is exploited in this investigation; so also is the concept of cycles or temporal domains and phases borrowed from the field of motor control and transferred to the study of speech production by Tuller and Kelso. [8], among others. On this score, events related to specific articulatory gestures - like onset/offset of vocal fold vibrations or vocal tract closing or opening gestures - are detected on the acoustic signal. Determined temporal coordinations of these events give us our phases and cycles (cf. infra).


## 2. CORPUS

Our corpus is a set of 18 short sentences, each containing a [C1V1C2V2C3 V3] item, with $\mathrm{Cl}=[\mathrm{s}], \mathrm{V}=[\mathrm{a}], \mathrm{C} 2=[\varsigma$ fi,h], $\mathrm{V} 2=[\mathrm{a}, \mathrm{i}, \mathrm{u}, \mathrm{a}:, \mathrm{i}: \mathrm{u}:], \mathrm{C} 3=[1]$ and $\sqrt{ } 3=[a]$. The carrier interrogative sentence is of the type [manC1V1C2V2 C3V3], for example: [mansa§ala] meaning "Who coughed?"

## 3. RECORDINGS

Recordings were carried out in a sound proof room. The speaker, a male Algerian adult, had to repeat each sentence 13 times in front of a directive microphone 'ELECTRET' placed at a distance of 20 cm from his mouth. The signal, digitized by a SONY P.C.M. and sampled at 40 kHz , was finally stored on a BETAMAX videotape. The subject had been instructed to say the sentences in a normal conversational rate, at a regular rhythm, with a slight pause before each sentence. The sentences were presented to the speaker in a random order.

## 4. MEASUREMENTS

Two vocalic phases, DV1 and DV2, and a consonantal one $T$ were retained. These phases were determined with the help of articulatory-acoustic events proposed by Abry et al. [1]:

- the vocalic phases DV1 and DV2 are specified as the duration between the onset (VVO) and the offset (VVT) of the clear formant structure of the vowels (V1 and V2) that flank the fricative; - the consonantal phase T is defined as the duration between the offset of the clear formant structure of vowel V1 and the onset of the clear formant structure
of vowel V2.
Phase measurements for vowels V1 and V2 (respectively phase DV1 and DV2) and for the consonantal phase T, are given first in absolute values, and then in relative values with respect to the VCV temporal base.


## 5. DATA ANALYSES

5.1 Vocalic quantity DV2 (ms)

It is well known that the temporal control of vowel duration in Arabic can be linguistically significant (see for example [3], [4] and [5]). Our results, presented in table 1, confirm this vocalic quantity contrast: a global observation of our data shows that short vowels have a mean duration of 95 ms , and that long vowels have a mean duration of 255 ms with, in both cases, small standard deviations. Vowel duration ratio is thus around 2.5, which is indeed significant. Results also show that vowel lengthening is noticeably influenced by the consonantal context. Finally, it can be observed for the three consonantal contexts, that the most significant vocalic quantity contrast is obtained with vowel [a].

Table.1. Vocalic phases


### 5.2 Consonantal phase T

Table 2 shows that average consonantal durations, calculated for the entire data, vary with vocalic quantity contrast: globally, the consonantal duration $T$ has a mean value of 105 ms in short vocalic contexts, whereas the average value for $T$ in long vocalic contexts is 125 ms . This finding seems to support the notion of a preprogrammed attribution of consonantal values with regards to the vocalic linguistic task, short versus long (See [7] for a related discussion on this latter notion). Furthermore, separated
analyses of our data for each fricative show comparable influences of the

Table. 2. Consonantal phases (ms)

vocalic contexts on the three fricatives. 5.3 The significant temporal domain As mentionned above, vocalic quantity contrast is portrayed not only by a difference in intrinsic vowel duration (Table 1), but also by a variation of consonantal durations. Moreover, such durational differences depend on consonant type. We posit therefore that the vocalic quantity contrast is not simply limited to the vocalic phase. To be able to propose hypotheses on the type of sequence which is temporally programmed in this contrast, we looked for the domain that maximizes these differences [2]. We therefore applied the

Table.3. Student test for absolute
durations

|  | PAR | 1 |  | PAR | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ลกิа <br> I | VCV | 22,6 |  | VCV | 19,3 |
|  | DV2 | 20,9 |  | DV2 | 17.8 |
|  | CV | 15,8 |  | CV | 13,3 |
|  | T | 2,51 | a ¢aa | T | . |
| afaa | VC | . |  | VC | . |
|  | DV1 | - |  | DV1 | . |
| ani | VCV | 13,2 | $a \Omega 1$ | VCV | 18.6 |
|  | DV2 | 13,7 |  | DV2 | 17.4 |
|  | cV | 9,3 |  | cV | 13.1 |
|  | T | 2,99 |  | T | - |
| afit | vc | 6,57 | a§11 | vc | - |
|  | DV1 |  |  | DV1 | . |
|  | VCV | 20,1 | asu | vCV | 29,2 |
|  | DV2 | 18.7 |  | DV2 | 20,3 |
|  | CV | 20,2 |  | CV | 13,8 |
| afuu | T | 2,78 |  | T | 2,98 |
|  | VC | . | asuu | VC | . |
|  | DV1 |  |  | DV1 | . |
| aha <br> 1 | vcV | 16,6 | ${ }_{1}{ }^{\text {anu }}$ | vcv | 11,8 |
|  | DV2 | 15.6 |  | DV2 | 9,03 |
|  | CV | 10,3 |  | CV | 8,1 |
| ahaa | T | 3,61 |  | $T$ | 2,98 |
|  | VC | . | anuu | VC | . |
|  | DV1 |  |  | DV1 | - |

Student test to our data so as to evaluate
the distinctive power of the phases described above and also that of combinations of these phases: $\mathrm{VC}=\mathrm{DV} 1+\mathrm{T}$, $\mathrm{CV}=\mathrm{T}+\mathrm{DV} 2$, and $\mathrm{VCV}=\mathrm{DV} 1+\mathrm{T}+\mathrm{DV} 2$. Only significant values of $\mathrm{t}(\mathrm{a}<0.05)$ are presented in table 3. In general, the VCV domain provides the most significant temporal base for class distinctions; one might therefore think, in the absence of more data on speech rate variation, that the VCV span is the programmed entity for these specific linguistic tasks: actually, vowel phonological differences seem to spread out significantly to the entire VCV sequence.

### 5.4. Influence of the vocalic context.

Let us now take a look at the influence of vocalic contexts [i], [a], [u], on the fricatives within the VCV domain.
In the case of short vowels, the total duration of the cycle is not affected by vocalic variations; however, consonantal durations show significant differences:
-for both [ $\delta$ ] and [ K ], we observe significant differences in [a] vs. [u] contexts, and in [u] vs. [i] contexts, but not in the [a] vs. [i] ones.
-for [h] we observe only significant differences in [a] vs. [u] surroundings. Therefore, in the case of short vowels, place of articulation does not seem to have much influence on consonantal duration, but vowel rounding seems to induce modifications in this duration.
As concerns long vowels, it can be noticed that vocalic length (V2) varies, depending on both place of articulation and lip shape characteristics. From a general point of view, all component phases of the VCV cycle are modified as a function of vowel type. However, the cotal duration of the complete cycle remains more or less stable.
What can be observed therefore, is a temporal restructuring of phases within the VCV cycle for each vowel class; however, the control of the total duration of this cycle evokes an isochronous constraint principle. These results corroborate the hypothesis addressed above egarding the temporal programming of he VCV sequence as whole (cf. supra). Average values for VCV domains are different for the three fricatives and for short versus long vowels:
[ f ] $=210 \mathrm{~ms}$ for short vowel vs. 360 ms for long vowels;

- [ $¢$ ] 180 ms for short vowel vs. 330 ms
for long vowels ;
[ h$]=200 \mathrm{~ms}$ for short vowel vs. 400 ms for long vowels.
But one must be cautious in generalizing such results concerning this temporal restructurings, as long as speech rate has not been explicitly introduced in to our experimental paradigm.


## 6. TIMING OF THE FRICATIVES IN

 THE VCV DOMAINHow do constituent phases of the VCV domain help to distinguish the different fricative classes in relation to this domain? We observed these relative differences for the voiced/unvoiced contrast [ $£$ ] vs. [ $\kappa$ ] and for differences in place of articulation [ K ] vs. [ h ] in the various vocalic contexts. Figures 2a and $2 b$ give the structural types of the VCV sequences for each context.
Phase DV1 discriminates the voiced vs. unvoiced classes [ $\varsigma$ ] vs. [ $\AA$ ], but does not distinguish the difference in place of articulation for the unvoiced [ K$] / / \mathrm{h}]$.
Phase $T$ discriminates the voiced vs unvoiced classes ( $[\S] /[\kappa]$ ), but the distinction associated with place of articulation observed in short vowel contexts disappears completely with vowel lengthening.
Phase DV2 is weaker than phases DV1 and T in discriminating consonantal classes, for voiced/unvoiced contrasts. When DV2 does exist as a distinctive parameter in opposing place of articulation, its $t$ values are comparable with those obtained for phase T, and better than those obtained for phase DV1.

## 7. CONCLUSION

In the study of the acoustic timing of fricatives in Arabic, the analysis of absolute durations shows a global control of the VCV temporal base. Within this cycle, the voiced vs. unvoiced distinctions are made essentially by a temporal reorganization of the VC domain, which corresponds to the combination of phases DV1 and T.
The distinction of place of articulation is obtained generally by a restructuring of of T and DV2 corresponding to the CV span.
These preliminary results must be consolidated by a study that includes speech rate as the controlled perturbing factor of vocalic quantity and
consonantal types.
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## ABSTRACT

The movement pattern of the velum during the production of words contain nasal and non-nasal vowels in the South Min dialects of Chinese was investigated.

Result showed that when a nonnasal vowel preceded nasals, the velum started falling short after the release for the initial consonant $/ \mathrm{p} / \mathrm{oc}$ curred. This suggests that anticipatory coarticulation for nasals strongly effects the entire part of the vowel in the South Min dialect. Difference which seemed to depend upon the quality and duration of vowels were also observed in the movement pattern of velum. The nature of tones might modify the trajectory of the velar movement.

## 1. INTRODUCTION

There is a distinction between nasal and non-nasal series of vowels in the South Min dialect of Chinese. Question will arise; whether the domain of nasalization is only the main vowel or the entire part of the vowel in diphthongs of nasal series; whether the vowel in CVN type syllables, like [pan] or [pin], is nasalized or not.

Another question is whether there is any relationship between the nature of tones or quality of vowels and the movement pattern of the velum or not.

## 2. METHOD

### 2.1. Subject

The subject was a 31 year old male speaker of the South Min dialect of Chinese from Taiwan.

### 2.2. Speech Material

An experiment was conducted to investigate whether there was the difference in the movement pattern of velum during the production of nasal and non-nasal vowels in the South Min dialect of Chinese. The list of test words are shown in Table 1. Test words consisted of $\mathrm{CV}(\mathrm{V})(\mathrm{N})$, where the initial consonant $C$ was $/ p /$ and $\mathrm{V}(\mathrm{V})(\mathrm{N})$ were $/ \mathrm{a} /$ / $/ 7, / \mathrm{iã} /$ / /uã/, /an/, /in/ and /ian/. Some of these words have two different nature of tones for different meanings. These test words were embedded in a carrier sentence [tse ${ }^{33}$ $\int^{i^{21}}$ $\qquad$ $\mathrm{dz}{ }^{i 33}$ (This is a character for .) and pronounced five times for each by a native speaker of the South Min dialect as naturally as possible.

Table 1 Test Words

| [ $\mathrm{pl}^{555}$ ] | [ $\mathrm{pr}^{2{ }^{21} \text { ] }}$ |
| :---: | :---: |
| [piã ${ }^{55}$ ] | [piã ${ }^{21}$ ] |
| [pin ${ }^{55}$ ] |  |
| [pan ${ }^{55}$ ] | [pien ${ }^{21}$ ] |
| [pien ${ }^{55}$ ] |  |
| [pa ${ }^{55}$ ] |  |
|  | [puã ${ }^{21}$ ] |

The numbers following phonetic description correspond to the nature of tones for each test word. For example, [ $p^{55}$ ] was pronounced in the 1st tone "high level" and [pi" ${ }^{12}$ ] was pronounced in the 4th tone "short low" in the South Min dialects of Chinese. All words in this list are meaning words. However, only [ $p \mathrm{a}^{55}$ ] does not have a corresponding Chinese character, because it is an onomatopoetic word for the sound of hom of automobile.

### 2.3. Data Recording

Velarmovement was monitored and recorded using the Velotrace simultaneously with the acoustic signal. The Velotrace, which had been previously reported, was inserted through the subject's nose with its internal lever resting on the nasal surface of velum so that the movement of the velum could be monitored from outside ${ }^{[1]}$. The maximum excursion of the velar movement was confirmed using the nonspeech gestures such as forced nasal inhalation and dry swallowing. The movement of velum, which was tracked by the internal lever, was converted to the analog electrical signal using an electro-magnetic rotation sensor (see Fig.1). The Velotrace signal was digitized 100 samples per second, and the acoustic signal was digitized at 5000 samples per second. These signals were then stored on a microcomputer for further analysis.

### 2.4. Data Analysis

Following parameters were extracted from the data (see Fig.2)

1) the acoustical duration of the test word (p-dz)
2) the duration of the downward movement of velum ( $\mathrm{bV}-\mathrm{eV}$ )
3) the interval between the acoustical release of $/ p /$ and the beginning of the downward movement of velum ( $p-b V$ )
4) the interval between the acoustical release of / $\mathrm{p} /$ and the end of the downward movement of velum ( $p-e \mathrm{~V}$ )
5) the height of velum at the beginning of the downward movement ( hV ) 6) the height of velum at the end of the downward movement. (IV)
6) the excursion of the movement of velum (hV-IV)
7) the speed of the downward movement of velum ( sV )

## 3. RESULTS

A part of the results is as follows.

### 3.1. Single Vowel versus Diphthong

There were no significant differences between [ $\mathrm{pi}^{55}$ ] and [piã ${ }^{55}$ ], between $\left[\mathrm{pin}^{55}\right]$ and $\left[\mathrm{pien}^{55}\right]$ and between [ $\left.p^{22^{2}}\right]$ and $\left[p i \tilde{a}^{21}\right]$ in the $p-b V$. The $p-b V$ was the second shortest in [pia ${ }^{55}$ ]. (The shortest was in [pua $\left.{ }^{21}\right]$.)

### 3.2. High Vowel versus Low Vowel

There were significant differences between [ $\mathrm{pi}^{75}$ ] and [ $\mathrm{pa}^{35}$ ] in the hV and the IV. The trajectories of the velar movement were always higher in case of [p $\mathrm{p}^{55}$ ] than [ $\mathrm{pa}^{55}$ ]. There was same tendency in the case compared [pin ${ }^{55}$ ] with [pan ${ }^{55}$ ], however, statistically significant difference was only seen in the IV. There was no significant difference in the hV-IV and the sV for either pairs.

### 3.3. Influence from Difference of Tones

Although very few parameters were statistically significant, systematic difference was observed in the pairs compare the different natures of tones. For example, the hV's were higher in the cases of [pis ${ }^{55}$, [ $\left.p i \tilde{a}^{55}\right]$ and [pien ${ }^{55}$ ] than in the cases of [ $\left.\mathrm{pi}^{21}\right]$, [pia ${ }^{21}$ ] and [pien ${ }^{21}$ ]. The sV 's were faster in the cases of $\left[\mathrm{p}^{555}\right]$, [piā"55] and [pien $\left.{ }^{55}\right]$ than in the cases of $\left[\mathrm{pr}^{21}\right]$, [piäa $\left.{ }^{21}\right]$ and $\left[p i e n^{21}\right]$.

The bV-eV's were longer in the cases of [pitis],[piais $\left.{ }^{55}\right]$ and $\left[\right.$ pien $\left.^{55}\right]$ than in the cases of $\left[\mathrm{pr}^{21}\right]$, $\left[\mathrm{pia}^{21}\right]$ and [pien $\left.{ }^{21}\right]$.

## 4. DISCUSSION

Result showed that when a nonnasal vowel preceded a nasal consonant, the velum started falling short after the release for the initial consonant/p/occurred. This suggests that anticipatory coarticulation for nasals effects the entire part of the vowel in the South Min dialect. Differences which seemed to depend upon the quality and duration of vowels were also observed upon the movement pattern of velum. in the case of test word contained low
vowel, the trajectory of the velar movement was higher than in the case of word contained high vowel. This suggests that there might be some physical (either aerodynamic or mechanical) interaction between tongue and velum. Also, differences which were observed in the pairs compare the different natures of tones suggest the possible interaction between the position of larynx and velum via the root of tongue.
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## The Velotrace

Figure 1 A midsagittal drawing of the Velotrace in position with the internal lever resting on the velum


Figure 2 The time function for one token is shown with the acoustic waveform at the top and the Velotrace signal below. Zero on the abscissa indicates the reference point which the release for the initial /p/ occurred.
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## ABSTRACT

Electrolaryngographic techniques previously used to quantify larynx closed quotient (CQ) change with singing training/experience for adult males are further applied to a group of 21 adult female singers. This data suggests that there is a change in the patterning of CQ variation with fundamental frequency which correlates with the number of years singing training/experience.

## 1. INTRODUCTION

Professional singers often report that when their voices are working well less voice productive effort is required. Acoustic explanations have been offered for this effect, particularly the presence of the singers' formant (e.g. [7] and [8]). Electrolaryngographic larynx measures suggest ([4], [5]) that for adult male singers there is a statistically significant positive correlation between the number of years singing training/experience and larynx closed quotient (CQ) -- the percentage of each vocal fold cycle for which the folds remain in contact. This is acoustically plausible since high CQ values mean reduced loss of energy to the sub-glottal cavities. This paper presents CQ data for adult female singers, and discusses it in terms of its variation with singing training/experience. Possible applications of this work include the development of new visual displays for use in research and training of both the singing and speaking voice.

## 2. SUBJECTS AND DATA

Twenty-one adult female singers (FlF21) took part in the experiment. Each subject completed a questionnaire relating to her singing training/ experience and other musical skills, as well as environmental, dietary and general health factors which she felt could affect her voice. In this paper, the subjects have been ordered by the number of years singing training/experience, which is summarised as follows:

F1-F5 at least 5 years formal training, extensive choral and solo experience;
F6-F8 less than 5 years formal
training, some choral experience
F9-F10 minimal formal training, some choral experience;
F11-F15 no formal training, some choral experience;
F16-F21 no formal training, no choral experience.
Stereo digital audio tape (DAT) recordings were made in a soundisolated room at University College London. The speech pressure waveform from an electret microphone was recorded on one channel and the output from the electrolaryngograph (Lx) on the other |11. The recorded data consisted of:

1) a read prose passage lasting approximately two minutes, and
2) a two octave sung major scale, ascending and descending from G (196 Hz ) on the vowel of palm with each
note lasting approximately a third of a second. (Some of the less experienced singers were unable to sing a two octave G major scale accurately and they were encouraged to produce notes across as wide a range as possible.)
3. DATA ANALYSIS

The Lx was analysed on a MASSCOMP 5600 computer system, using the Speech Filing System [6], to give a scattergram for each subject's sung scale. This scattergram, referred to as Qx [1], shows the distribution of CQ values against the logarithm of fundamental frequency (F0).

The technique of cycle-by-cycle CQ measurement is described in [3]. Lx (polarised to ensure increased interelectrode current flow is represented as a vertical deflection) is timedifferentiated and the positive peaks are used to mark the start of the closed phase. The closed phase ends when the negative-going $L x$ waveform crosses a fixed ratio ( $7: 3$ ) of the current cycle's amplitude. The time between the start of the closed phase in one cycle and the next gives the fundamental period for that cycle. CQ is thus given by: ((closed phase)/ (fundamental period) * 100) \%.

Figure 1 shows Qx plots for the scales sung by all subjects (F1-F20), ordered by the number of years' singing training/experience.

## 4. DISCUSSION AND <br> CONCLUSIONS

The Qx plots for the sung scales by our adult female subjects (see figure 1) tend to have CQ values which are confined within a narrow range for a given sung note, but vary as the pitch is altered. The Qx data for our 18 male subjects on the other hand [5], also based on a sung two octave ascending and descending G major scale, tended to exhibit comparatively constant CQ values with fundamental frequency, with a statistically significant correlation between their mean CQ value and the number of years' training/experience.

A survey of the data presented in the figure reveals some patterning in the variation of $C Q$ with $F 0$. Subjects with more training/experience tend to exhibit an upward change in CQ with rising F0 (e.g. F1, F2, F5) whilst those with minimal or no formal training exhibit a downward trend in CQ with rising F0 (e.g. F10-F17 and F18-F21). Amongst these data are subjects who exhibit a mixture of rising and falling $C Q$ with $F 0$, some in a ' $V$ ' shape (e.g. F9, F16, F17), some with an inverted 'V' (e.g. F3, F4) and some with more than one change in CQ trend with F0 (e.g. F19). Subjects F11 and F13 have a general downward trend in CQ with rising F0, but they both show some much higher CQ values in their upper FO range. This suggests a change from a downward CQ trend with rising F0 towards a ' $V$ ' shape.

Singing ability can be developed with singing training and to a lesser extent with singing experience, but the number of years' singing training/experience cannot in itself be used to quantify a singer's ability, excluding as it does considerations such as those of natural talent. It does, however, provide a useful indicator. Singing ability can be viewed as position along a developmental continuum (c.f. 19] for children's singing), from those with an inability to 'sing a note in tune' at one end, to those acknowledged as having mastered the art of singing. Singing training and singing experience are just two aspects of singing development which encourage and enable movement along the continuum.

When our adult female Qx data is considered in terms of this continuum the following trend in the Qx patterning can be observed. Singers towards the 'untrained' end of the continuum exhibit a definite falling of CQ values as FO increases, while those towards the other end have rising CQ values as FO increases. Thus the tilt of CQ values with respect to F 0 appears to give some measure of position along the developmental continuum for our adult
female singers. Qx scattergrams for singers with limited training/experience are indicative of a development from a downward tilt towards an upward tilt. Thus there appear ' $V$ ' and inverted ' $V$ ' shaped scattergrams as CQ in only certain parts of their vocal range is being increased at that time; these may relate to register breakpoints. (Sundberg [8] discusses 'chest', 'middle' and 'head' registers for the female voice.)

One goal of singing training is to 'cover' the register breakpoints to make them imperceptible. It is suggested ([8] and [2]) that more experienced singers keep the larynx in a lowered position to cover the tone around the breakpoints. Untrained singers tend to raise the larynx in order to anain higher pitches, in many cases producing a 'sraained' sound. The smoothly rising Qx patterns exhibited by our most trained singers could be the result of keeping the larynx lowered and the pharynx open to help cover the breakpoints. The Qx patterns exhibited by our least trained singers could result from ${ }^{\text {inspp }}$ ' ' $V$ ' and inverted ' $V$ ' shapes being considered as intermediate snapshots along the developmental continuum. For these singers the voice is beginning to work efficiendy (rising CQ with $F 0$ ) over some of the $F 0$ range and elsen here it is not (falling CQ with PO ). The turning points in the Qx pattern thus represent voice register breakpoints. Clearly a true longitudinal stody of these effects is a desirable next step in this research.
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## ABSTRACT

We describe the phenomenon of overtone singing in terms of the classical theory of speech production. The overtone sound stems from the second formant or a combination of both the second and third formants, as the result of careful, rounded articulation from $/ \mathrm{J} /$, via schwa $/ \partial /$ to $/ y /$ and $/ i /$. Strong nasali sation provides, at least for the lower overtones, an acoustic separation between the second and first formants, and can also reduce the amplitude of the first formant. The bandwidth of the overtone peak is remarkably small and suggests a firm and relatively long closure of the glottis during overtone phonation. Perception experiments showed that listeners categorize the overtone sounds differently from normally sung vowels.

## 1. INTRODUCTION

Overtone singing is a special type of voice production resulting in a very pronounced, high and separate tone which can be heard over a more or less constant base sound. The technique is rarely used in Western music but in Asia (especially Mongolia and Tibet) it is more common and overtone singing can be heard during secular and religious festivities. The high tone follows a characteristic musical scale [for instance, for pitch C3 $(130.8 \mathrm{~Hz})(-$ and + indicate a deviation from the exact tone): C3, C4, G4, C5, E5- G5, A5+, C6, D6, E6-, F6+, G6, G $\left.{ }^{\#} 6+, A 6+, \mathrm{B} 6-, \mathrm{C} 7, \ldots\right]$, from which it can be concluded that one really hears an overtone of the fundamental.

The literature contains only a few reports on overtone singing $[1,5,7,8]$, which indicate both the importance of formants and register type. In this paper we
present both an acoustic analysis of overtone singing and a study to evaluate the perception of the overtone sounds, in relation to normally sung vowels.

## 2. MATERIAL

We have recorded series of sung overtones from a singer with many years of experience in overtone singing, both as a performer and as a teacher. In this paper we describe the results for an $\mathrm{F}_{0}$ value of $138 \mathrm{~Hz}\left(\mathrm{C}^{\#} 3\right)$. In addition, 12 Dutch vowels $/ a /, / \alpha /, / \perp /, / \rho /, / \varepsilon /, / \mathrm{e} /, / 1 /$, $\mathrm{f} / \mathrm{l}, \mathrm{loc} /, / \varnothing /, / \mathrm{L} /$, and $/ \mathrm{y} /$, sung in a normal way at the same $\mathrm{F}_{0}$, were recorded.

## 3. ACOUSTIC ANALYSIS

The recordings were digitized at a rate of 10 kHz and stored in a computer. From the middle, stable, part of each recording 300 ms was segmented. Average power spectra were obtained from FFT analyses ( 1024 points, shift 6.4 ms ) over this segment. Formant frequencies were computed on the basis of appropriate LPC or ARMA analysis.

### 3.1. FFT-Spectra

Figure 1 shows the average FFT spectra of all overtone recordings. Despite the averaging procedure, the width of each individual harmonic is limited, indicating the stability of $F_{Q}$ over the interval (standard deviation of $F_{0}$ was less than 0.1 semitone in all cases). It can be seen from the shifting peak in the spectra that overtone singing seems interpretable as a special use of a formant. Obviously, the singer tries to match a formant with the intended overtone frequency and succeeds very well.


FIG. 1. Average FFT spectra for overtone sounds, sung at $F_{0}=138 \mathrm{~Hz}\left(\mathrm{C}^{\#} 3\right)$. The overtone sounds are numbered according to the main partial involved.
3.2. Formant frequency analysis In Fig. 2 we present formant frequency results for both the overtone sounds and the sung vowels in the $\mathrm{F}_{1}-\mathrm{F}_{2}$ plane. The figure shows two modes in the production: firstly, the overtone sounds 4-6 around $/ \mathrm{L} /$, and secondly, the track from $\rho /$ to $/ \mathrm{i} /$.

In the first mode, it can be seen from the FFT-spectra that there is energy absorbtion around 400 Hz , indicating a strong nasalisation. The characteristic overtone sound resides in the second formant, as others [ 1,8 ] had already suggested. The bandwidth of the second formant is very narrow and, especially for the lower overtones, seldom exceeds

40 Hz . This indicates little acoustic damping in production: firm glottal closure and small losses in the vocal tract. All these characteristics indicate a low, rounded, nasalised, back vowel /u/ or $/ /$ (low $F_{1}$ and $F_{2}$, a nasal pole/zero pair, and suppressed $\mathrm{F}_{3}[3]$ ).

The second mode in the production of an overtone sound, applies for overtone frequencies higher than 800 Hz . The main peak of the spectrum still rises in tune with the intended overtone frequency and is interpreted as a combination of $\mathrm{F}_{2}$ and $\mathrm{F}_{3}$. It may be of interest that the singer explains this series of overtones with the articulatory variation


FIG. 2. $F_{1}-F_{2}$ plane for stimuli sung at $F_{0}=138 \mathrm{~Hz}$, with positions of the vowels (IPA symbols) and overtone sounds (represented by the number of the corresponding partial).
during the word 'worry'. It is known, already from the Peterson and Barney data, that in a retroflex $/ t /$ the $\mathrm{F}_{3}$ frequency can be remarkably low and can approach the $\mathrm{F}_{2}$ frequency. This has also been mentioned by Stevens (1989), especially in combination with liprounding, while Sundberg (1987) mentioned the effect as the acoustic result of a larger cavity directly behind the front teeth.

For the higher overtone sounds, the articulation comes near $/ \mathrm{y} /$ and $/ 1 /$, where continued lip rounding makes it possible to bring $F_{2}$ and $F_{3}$ together [4], although for the highest overtones a subule lip spread may be needed to reduce the front cavity to a minimum.

### 3.3. The glottal factor

The very narrow bandwidth of the overtone formant" suggests a good and long glottal closure. We believe that the singer used modal register, with a relatively long glottal closure, originating from a firm glottal adduction. This hypothesis does not exclude that performers may use the vocal fry register as well [7]. In all cases, the long glottal closure requires a strong adduction of the vocal folds, which could easily result in general muscular hypertension in the pharyngeal region. This may relate to the prominent role of the buccal cavity, suggested by Hai (1991).

### 3.4. Intensity analysis

 Up to an overtone frequency of 1.5 kHz , the overtone harmonic has a stable relative intensity of -10 dB relative to overall SPL, and dominates the spectrum. For higher frequencies, the relative level of the overtone harmonic sharply drops with a slope of about $-18 \mathrm{~dB} /$ octave.
## 4. THE PERCEPTION OF OVERTONE SINGING

### 4.1. Material, listening experiment, and analysis

As stimuli we used the combined set of 14 overtone sounds and 12 Dutch vowels. From these stimuli we used the same segment ( 300 ms ) as had been used for the acoustical analyses, but we shaped the first and final 25 ms sinusoidally to avoid the perception of clicks. In a computer-controlled experiment, these stimuli were judged by fifteen listeners on ten 7 -point bipolar semantic scales. Further details of semantic scales will be presented in a forthcoming paper. The judgements were analyzed by means of multidimensional preference analysis MDPREF [2]. In the technique of MDPREF a stimulus space is constructed in which distance corresponds to perceptual (dis)similarity.

### 4.2. The perceptual stimulus space

 The plane of the first two dimensions of the stimulus space is shown in Fig. 3. $41 \%$ of the total variation in the judgements was

FIG. 3. The perceptual stimulus space. The overtone sounds are given by the number of their corresponding partial, the vowels by their IPA symbol.
explained in this plane, while higher dimensions each explained less than $6.3 \%$.

The overtone sounds and normally sung vowels are perceptually separated clusters. The vowels are situated roughly in a triangle, with the cardinal vowels $/ \mathrm{i} /$, $/ \mathrm{L} /$, and /a/ at the angles. The overtone sounds are roughly ordered according to their harmonic number, although the stimuli numbered from 4 to 10 can be described as a cluster. This probably relates to the constant relative energy of the overtone harmonic for this set. The direction of the overtone sounds is, from the lower to the higher numbers, about the same as from $/ \mathrm{l} /$ to $/ \mathrm{i} /$, as may be expected from the relation between harmonic numbers and $\mathrm{F}_{2}$ frequency values.

### 4.3. A physical description of the perceptual stimulus space

We attempted to match the perceptual stimulus space with multidimensional physical descriptions of the stimuli [formant frequency space (see Fig. 2), $1 / 3$-octave bandfilter energy space both by means of the Plomp metric and the Klatt metric [2,6]]. These attempts were not successful (low correlations between coordinate values along dimensions) because of the division into two clusters of the stimulus space, for which these metrics do not present an explanation.

Some additional perceptual sensitivity to the very small bandwidth of the "overtone formant", which clearly physically separates overtone sounds and normally sung vowels, seems necessary to explain the results.

## 6. REFERENCES

[1] BARNETT, B.M. (1977), "Aspects of vocal multiphonics", Interface 6, 117-149.
[2] BLOOTHOOFT, G. and PLOMP, R. (1988), "The timbre of sung vowels", JASA 84, 847-860. [3] FANT, G. (1960), " Acoussic theory of speech production ${ }^{n}$ The Hague: Mouton.
[4] FUIMMURA, O., and LINDQUST, J. (1970), "Sweep-tone measurements of vocal tract characteristics", JASA 49, 541-558.
[5] HAI, T.Q. (1991), "New experiments about the Overtone Singing Style", Proc. Conference 'New ways of the voice', Becançon, 61. [6] KLATT, D.H. (1982), "Prediction of perceived phonetic distance from critical-band spectra: a first step", Proc. ICASSP, Paris, 12781281.
[7] LARGE, J. and MURRY, T. (1981),
"Observations on the nature of Tibetan chant", $J$. of Exp. Research in Singing 5, 22-28.
[8] SMITH, H., STEVENS, K.N., and
TOMLINSON, R.S. (1967), "On an unusual mode of chanting by certain tibetan lamas", JASA 4I, 1262-1264.
[9] STEVENS, KN. (1989), "On the quantal nature of speech", J. of Phonetics 17, 3-45.
[10] SUNDBERG, J. (1987), "The science of the singing voice", Dekalb: Northern Illinois University Press.

# SOME CROSS LANGUAGE ASPECTS OF CO-ARTICULATION 
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#### Abstract

The work reported in this paper concerns som temporal aspects of vowel dynamics in English, French and Swedish. The language specific auditory effects of dynamic complexity and direction of tongue movement are starting points for a study of VCV sequences in these three languages using dynamic electropalatography. Tongue movement is compared between the three languages. Results support the assumtion that differences in auditory impressions of vowels in Swedish and English are dependent on differences in the timing of similar articulatory events whereas French seems to employ quite different articulatory strategies.


## 1. Introduction

This paper is a brief progress report on research activities in connection with the ACCOR project (Articulatory-Acoustic Correlations in Coarticulatory Processes: A Cross-Language Investigation) which is part of ESPRIT's Basic Research Action program. The work being reported on here is focused on articulatory dynamics in VCV utterances and, in particular, vowel dynamics in these sequences. In many dialects of English, high vowels such as $/ \mathrm{i} /$ and $/ \mathrm{u} /$ are heard to glide from a somewhat centralized towards a more cardinal vowel quality. The corresponding Central Swedish vowels tend to display a more complex
dynamic behavior with a final offglide from cardinal to centralized. In French, on the other hand, these vowel colors sound essentially constant. These language specific, auditory effects are quite characteristic. From a cross-linguistic point of view, these dynamic patterns tend to typify a phonetic typology based on two continuous dimensions: 1) dynamic complexity (monophthongal, diphthongal, triphtongal, ...), and 2) direction of movement (offgliding, ongliding). Among the languages mentioned above, French would approximate the dynamically less complex type, whereas English and Swedish would approximate the dynamically more complex type; and English would approximate the ongliding type, whereas Swedish would approximate the offgliding type.

From a motor control point of view, it is of some interest to explore the articulatory means employed to bring about these effects. It might be assumed, in particular, that differences in perceived vowel dynamics between some languages (perhaps English and Swedish) are brought about essentially by means of different relative timing of onsets and offsets of parallel activity in the articulatory and phonatory subsystems, whereas the activity pattem in each particular subsystem varies less between the languages; other languages (perhaps French) might employ a different articu-
latory scheme altogether. In this paper, we present some preliminary electropalatographic (EPG) data relevant to this question.

## 2. METHODS

We used the EPG system available at Reading to record a set of vowel-con-sonant-vowel (VCV) utterances, forming all possible combinations of $\mathrm{V}=\mathrm{i}, \mathrm{a} /$ and $C=/ \mathrm{p}, \mathrm{b} /$, spoken by an Australian English, a French, and a Swedish speaker. The English and Swedish vowels belonged to the set of tense vowels; the French vowel inventory has no tense vs. lax distinction. Randomly ordered lists of these combinations were read several times by each speaker.

## 3. RESULTS

We will limit this report to some results on the sequence /ipi/ as produced by the three speakers. Figure 1 shows number of activated electrodes (out of a total of 62) at various points in time for English and Swedish; from left to right: a)
acoustic onset of $\mathrm{V} 1, \mathrm{~b}$ ) maximum number of activated electrodes during V1, c) acoustic offset of $V 1$, d) minimum number of activated electrodes (for English $=$ acoustic /p/ release, e) (only Swedish) acoustic $/ \mathrm{p} /$ release, f) maximum number of activated electrodes during V2, g) acoustic offset of V2. For French, where no clear maxima or minima could be discerned, the triangles correspond to a) acoustic onset of V1, b) acoustic offset of $\mathrm{Vi}, \mathrm{c}$ ) acoustic $/ \mathrm{p} /$ release, d) acoustic offset of V2. Acoustic segments corresponding to $/ i / 1, \mathrm{p} /$ and $/ 1 / 2$ are indicated at the bottom of the figure for each subject. The data represent averages of 5 repetitions of the test utterance. The Swedish data are shown by filled squares, the English data by filled circles, and the French data by triangles. These symbols are connected by straight lines. The data are aligned to the point in time where there is a minimum number of active electrodes for all three subjects. This point also corresponds to the $/ \mathrm{p} / \mathrm{re}$ lease for the Australian English and the French subject. When the data are synchronized in this way, the similarity be-


Figure 1. Number of activated EPG electrodes at different points in time during the production of the utterence /ipi by an Australian English (circles), a Swedish (squares) and a French speaker (triangles). Below: segment boundaries between the vocalic portion of $/ / / 1$, and $/ / 2$.
tween the overall English and Swedish contours, and the difference between these and the French contour, are evident. In particular, the English and Swedish data both display a deep "trough" in the electrode activation pattem, corresponding to a relaxation of the tongue position roughly coinciding with the consonant; the tendency to such a trough in the French pattern is to weak to be statistically significant.

There is, however, a clear difference between the English and the Swedish contours. In the Swedish contour, most of the vowel offglides fall within the vocalic segments, whereas they mostly fall outside the vocalic segments in the English contour. In other words, the troughs in the respective EPG pattern are differently timed relative to the acoustic segment boundaries; the minimum number of activated electrodes occurs at the middle of the consonant segment in the Swedish subject, and at the C/V2 boundary in the Australian-English subject. These differences are thus due to a different relative timing between the tongue articulation underlying the EPG activation patterns and the parallel labial and glottal activities.

## 4. DISCUSSION

In summary, this limited data set supports the assumption that the difference in perceived vowel dynamics between English and Swedish can be primarily brought about by means of different relative timing of onsets and offsets of activity in the articulatory and phonatory subsystems, whereas French seems to employ a quite different articulatory scheme. In French, the auditory impression of a constant, non-dynamic vowel quality seems to correspond to a constant articulatory position throughout the /ipi/ sequence. This also shows that the presence of a trough in a VCV sequence
is language specific rather than universal [4], and that its timing relative to acoustic boundaries is related to characteristic dynamic properties of vowels in the respective languages. A further factor possibly contributing to the presence of troughs in vowel-symmetrical utterances in English and Swedish is related to conditions on aspiration as discussed in [3] and [1] [2]. In particular, the aerodynamic requirements on the production of the stressed, aspirated $/ \mathrm{p} /$ release would include a relatively wide vocal tract (cf. [5]), a condition met when the high vowel position is temporarily relaxed. In French, where voiceless stops are not aspirated, or considerably less aspirated, this adjustment would not be necessary.
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## ABSTRACT

This research aims to analyze the spatial context effects on the timing of handwriting. Results show that the duration of phases of a given letter is influenced by the size and the direction of rotation of the following letter. This finding suggests, in the same manner as for speech, the existence of anticipatory processings.


Phase 1 Phase 2

Fig. 1 Phases temporelles du $\ell$ déterminées à partir des minima de vitesse (exemple du couple $\ell n$ ).
de contrôle, organisés hiérarchiquement, ayant pour fonction d'analyser, de transformer et de transmettre sériellement l'information d'un niveau à un autre. Par ailleurs, le déroulement continu des séquences motrices suggère une activation en parallèle de ces differents niveaux, ce processus permettant, en cours de mouvement, une préparation anticipée des séquences motrices restant à réaliser [5]).
Ce fonctionnement modulaire, à la fois sériel et parallèle, a fait l'objet de nombreuses investigations expérimentales certaines d'entre elles plus particulièrement centrées sur les phénomènes d'anticipation motrices observés avec des contextes intergraphème ou inter-phonème différents [3, 4].
C'est ainsi par exemple que les courbures, la taille et la durée de l'écriture d'une même lettre sont modifiées en fonction de la position de cette lettre dans le mot [7] et de la forme de la lettre suivante [4].
Les travaux de Perkell [3] mettent en évidence des phénomènes similaires. Les phases composant le mouvement de protusion des lèvres destiné à produire une voyelle arrondie [ $u$ ] varient en fonction de la partie consonantique précédente (CCV ou CV). La durée de la première phase ("phase lente") augmente dans la situation CCV (look-ahead model)par contre la deuxième phase se produit à date fixe (time-locked model) par rapport au début acoustique de la voyelle, ce qui conduit Perkell à proposer un modèle composite (hybrid model).
Notre recherche sur l'écriture se situe dans le cadre de cette discussion théorique. Elle vise à analyser dans le cas d'une coproduction de deux lettres ( $\ell \ell$, $\ell e, \ell n)$ les effets du changement de taille des lettres ( $\ell \ell-\ell e$ ) et du changement du sens de rotation des mouvements ( $\ell e-\ell n$ ) sur le déroulement temporel des différentes phases composant la première lettre ( $\ell$ ).

## 2. EXPÉRIENCE

### 2.1 Sujets

L'échantillon est constitué de 5 sujets adultes tous droitiers manuels et âgés en moyenne de 24 ans.

### 2.2 Matériel

Les mouvements d'écriture sont réalisés sur une tablette graphique Numonics 2202 pour la saisie des coordonnées orthogonales de la position d'un stylo électronique (fréquence d'échantillonnage 200 Hz , précision, 0.2 mm ).
2.3 Procédure expérimentale

La tâche a consisté à écrire en cursive les paires de lettres " $\ell \ell$ ", " $\ell$ e" et " $\ell \mathrm{n}$ ". Les sujets devaient reproduire à vitesse normale les couples de lettres en essayant de suivre le plus précisément possible un modèle transcrit sur la tablette graphique et correspondant à un enregistrement préalable de leur écriture naturelle. La taille des lettres était de 1 cm pour le "e" et le " $n$ " et de 2.5 cm pour le " $\ell$ ". Le démarrage et l'arrêt du mouvement avaient lieu sur la tablette Chaque couple de lettres a été reproduit 40 fois. L'ordre de passation des séries a été contrebalancé d'un sujet à un autre.

### 2.4 Recueil des données.

Un programme informatique permet le calcul et le tracé du profil de vitesse (lissé par fonction spline) en correspondance avec le tracé xy (figure 1). Pour chaque couple de lettres on a déterminé sur le profil de vitesse, à partir des limites données par les minima de vitesse, la durée des deux phases temporelles du " $\ell$ ". La phase 1 correspond au déplacement "ascendant" du stylo (up-stroke) et la phase 2 au déplacement "descendant" (down-stroke) (cf. Fig. 1). Pour le couple " $\ell$ l" le relevé des durées a été effectué sur le premier " $\ell$ ". Sur les 40 essais enregistrés seuls ont été retenus les 20 essais présentant une reproduction précise du modèle d'écriture.
phase 1


Fig. 2 Durée des phases 1 et 2 (en ms) du $\ell$ en fonctions de la nature de la letre suivante : $\ell$ (identique), e (différence de taille), $n$ (différence de taille et de sens de rotation).

## RESULTATS

On a calculé pour chaque couple de lettres et pour chaque sujet la durée moyenne des deux phases du " $\ell$ ". Les données ont été traitées globalement par analyse de la variance et par le t de Student pour les comparaisons par paires. Les résultats apparaissent sur la figure 2. On constate une relative stabilité de la durée de la première phase du " $\ell$ " ( $\mathrm{F}(2,4)=1.04$ non significatif à .05 ). Par contre la durée de la deuxième phase augmente en fonction des caractéristiques de la lettre suivante ( $\mathrm{F}(2,4$ ) $=17.34 \mathrm{p}<.01$ ). Cette augmentation estt moins importante pour " $\ell$ e" $c$ 'est à dire lorsque le changement porte seulement sur la taille que pour " $\ell n$ " qui présente à la fois changement de taille et de rotation.

## CONCLUSION

Comme pour la parole [3] on constate que les contraintes contextuelles ont un effet différencié sur le déroulement temporel des phases des mouvements d'écriture.
La stabilité temporelle de la première phase du " $\ell$ " semble indiquer qu'il
s'agit d'une phase préprogrammée du mouvement. Le caractère prédictif du déplacement effectué au cours de cette phase et le faible temps dont dispose le contrôle rétroactif pour traiter et ajuster la trajectoire suggèrent l'existenced'un contrôle proactif de cette partie du mouvement.
Par contre l'augmentation de la durée de la deuxième phase lors du changement de taille et/ou du changement de sens de rotation semble correspondre à une charge attentionnelle dont le système moteur est dispensé lorsqu'il s'agit de reproduire deux lettres identiques. Cette augmentation de temps n'est pas due à un contrôle sensoriel de la réalisation de cette phase qui ne présente aucune difficulté supplémentaire par rapport à celle rencontrée en " $\ell$ l ". Elle parait plutôt relever d'une anticipation destinée à ajuster la préparation de la lettre suivante.celle-ci étant d'autant plus coûteuse pour le système moteur que le nombre de paramètres spatiaux à traiter est élevé (taille ou taille et sens de rotation).
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## ABSTRACT

In order to investigate the special techniques for voice production used by actors on stage, recordings have been made of two actresses. Fundamental frequency distribution analysis has shown: firstly, that there are different individual speech production strategies used by different actors; secondly, that a common feature appears to be the conscious exploitation of variability in fundamental frequency in stage speech styles; thirdly, that narrowing the range of Fo distribution appears to be a useful technique for creating intimacy, e.g. in order to give an illusion of whispered speech on stage.

## 1. INTRODUCTION

Speech as it is produced by actors on stage, before a larger audience and without amplification, requires an extra level of distinctiveness in order to carry a message all the way to the back row of the theatre. This cannot be done simply by raising your voice because that would unable the actor to work with speech nuances and sensitivity in an optimal manner. The actor must use special techniques for speech production, that must not be detected by the audience. These must also allow a range of expression necessary for creating an illusion of real life.

The purpose of the work reported here is to investigate some of the phonetic
aspects of speech on stage as compared to other normal speech styles. Two different modes of stage speech have been studied: that of the normal tone of voice as in ordinary dramatic discourse, and that of the lower tone of voice, i.e. the somewhat retracted voice quality used to give an illusion of whispering. Illusion is a key-word in this case since a "real" whisper would not be possible to perceive in most theatrical situations.

This work is the beginning of a series of studies of stage-speech, aimed at determining the relevant phonetic parameters of this kind of speech production. The present report deals with the use of fundamental frequency. Other analyses have been done, including the measurement of acoustic vowel space utilization and long-time average spectrum (LTAS). Results from these analyses will be reported at the XIIth ICPhS in Aix-en-Provence, in August 1991.

## 2. METHOD

Since the acoustic characteristics of the theatre-room is essential to the choice of strategy for voice production [1], the speech material was recorded on stage, in a small theatre in Stockholm, during a performance specially arranged for this purpose.

Two actresses were recorded, both with professionally trained voices, each performing the same piece of text three
times using different speech styles; in turn: No 1 - normal stage speech style, as in ordinary dramatic discourse, No 2 so called "stage whisper", and No 3 normal person-to-person conversational speech style.

## 3. ANALYSIS

Shorter sequences of text, approximately $20-25 \mathrm{sec}$ long, were chosen to be analyzed in order to study the acoustic characteristics ot the three speech styles, respectively. Fundamental frequency was extracted and histograms showing Fo distribution were drawn, by means of the computer program SWELL [2].

## 4. RESULTS

Since the two actresses are using somewhat different production strategies, the data will be presented "within subjects", with comparisons made between the three speech styles for each subject separately. There are, however, in an intersubject comparison, some common features concerning the ways in which fundamental frequency is distributed These will be commented on in the concluding remarks.

### 4.1 Fo distribution within subjects

### 4.1.1 Subject BA

For style No 1 (fig B1) the histogram shows a total $\mathrm{F}_{0}$ distribution range of roughly $100-390 \mathrm{~Hz}$. Mean value: 222 Hz . Mode: 169 Hz . Standard deviation: 52.9 Hz . The histogram contour forms a neatly gathered figure where the distribution is rather evenly spread mainly between 150 and 290 Hz , and it has a somewhat flatter slope towards the higher frequencies.

In style No 2 "stage whisper" (fig B2) the $\mathrm{F}_{0}$ range is less extended, mainly covering the area between 120 and 360 Hz. Mean: 208 Hz . Mode: 206 Hz . St.dev: 38.9 Hz . This configuration has
a triangular shape similar to that of normal speech, with a slightly flatter slope towards the higher frequencies. The mostly favoured frequencies in this style lie between 160 and 260 Hz .


Figure B1. Extracted $\mathrm{F0}$ (in Hz ) of normal stage speech (subject BA). Mean: 222 Hz . Mode: 169 Hz . St.dev: 52.9 Hz .


Figure B2. Extracted F0 (in Hz ) of stage whisper (subject BA). Mean: 208 Hz . Mode: 206 Hz . St.dev: 38.9 Hz .


Flgure B3. Extracted F0 (in Hz ) of normal conversational speech (subject BA). Mean: 185 Hz . Mode: 188 Hz . St.dev: 36.8 Hz .

Style No 3 (fig B3) has a total range of about $100-380 \mathrm{~Hz}$, though it is mainly concentrated to frequencies between 140 and 280 Hz . Mean: 185 Hz . Mode: 188 Hz . St.dev: 36.8 Hz . The pattern of spreading is almost identical to that of the stage whisper (fig B2). The main difference between styles No 2 and 3 lies in the frequency levels being used. This could be described as stage whisper having a frequency downshift of about 20 Hz , compared to normal conversational speech.

### 4.1.2 Subject GN

For style No 1 (fig G1) the Fo distribution covers a total range of $100-350 \mathrm{~Hz}$ but is mainly concentrated to frequencies between 130 and 270 Hz . Mean: 186 Hz . Mode: 155 Hz . St.dev: 45.5 Hz . The histogram displays a tendency towards a bimodal structure where the Fo distribution appears to be divided into two peaks, one around 160 Hz (close to the mode value) and the other around 260 Hz . For this subject, however, there is no evidence of perturbations such as diplophonia or switches between modal and loft registers. The histogram configuration thus presumably demonstrates one impact of an individual speech strategy.

In style No 2 "stage whisper" (fig G2) the F0 range is less extended, roughly covering $100-260 \mathrm{~Hz}$, and with its main distribution concentrated to the area between 130 and 230 Hz . Mean: 173 Hz . Mode: 138 Hz . St.dev: 34 Hz . The contour of this histogram has a very steep slope from around 140 Hz (i.e. about mode value) down to 120 Hz . The slope towards higher frequencies is much flatter.

Style No 3 (fig G3) has a total range of about $100-300 \mathrm{~Hz}$; distribution mainly concentrated between 140 and 260 Hz . Mean: 195 Hz . Mode: 160 Hz . St.dev:
37.3 Hz . In this style, the normal conversational speech, there seems to be a slight tendency towards the same kind of bimodal structure as could be seen in style No 1. This is, however, not as obvious in the normal speech as in the stage version. The appearance of the


Flgure G1. Extracted F0 (in Hz ) of normal stage speech (subject GN). Mean: 186 Hz . Mode: 155 Hz . St.dev: 45.5 Hz .


Flgure G2. Extracted F0 (in Hz) of stage whisper (subject GN). Mean: 173 Hz . Mode: 138 Hz . St.dev: 34.0 Hz .


Figure G3. Extracted FO (in Hz ) of normal conversational speech (subject GN). Mean: 195 Hz . Mode: 160 Hz . St. dev: 37.3 Hz .
same distributional pattern in both styles may support the image of the individual production strategy for this subject.

## 5. DISCUSSION

Subject BA uses a slightly wider total range of fundamental frequency in her normal stage speech but the effectively utilized range in this style is about as wide as that of her normal conversational speech (table BA). For the stage speech, however, $\mathrm{F}_{0}$ appears to be somewhat higher ( $+10 \mathrm{~Hz} \mathrm{)} \mathrm{throughout}$. mean value here is relatively much higher, and so is the standard deviation which gives evidence of a much greater variability of fundamental frequency in the normal stage speech style.In her whispered style, on the other hand, the effective $\mathrm{F}_{0}$ range is much narrower. Mean and mode values are almost the same, and standard deviation is much smaller. This also indicates less variability in whispered as opposed to normal stage speech.

Subject GN is consistently using a wider Fo range in her normal stage speech, totally as well as effectively utilized (table GN). Mean and mode values are somewhat lower in both her stage speech styles than in her normal conversational style. The standard deviation is higher in her normal stage speech, giving evidence of a greater variability in this style. In her whispered style the

Table BA

| Style | Mean Mode St.dev Total |
| :--- | :--- | :--- | :--- | :--- | :--- |
| range |  | | Effect. |
| :--- |
| range |

## Table GN

| Style | Mean Mode St.dev Total |
| :--- | :--- | :--- | :--- | :--- | :--- |
| range |  | | Effiect. |
| :--- |
| range |

F0 range is more compressed, and the mean and mode values are much lower (roughly -20 HZ ) compared to her normal conversational speech.

Using a wider range of $\mathrm{F}_{0}$ usually applies to normal conversational speech as well when the speaker wishes to emphasize or distinguish something in the spoken message. It is therefore not surprising to find that this appears to be systematically used in stage speech.
Decreasing the $\mathrm{F}_{0}$ range appears to be an effective way of establishing a more intimate speech character, in order to create an illusion of whispered speech. In addition to this, as a recurrent theatrical technique, visual means of conveying the message are being used, such as posture and bodily behaviour, which are crucial elements in stage acting.
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## ABSTRACT

The rich consonantal system of Irish offers a testing ground for the hypothesis that the phonology of a specific language may constrain otherwise (presumed) universal coarticulatory tendencies. Articulatory and acoustic measures of coarticulation for VCV sequences are presented, where $V=$ each of 5 tense vowels, and $C=$ voiced stops for each of 6 contrasting places of articulation (involving primary and/or secondary places of articulation). Results do in general support the hypothesis; coarticulation of Irish stops is very limited when compared with known data from other languages. Such coarticulation as was found, tended to be carryover rather than anticipatory. Fairly extensive acoustic (but not articulatory) evidence for coarticulation was found for $/ \mathrm{g} /$. F2 for articulations in this region may be particularly sensitive to lip rounding.

## 1. INTRODUCTION

Irish (Gaelic) stops offer a means of testing the hypothesis that a phonological system with a large number of contrasts will constrain the extent to which coarticulation is "allowed". The consonantal system of Irish involves a dichotomy into a palatalised series (phonologically symbolised with /' $/$ and a velarised series of segments. The opposition of palatalised and velarised pairs may involve simply the secondary articulation (e.g., $/ \mathrm{b}, \mathrm{b}^{\prime} /=$ [ $\left.b^{\gamma}, b^{j}\right]$ ), the primary articulation (e.g., $/ \mathrm{g}, \mathrm{g}^{\prime} /=[\mathrm{g}, \mathrm{g}]$ ) or a combination of both (e.g., $/ \mathrm{d}, \mathrm{d}^{\prime} /=\left[\mathrm{dr}, \mathrm{d}^{\mathrm{j}}\right]$ ). Given that Irish has a six way contrast, one would predict that coarticulation for these stops would be much more limited than in a language with, say, a three way contrast.

## 2. METHODS AND MATERIALS

Recordings were of evenly stressed VCV utterances, where $C=$ one of the stops / $b^{\prime}, b, d^{\prime}, d, g^{\prime}, g / a n d V=o n e ~ o f$ the tense vowels / $\mathrm{i}, \mathrm{e}, a, \mathrm{o}, \mathrm{u} /$, spoken by a male speaker of Connemara Irish. Two separate recordings were made; one with simultaneous EPG and speech waveform, and a second high quality acoustic recording, on which our spectrographic measurements are based. In the latter, there were five repetitions of each consonant in each vocalic environment, i.e. a total of 750 items. The EPG recording was similar excepting the omission of labial consonants.

From our spectrograms we measured in each instance the frequency of F2 at the following four points: the V1 steady state, the V2 steady state, the endpoint of the transition from V1 to the consonant which we term locus 1 (L1), and the starting point of the transition from consonant to V2, which we term locus 2 (L2). Our procedures were intentionally modelled on those used in Öhman's classic study of coarticulation [3], and our results are compared below with some of his. In the EPG data we measured the contact pattern at the first frame for which there was evidence of full closure (C) and at the last frame for which there was full closure prior to the consonant's release (R). As for the velar stops, the occlusion was further back than the last row on the palate, points $C$ and $R$ were determined from the acoustic recording.

## 3. RESULTS

### 3.1 Articulatory measures

The results largely support our hypothesis. Fig. 1 illustrates the frequency of


Fig. 1. \% contact per EPG row for / $\mathrm{d}^{\prime}, \mathrm{g}^{\prime}, \mathrm{g} /$ of Irish at time point C. Contexts: $\square^{-}-a=/ \mathrm{i}-\mathrm{i} /, \cdots=|a-a|$ and $* \cdots *=/ \mathrm{u}-\mathrm{u} /$.

EPG activation per row for / $\mathrm{d}^{\prime}, \mathrm{g}^{\prime}, \mathrm{g} /$ at point $C$ in the symmetrical vowel contexts $/ \mathrm{i}-\mathrm{i} /, / a-a /$ and $/ \mathrm{u}-\mathrm{u} /$, which serve to illustrate the maximum likely range of coarticulation. (Note that row 1 of the EPG palate corresponds to the dental region, and row 8 to the back of the hard palate.) Data for the dental /d/ in the first two of these environments is similarly shown in Fig. 2 along with roughly comparable data for dental stops in French and Italian, taken from [2]. The comparison gives only a general impression of differences, as the data for the latter two languages differed somewhat from the Irish. They involved voiceless consonants measured in $/ \mathrm{bVtV}$ / words. Furthermore, the low vowel has a more front quality in these languages.

Some coarticulation does occur for the Irish stops. For $/ \mathrm{g}$ / and for /g/ (insofar as one can determine from the limited contact pattern in the latter) the primary place of articulation appears to be more advanced in /i-i/ as compared to $/ u-u /$ and $/ a-a /$ environments. For $/ \mathrm{g} /$ the front of the tongue forward of the constriction is also relatively higher in the $/ \mathrm{i}-\mathrm{i}$ / context. A greater raising of the
tongue front can also be observed for / $\mathrm{d}^{\prime} /$ in this environment. Of the four stops, $/ \mathrm{d} /$ exhibited least coarticulation. For all, the difference is negligible by time point R : the $/ \mathrm{i}-\mathrm{i} /$ and $/ \mathrm{u}-\mathrm{u} /$ environments yield almost identical contact patterns, whereas a slightly lower tongue body is in some cases observed in the $\mid a-a /$ environment.
Fig. 2 illustrates the striking lack of coarticulation in Irish /d/, as compared to the other languages. For Italian and French, the tongue front would appear to be much higher in the / $\mathrm{i}-\mathrm{i} / \mathrm{t}$ than in the /a-a/ environment (as can be deduced from the relative degree of EPG activation in rows 4 to 8 ). The tongue body behind the primary constriction is free to coarticulate to the vowel's configuration. This contrasts sharply with the Irish pattern, which shows virtually no contextual difference for these rows. In French, the primary place of articulation is also affected by the vocalic context: one would infer a lamino postalveolar articulation in $/ \mathrm{i}-\mathrm{i}$ /, as compared to a more apical dental-alveolar articulation in the /a-a/ context. In Irish, the differences that emerge in the three anterior rows of the


Fig. 2 \% contact per EPG row for dental stops: /d/ in Irish; /t/ in French and Italian. Contexts: $a--=/ \mathrm{i}-\mathrm{i} /$ and $-=/ a-a /$ (Irish) and $/ \mathrm{a}-\mathrm{a} /$ (French and Italian). Further differences in contexts are explained in text. French and Italian data from Farnetani et al. [2].
palate suggest a greater depression of the tongue blade in the / $\mathrm{i}-\mathrm{i} /$ context. This is the opposite of what might be expected if coarticulation were to occur, and suggests considerable coarticulatory resistance for this stop. Note that in terms of primary and secondary articulation, the dental phoneme of French occupies about the same phonetic space as the dental and postalveolar phonemes of Irish.

The asymmetrical vowel contexts permit inferences on the direction of coarticulation. Carryover coarticulation is clearly dominant. V1 effects are seen at time point C but only marginally at time point R. V2 appears to have little effect at either point. Even in the symmetrical vowel contexts, differences noted at time point $C$ were largely absent at point $R$.

### 3.2 Acoustic measures

The acoustic measures also suggest considerable constraint on coarticulation.

Fig. 3 shows overall averages for L1 and L 2 as a function of V 1 and V 2 respectively. This shows the correlation between L1 and V1 (or between L2 and V2). As the vowels are arranged in the order of descending F2, coarticulation would be indicated by a negative slope for the line connecting $L$ averages: the steeper the slope, the greater the degree of coarticulation to the "near" vowel. The range of variability in L1 (or L2) due to the transconsonantal vowel is also shown by the vertical lines which run through the average values. For example, a longer line for L 1 reflects a greater degree of coarticulation to V2. The same would hold for L2 ranges as a reflection of carryover V1 influence. The right hand panel in this figure shows similar data for Swedish, calculated from Tables II and IV in [3]. The two sets of data differ in that for Swedish, only rounded vowels were used. Öhman esti-


Fig. 3 L1 average values as a function of V1 (upper panels), and L2 averages as a function of V2 (lower panels). Vertical lines through average values show range of variation in any VC- (or -CV) sequence as a function of the transconsonantal vowel. Swedish data calculated from Öhman [3].
mated that if the near vowel is kept constant, an L 1 or L 2 range of over 100 Hz can with confidence be attributed to a coarticulatory influence of the ransconsonantal vowel.

Locus variation is very limited in Irish, as comparison with Swedish shows. Considering first the effects of the near vowel, one can see major locus shifts in Swedish (i.e. L1 varies greatly with V1; L2 covaries with V2). In Irish, a much more limited coarticulation is found for L 1 as a function of V1. Only with $/ \mathrm{g} /$ is the extent striking. There is virtually no evidence of L2 coarticulation to V2.

The effect of the transconsonantal vowel is also generally very limited in Irish, judging by the length of the vertical lines. The velar stop is again the exception. Note also the marked difference in directionality: L 2 ranges (for $/ \mathrm{g} /$ ) are large, showing the carryover effect of V1; L2 ranges are typically very restricted (for all stops, including $/ \mathrm{g}$ ), indicating a general absence of anticipatory coarticulation. The average range of locus variation (L1 and L2) as a function of he transconsonantal vowel is 122 Hz for all the consonants $(97 \mathrm{~Hz}$ if one omits L 2 of $/ \mathrm{g} /$. Ohman gives a comparable average of 280 Hz for the Swedish data. This is very close to that obtained in this study for L2 of / g/, which was 290 Hz .

Taking both the effects of the near and the transconsonantal vowel into account one can observe that F2 locus values are much more unique for the Irish stops than for the Swedish. As pointed out by Öhman, for a given VC- (or -CV) sequence, there is typically considerable overlap of locus values, particularly for Swedish /d/and/g/. The only striking case of overlap in Irish is for $/ \mathrm{g}$ / and /b/ when $\mathrm{V} 1=/ \mathrm{o} / \mathrm{or} / \mathrm{u} /$.

## 4. CONCLUSIONS

Both the acoustic and articulatory measures point to stops in Irish being relatively resistant to coarticulation. This broadly supports the hypothesis that coarticulation is constrained by the phonology of a particular language, and that the propensity to coarticulation can to some extent, be predicted from the size of the phonological inventory. Some limited carryover effects are found: V1
affects C and Ll , but generally has little effect on $R$ and $L 2$ (excepting L2 of $/ \mathrm{g} /$ ). There is virtually no evidence of anticipatory coarticulation.

Not everything, however, can be accounted for in terms of phonological constraints. The much greater acoustic evidence of coarticulation for $/ \mathrm{g} /$ than for the other consonants would not be predicted on phonological grounds. Nor would it be expected on the basis of the articulatory data. Looking back at Fig. 1, there would appear to be at least as much articulatory evidence of coarticulation for $\mathrm{g}^{\prime} /$ as for $/ \mathrm{g} /$ (although the articulation of the latter can only be inferred on the basis of EPG data). Yet it is striking how different the acoustic measures are for these two stops, with / g/ showing by far the most variability, and $/ \mathrm{g}^{\prime} /$ almost least.

An explanation of this apparent acoustic/articulatory "mismatch" would probably need to invoke the role of lip rounding as a contributory factor to the acoustic coarticulation in $/ \mathrm{g} /$. Fant's [1] nomograms suggest that for constrictions in the velar region, F2 would be very sensitive to lip rounding on the one hand and to tongue advancement/retraction on the other. If this line of explanation is correct, it suggests in turn that palatals may be characterised by a high degree of acoustic stability. We hope to investigate this area more fully in the future, using additional techniques for measuring lip movement
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velar context. The second and third criteria were met by using so-called wordlength effect.

In addition to the /w/-vowel-/l/ contexts, the same front vowels were also measured in an $/ \mathrm{h} /$-vowel/d/ context. Those measurements were used to provide null-context target values.
citation-form For subjects received no other instructions than to keep their effort and tempo constant and at comfortable levels. For clear-speech, they were explicitly instructed to overarticulate, that is to read the words as clearly as they could. To maintain this performance, during the recording of clear speech, at unpredictable moments, the subject was interrupted through the intercom by the experimenter who would pretend that the token just pronounced had not been understood, and would ask for a repetition. A total of 5 speakers were recorded and measured.

### 2.2. Results <br> There is a clear duration dependent

 undershoot effect: As vowels get shorter, the formant measurements are shifted further and further away from their nullcontext values and closer and closer to their position in [w].A closer examination of the raw data indicates that the undershoot effects are vowel-specific. In general, tense vowels are more resistant to undershoot than lax vowels.

Also, the degree of undershoot is talkerspecific. Each individual
talker exhibits his
own pattern of undershoot.

Undershoot is
also style-specific: When the clear speech measurements are compared with the data from the other conditions in an $F_{2}-F_{1}$ vowel space diagram, it becomes clear that, for all speakers and all conditions, it is closer to the formant patterns of the nullcontext vowels. Another way of expressing that observation is to say that clear speech is more peripheral in the vowel space than citation-form speech. It seems as if the vowel space is a flexible object which speakers can adaptively expand or contract according to situational needs.

These findings refute the strong version of the undershoot model: Information on vowel duration alone is not sufficient to predict formant undershoot. Also these results suggest that clear speech is not merely citation-form speech spoken louder and more slowly. Clear speech transforms also involve an active reorganization of phonetic gestures.

A decaying exponential model was fitted to the data from 2 speakers to obtain a more systematical and economical description. The results indicate that the claims made above (Vowel-specific, stylespecific and talkerspecific undershoot pattern) shall be weakened to some extent. It was shown that the dependence of degree of undershoot on identity of vowels and speaking styles is not as strong as it looked based on the raw data. For at


## 3. PERCEPTUAL EXPERIMENT

What is the perceptual significance of the observed acoustic changes? It is reasonable to assume that, when people speak more clearly, they do so to communicate better and to make their speech more intelligible to the listener. We must ask then, are the clear speech tokens indeed more intelligible than the citation-form speech tokens? To address this question, the following perception experiment was carried out.

### 3.1. Procedure

The samples for the listening test were chosen from a subset of the words analyzed acoustically. A single representative token was selected for each combination of speaker, vowel, word-length and speaking style. From the various repetitions of the test items, the exemplar which showed a median
"acoustic distance" to the null-context was taken as the representative token For the present purposes, acoustic distance is defined as the Euclidean distance between two points in a three-dimensional formant space calibrated in Mel units.

The representative words were mixed with five different levels of lowfrequency weighted Gaussian noise which had a spectral shape of $-6 \mathrm{~dB} /$ oct. One of the noticeable differences between citation-form speech and clear speech was their
different
intensities. For all five speakers, clear speech was approximately $3-5$ dB more intense than citation-form speech. Since our aim was to undertake
intelligibility test based solely on acoustic characteristics other than amplitude, the differences in loudness was normalized by using a special computer program written by Jerry Lame.

Each stimulus was led by a 150 ms segment of speechfree noise and was also followed by an interval of noise adjusted so that the duration of the whole stimulus would be the same within a given speaker. There were 120 stimuli per speaker.

These stimuli were presented to normal hearing subjects for identification through headphones. At least 24 responses were collected for each stimulus.

The responses were processed for each speaker and the percentage of correct identification was calculated for each step of S/N ratio

### 3.2. Results

In general, the tense vowels show a strong clearspeech advantage while the lax vowels do not. This pattern is consistent for all 5 speakers.

However, let us now consider an alternative measure of $S / N$ ratio. It is the same as before for citation-form speech but does not involve normalizing clear speech. It leaves intensity differences between clear and citation-form speech as they were on the original tape recordings.

When the second definition of $\mathrm{S} / \mathrm{N}$ ratio is applied to the present data, all test words, when spoken clearly, tend to be more intelligible. with only marginal exceptions that observation is true for all speakers and for all test words.

It can be speculated that the reason for the perceptual advantage of clear speech is multidimensional. First, clear speech words tended to be 3-5 dB more intense than citation forms. second, the formant patterns of the clear speech vowels were found to be closer to their null-context values. And also clear-speech is longer in duration than citationform speech. In other words, speakers used various strategies to keep undershoot effects down in clear speech.

## The

intelligibility tests indicate that, in the case of tense vowels, these formant pattern adaptations and systematic duration changes are likely to be responsible for the improved identification scores of clear speech.

Although
the
styledependent formant changes and duration changes in lax vowels were entirely analogous to those for the tense vowels, they were not sufficient to make the clear variants more intelligible.

## 4. CONCLUSION

It has been shown that clear speech is a speech act which involves active reorganization of acoustic patterns and the underlying articulatory gestures, and that it has clear perceptual advantages.

Everyday
informal experience suggests that "clear speech" is invoked by a speaker to meet certain communicative and situational demands. And that speakers change and modify their speech according to the needs of their listeners.

The present results indicate that speakers are quite capable of doing so in an experimental situation. They show an ability to successfully adapt to varying demands for explicit signal information.
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## ABSTRACT

Nasality judgments of oral and nasal vowels in nasal, oral, and null contexts were elicited from American English listeners. While nasal vowels were most often perceived as nasal, listeners performed best on vowels in isolation and worst on vowels in a nasal context. The consequences of these results for current approaches to coarticulatory compensation are discussed.

## 1. INTRODUCTION

A growing body of data indicates that vowel perception is influenced by phonetic context such that listeners adjust for the coarticulatory effects of adjacent consonants. For example, Kawasaki [2] showed that perceived vowel nasality is enhanced as flanking nasal consonants are attenuated; the same vowels in a clearly audible nasal context are more likely to be perceived as oral. One possible interpretation of these results is that, when presented with a nasal vowel in a nasal consonant context, listeners do not integrate the nasal resonance with the vowel itself, but instead hear it as part of the nasal consonant [1].
However, the results of Krakow et al. [3] have been interpreted as suggesting that listeners are able to associate the nasal resonance in a vowel in a nasalizing context with nasal coupling. We found that, for American English listeners, oral and nasal vowels produced with the same oral tract shape were perceived as having the same height given an appropriate coarticulatory context (i.e., CVC vs. CVNC, where C is an oral consonant and N is a nasal consonant). But when the oral and nasal
vowels were embedded in an oral context, the nasal vowels were perceived as shifted in height (CVC vs. CVC). We suggested that, lacking a context for nasality, listeners interpreted the lowfrequency nasal resonance of the nasal vowels in CVC syllables as reflecting a shift in tongue/jaw height. In contrast, the presence of a nasal consonant in CVNC syllables enabled listeners to correctly attribute the low-frequency nasal resonance in the nasal vowel to nasal coupling.

The results of Kawasaki [2] and Krakow et al. [3] therefore allow for conflicting interpretations. But the potential conflict cannot be resolved with these two studies alone as there are several methodological differences which may have influenced the findings. First, Kawasaki compared nasal vowels in appropriate coarticulatory contexts (NVN) and isolation (V), while we compared nasal vowels in appropriate (CVNC) and inappropriate (CVC) consonantal contexts. It is unlikely that the perception of vowels in an inappropriate consonantal context is analogous to the perception of vowels in no context. Second, Kawasaki examined nasality judgments while we examined vowel height judgments. It is possible that, although listeners in our study were able to correctly attribute the effects of nasal coupling on the vowel spectrum to nasality (in CVNC contexts), they would not have labeled these vowels as "nasal". Third, Kawasaki used edited natural speech while we used synthetic speech.
These differences leave many questions regarding the effects of coarticulatory contexts on perceived vowel
nasality unresolved and provide the basis for the present study, which compared listeners' judgments of edited naturally produced tokens of nasal and oral vowels in C_C, N_N, and \#_\# (null) contexts. Using data obtained from vowel nasality judgments (elicited in a paired comparison test) and vowel identity judgments (matching test), we address the following questions: (1) Can listeners determine whether a vowel in a nasal context is nasalized? Kawasaki's results indicate that listeners will identify the vowel in NVN as oral, while our interpretation of Krakow et al. suggests that listeners might perceive the vowel as nasal. (2) Are listeners more accurate at determining the nasality of a vowel in isolation than in (an appropriate or inappropriate) context? Previous work by Stevens et al. [4] suggests that withincategory information regarding vowel quality is more evident in isolated vowels than in vowels in context. Here we ask whether the same is true of vowel nasality. (3) Are listeners more accurate when judging oral vowels as oral than when judging nasal vowels as nasal? Is nasality per se problematic, irrespective of the context?

## 2. METHODOLOGY

We recorded a male native speaker of American English producing multiple tokens of bed and men. Two tokens of each were selected so as to yield two bed-men pairings whose members were matched as closely as possible for duration and intensity. Waveform editing techniques were used to create the following 6 syllable types: CVC ([bEd]), NVN ([mEn]), isolated oral V ([ $\varepsilon]$ from [bed]), isolated nasal vowel ([ $\tilde{\varepsilon}]$ from [mén]), cross-spliced CVC ([bêd] with consonants from bed and vowel from men), and cross-spliced NVN ([mEn] with consonants from men and vowel from bed). To control for any effects of splicing, the CVC and NVN tokens were created by splicing across the two repetitions of each pair type.
Twelve native speakers of American English were asked to respond in two test conditions. The Matching test involved an ABX format. In each trial, listeners heard two consonant-vowelconsonant syllables followed by an isolated vowel. Listeners were asked to determine whether the isolated vowel
sounded more like the vowel in the first or second consonant-vowel-consonant syllable. Each AB pair was either CVCCVC or NVN-NVN and X was either V or $\nabla$, yielding four $A B X$ condition types. A Paired Comparison test was presented after the Matching test. This test involved all possible pairings (AB) of the 6 types of syllables, for a total of 21 condition types. Listeners were asked to determine whether the first or second member of each pair sounded "more nasal" or whether they sounded "equally nasal". For both tests, there were 8 randomized repetitions of each condition, with the order of $A$ and $B$ in each condition counter-balanced. ${ }^{2}$


Figure 1. Matching test results. Each column represents responses to one of the ABX conditions (where A and B differ in vowel nasality). A or B (the correct match to X) is represented along the abscissa.and X is represented by column type (solid or hatched).
Figure 1 shows the percent correct responses to the Matching test. Listeners were generally quite accurate at matching vowels in (appropriate or inappropriate) context to vowels in isolation on the basis of nasality. Nonetheless, listeners were more accurate at matching oral vowels than nasal vowels, and more accurate at matching isolated vowels to vowels in an oral context than to vowels in a nasal context. Listeners did least well matching NVN and $\nabla$, making the most common error a match between NVN and $V$. Listeners incorrectly matched NVN to $\nabla$ over $30 \%$ of the time; they incorrectly matched NVN to $V$ less than $20 \%$ of the time.
Figures 2-4, which we shall address in turn, show the results of the Paired Comparison test. Figure 2 focuses on the effect of inappropriate consonanta versus null contexts on perceived vowel
nasality. For all types of pairings, the nasality of a nasal vowel was more often correctly judged when in isolation ( $V$ ) than when in a NYN context (Fig. 2a) or in a CYC context (with one exception; Fig. 2b). Comparison of the perceived nasality of nasal vowels in consonantal contexts shows greater accuracy for vowels in inappropriate CYC contexts than appropriate $\mathrm{N} \$ \mathrm{~N}$ contexts (Fig. 2c). Apparently, an inappropriate consonantal context (CVC) makes nasality more evident than an appropriate one ( $N$ YN), but a null context ( $(\mathrm{V}$ ) makes nasality most evident.


Figure 2. Paired comparison test results showing the effect of context. Each column represents correct responses to the $A B$ comparison indicated. (Some conditions are repeated for reference.)
Figure 3 addresses the question of whether vowel nasality is more difficult to assess on nasal vowels than on oral vowels for American English listeners, independent of context. With one exception, listeners were less accurate at judging two nasal vowels as similar than they were at making the same judgment of two oral vowels.


Figure 3. Results of paired comparisons between the contexts shown for two oral or two nasal vowels.
The exceptions to the two generalizations above both involved the N_N context, leading us to ask whether the N_N context is problematic irrespective of vowel nasality. Figure 4 shows listeners' responses to pairs involving one oral and one nasal member. The data represent the percentage of "more nasal" responses to each pair member. Nasal pair members were judged "more nasal" more often than oral ones when the oral vowels were in isolation (Fig. 4a) or in an oral context (Fig. 4b). But, in a nasal context, the oral member was more often judged as the more nasal member (Fig. 4c).

## 4. DISCUSSION

Overall, the results suggest that perception of vowel nasality is influenced by the coarticulatory context in which the vowel occurs. In two types of tests designed to elicit nasality assessments, American English listeners were less accurate at judging a vowel as nasal in appropriate ( $\mathrm{N} \_\mathrm{N}$ ) than in inappropriate (C_C, \#_\#) contexts. However, the data exhibit certain patterns not predicted by current approaches to coarticulatory compensation. One such pattern is that listeners were generally more accurate at judging oral vowels as oral than judging nasal vowels as nasal, irrespective of coarticulatory context. This finding may be linked to the non-distinctive status of vowel nasality in English, and points to the importance of extending this research to languages with distinctive vowel nasalization. A second pattern is that the distinction between "appropriate" and "inappropriate" coartic-
ulatory contexts is insufficient to explain listeners' judgments. That is, listeners perform less accurately on C_C than \#_\# conditions, both of which are inappropriate contexts for vowel nasalization in English.


Figure 4. Results of paired comparisons between oral and nasal vowels. The oral member of each pair is represented in each panel (a-c); the nasal member of each pair is represented in the abscissa.

Furthermore, the present data fail to support a strong interpretation of the results of either Kawasaki or Krakow et al. Listener judgments of nasal vowels in appropriate nasal contexts (NVN) were not as consistently oral or nasal as the former or latter, respectively, seem to predict. While the data suggest that listeners may factor out some of the nasality given an appropriate coarticulatory context, they are still more likely to judge these vowels as nasal than oral. In general, American English listeners demonstrate a lack of certainty as to the nasality of vowels in nasal contexts, an uncertainty which holds for both appropriate ( $\mathrm{N} V \mathrm{~N}$ ) and inappropriate ( NVN )
coarticulatory nasal contexts. (It is unclear from these data whether the unexpectedly large number of "more nasal" responses to NVN stimuli reflect the phenomenon of hyponasality or whether these stimuli simply sounded odd to listeners, with "odd" being encoded as a "more nasal" response.) Listeners appear to be tacitly aware that a nasalizing context alters a phonemically oral vowel. And, in most cases, they will report a nasality difference between a contextually appropriate nasal vowel and a corresponding contextually appropriate oral vowel.
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1 To control for duration differences the oral vowels in C_C contexts being roughly 50 ms longer than the nasal vowels in N_N contexts), vowel length was manipulated in the isolated vowels and cross-spliced syllables, creating in addition to the normal-length versions, long versions of the nasal vowels and short versions of the oral vowels.
${ }^{2}$ For all test pairs, vowel durations were matched, with the selected duration corresponding to that of the vowel in an appropriate context; in the few pairs where neither pair member was in an appropriate context for English, the duration was that which would normally occur in that context (i.e., longer durations in C_C contexts and shorter durations in N_N contexts).

PERCEPTION OF PREVOICED STOP CONSONANTS BY MONOLINGUALS AND BIIINGUALS: EVIDENGE FOR DIFFEPENT PERCEPTA MONOLINGUALS AND

## L. Coixao and N. Bacr

Laboratoire de Psychologie Expérimentale Paris V-CNRS-EHESS,Paris, France.

Listeners assimilate foreign speech sounds to their own phonemic categories whenever possible. But what happens for bilinguals when their two languages are closely related? French monolinguals (MF) and Por-tuguese-French bilinguals (BPF) were tested in identification and AXB discrimination tasks. MFs'fast responses were non random except for the longest prevoicing, whereas BPF' showed two peaks around Portuguese and French referential values. According to acoustic patterns and task demands. listeners rely either on a phonemic processing strategy or on a goodness of fit strategy which allows MF to build an allophonic space and BPF to keep separate their two languages.

While there is eyidence that linguistic experience affects the ability to process phonemic categories as early as the last quarter of the first year [7], there is some disagreement about whether the perceptual analysis bilinguals have to perform is thoroughly determined by phonological constraints or not. When the two languages are closely related, they are not differentiated at the phonological level [2]. But under certain conditions, the effect of phonological constraints can be weakened and listeners can rely on phonetic cues to keep separate their perceptual epresentations [3].
Allophonic variants from the point of view of phonemic labelling can be percelved as different. It has been hypothesized that discrepancies between
native and nonnative speech sounds receiving an identical label are processed with reference to the acoustic distance between any exemplar and the category center [4] i.e. the acoustic couffiguration usually produced by native speakers of the two languages.
The present experiments study bow listeners process perceptual dissimilarities in two cross-language situations: perception of a Portuguese / da/-/ta/ VOT continuum by French monolinguals (MF) and by Portuguese-French bilinguals (BPF). VOT is generally considered as the most salient cue for voicing when opposing voiced and unvoiced categories if not prevoiced and voiced ones [5]. As for the stop conso nant subset, French and Portuquese are closely related. Both languages present a prevoiced-voiced contrast, opposing a long (French) or a very long (Portuguese) voicing lead to a null or a short lagging VOT. According to the assimilation hypothesis [1], allophonic processing for foreign, but neighbouring sounds such as those we study here, is phonemic. MF will assimilate all the prevoiced stimuli to the /da/ category. By contrast, if category goodness plays a role, it could limit allophonic space to certain stimuli.
But what happens for bilinguals when their two languages are closely rela ted? Are their two languages differenciated at the level of perceptual representations, allowing them to detect phonetic differences related to their two languages within a single phonemic category [3]? In this case, they should exhibit a good discrimination accuracy for two distinct areas, corresponding either to the /da/-/ta/ boundary or to a contrast between the

French and Portuguese / da/ phonetic categories. On the contrary, if they assimilate the members of the voicing contrast in one of the two languages to those of the other language, due to a partial acoustic overlap, their discrimination should be random, except in the /da/-/ta/ boundary area, common to both languages.

## 1. EXPERIMENT

This experiment was designed first to determine the phonemic /da/-/ta/ boundary values, second to study whether a shift, marking interlanguage interferences [2,3], appeared between BPF and MF responses or not.

## 1. 1. Method

Subjects. The subjects were 5 MF and 5 BPF students with normal hearing. BPF first language was Portuguese. All bilinguals had been living in France since at least 15 years and acquired French before the age of 5 .
Stimuli. A / da/ syllable, produced by a Portuguese monolingual female, was selected (syllable duration: 276 ms , VOT: -96 ms ). The test stimuli were digitized at a 16 KHz sampling frequency and VOT reduced by 12 ms steps (from -96 ms to -36 ms ) or 6 ms steps (from -36 ms to 0 ms ) along the /da/-/ta/ VOT continuum.
Procedure. Subjects listened individually over earphones, in a quiet room, at a comfortable listening level, to 10 blocks, each consisting of one complete randomization of the continuum. The ISI was 3 s and the IBI was 20 s . Listeners' responses were forced choice "Da" or "Ta". All instructions were given in French.


Figure 1. Identification functions for MF ( - ) and apF (o) listeners on the $/$ danctiona/continumm (in ms ).

## 1. 2. Results and discussion

The average labeling functions for the two groups are plotted in Figure 1. The /da/-/ta/ boundary fell at -9.2 ms
of prevoicing for MF and at -16.6 ms for BPF. An Anova on boundary values showed that this difference bet ween groups was significant ( $\mathrm{F}(1,8)=$ $10.4, \mathrm{p}<.02$ ). The steep curves suggest that a leading VOT is a strong perceptual cue for BPF as well as for MF These results differ from those of previous studies on prevoicing [2, 5]. Moreover, there is a clear shift between MF and BPF identification functions Whatever the case identification data support the hypothesis of an assimilation of allophonic phonemic variants. 2. EXPERIMENT 2

Even though Experiment 1 suggested an assimilatory process, forced choice labeling could have interfered with perception of differences between stimuli. If allophonic variants have been perceptually assimilated, both MF and BPF should have a good dis crimination accuracy just for the stimuli spanning their respective phonemic boundary. Should MF data be non random on the long lead end of VOT continuum and BPF around the medium VOT values, it would under mine assimilation hypothesis and suggest a multi-level processing.

## 2. 1. Method

Subjects. 10 MF and 10 BPF were tested.
Stimuli and procedure. The same 12 stimuli as in Experiment 1 were used in an AXB discrimination task. A training block of 32 trials preceded 5 blocks of 36 trials, randomized within blocks. ISI was 500 ms , ITI 4 s and IBI 20 s . Subjects had to respond, as quickly and accurately as possible, whether the X stimulus was the same as the first or the third stimulus, by pressing one of two buttons.
2. 2. Results Mean values of correct responses for the two groups are plotted on Fig. 2. Each data point corresponds to 200 responses per group. The discrimination function for MF exhibited a maximum on the rightward end of the continuum, suggesting an effect of the phonemic /da/-/ta/ boundary. But correct responses are clearly above chance from pair 5 onwards (binomial test, $\mathrm{p}<.001$ ). Results for BPF were less clear-cut, as their discrimination function showed just a
slight peak around a 20 ms prevoicing value.


An ANOVA on the correct responses showed an effect of stimulus pair just for MF $\left(\mathrm{F}_{(8,72)}=6.9, \mathrm{p}<.0001\right)$. BPF responses were significantly more correct for the four stimulus pairs presenting at least one short prevoicing (pairs 6 to 9) than for the other ones ( $\mathrm{F}(1,9)=8.55, \mathrm{p}<.01$ ). Between-group difference was significant for the rightward end of the continuum $(\mathrm{F}(1,18)=6.95, \mathrm{p}<.01)$.
What suggests first a link between discrimination accuracy and phonemic boundary: Discrimination is all the more correct as stimuli pairs span the phonemic boundary. Second, the difference between MF and BPF for the pair enclosing the null VOT value confirms that the slight leftward shift of BPF responses is significant.
An ANOVA on RT data showed a main effect of stimulus pair (MF: $\mathrm{F}_{\mathrm{F}}(8.72)=6.1, \quad \mathrm{p}<.0001 ; \quad \mathrm{BPF}$ : $\mathrm{F}(8,72)=2.4, \mathrm{p}<.03)$, but not of subject group. Mean RT for MF was 733 ms ( $\mathrm{sd}=144 \mathrm{~ms}$ ), for BPF 772 ms ( $\mathrm{sd}=202 \mathrm{~ms}$ ).
Following [6], we carried out a threefold partition of RT data to specify the time course of discrimination processes. Each subset/subject contained a third of the data. Between groups range differences were nonsignificant. Proportions of correct responses (Fig. 3 a and 3 b ) were computed for each pair and averaged across subjects (\% correct for a specific RT partition * \% correct for each partition relatively to the set of correct responses).


An ANOVA on these proportions showed a main effect of stimulus pair $\left.\left(\mathrm{F}_{8}, 144\right)=4.4, \mathrm{p}<.0001\right)$. The main difference between groups concerned fast RT ( $\mathrm{p}<.02$ ). Whereas MF discrimination function was quasi-linear BPF data exhibited 2 peaks, on the pairs 3 and 8. Both groups discrimina ted better the pair straddling their respective phonemic boundary, but in addition MF showed a good accuracy for "intracategory" pairs and BPF for a pair opposing a long prevoicing to a medium-sized one. It is worth noting that medium and slow responses were random for BPF, but above chance near the rightward end of the continuum (medium and slow RT) and the leftward end (slow RT) for MF.

## 3. DISCUSSION

A comparison between identification and discrimination data indicates that when processing either a neighbouring language or their two languages, listeners use the phonemic contrast between a long and a short or null prevoicing, but not in all conditions. Specifically, either when labeling stimuli or when responding as fast as possible, they rely on VOT, the critical value of
which is common to both languages Bilinguals and monolinguals gave the same pattern of responses, with a bilingual boundary shift leftward.
However, data do not permit to conclude that both groups have assimilated Portuguese to French stop consonants, as predicted by the assimilation hypothesis [1]. First, MF showed a discrimination accuracy that exceeded widely the /da/-/ta/boundary area, specially when fast. Second, bilinguals' fast responses were above chance for the contrast between a very long and a medium prevoicing. Thus, listeners of both groups have detected phonetic differences between phonemes receiving the same phonemic label, when corresponding either to values usually produced (MF) or to the contrast between values that respectively characterize bilinguals' two languages. The "goodness of fit" of one of the stimuli in the pair may have facilitated accuracy, if it has been used as a referential point in consideration of French or of French and Portuguese languages.
Another striking result is that, in an AXB test, $\mathrm{BPFs}{ }^{\prime}$ slow responses were never above chance, even though their discrimination accuracy is not significantly poorer than MFs'. In a task having high memory requirement listeners may rely not only on the more salient cue, but also on all the potential cues [8]. Assuming that in this case perceptual analysis takes more time to be processed, its issue depends mainly on the compatibility of cues. Should multiple cues be perceived as lacking coherence, their analysis could not result in a strong discrimination accuracy. It is what happens to bilinguals who, speaking equally well both languages, are plausibly sensitive to the discrepancy between temporal and spectral cues e.g. shorter and shorter French-like prevoicing vs. Portuguese formant values.
Our data thus provide some support to the hypothesis that listeners can use distinct processing strategies when identifying and discriminating speech syllables. According to the acoustic patterns and task demands, they rely on a phonemic processing strategy, specifically in the phonemic boundary
area. However, they may take into account the category goodness, when farther from this boundary, in order to differentiate syllables receiving the same label. They can build an allophonic space, and bilinguals can keep separate their two languages. Thus bilinguals and monolinguals appear as perceiving speech according to the same processes, but with different perceptual sensitivities due to linguistic experience.
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# TESTING THE FAIRNESS OF VOICE IDENTITY PARADES: THE SIMILARITY CRITERION 
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#### Abstract

Several factors may adversely affect the reliability of a voice identity parade. This paper concentrates on one of these, the degree of similarity of the voices used in the line-up. It describes two techniques which may be used to measure voice similarity - pairwise comparison and the use of semantic scales - and compares the results with the scores obtained in a recognition experiment using a six-speaker voice line-up. It is suggested that a modified version of the paired comparison technique could usefully be applied either to select voices for inclusion in a line-up or to interpret the results of a voice line-up.


## 1. INTRODUCTION

In a recent survey of the literature on voice identification research, Deffenbacher et al. [2] observe that voice recognition studies are few in number and widely scattered. Studies dealing with voice identity parades are fewer still. This is somewhat surprising in view of the fact that the voice identity parade is a procedure which, potentially, has a wide range of application in police investigations and legal proceedings. It is frequently the case that the voice of a person involved in the commission of a crime is one of the few clues to the identity of that person. Of course, once a suspect is available, it is possible to ask an earwitness if the voice of the suspect is the same as that heard at the time of the crime. But there is obviously a real danger here that the earwitness may 'recognize' the voice, simply because the suspect's voice sounds similar to that of the criminal. There are many other types of bias which may render the results of an aural confrontation virtually meaningless. Some of these are similar to those that apply to visual identity parades
(Clifford [1]). Hammersley and Read [3] briefly discuss some of the precautions that should be taken in conducting a voice line-up. A major criterion for the reliability of the voice line-up is that it should be 'fair'. An important implication of this is that the voices should be similar. It would therefore be useful if some objective measure existed by means of which voice similarity could be determined. Ideally, this would be used in the selection of voices for inclusion in the line-up but if, for some reason, this has not happened, it could also be a useful tool to interpret the results of a voice parade.

## 2. AIM OF THIS STUDY

The main objective of this study is to explore the possibility of measuring voice similarity for the purposes of a voice identity parade. Two methods, the use of semantic scales and pairwise comparison, are examined, and the results are compared with those of a voice recognition experiment involving a sixspeaker line-up.

## 3. STIMULUS MATERIAL

Various precautions were taken to avoid bias in the stimulus material. Five educated male speakers of Dutch were recruited to produce material similar to that contained in an authentic recording of a 'target' speaker. They were selected on the basis of close similarity to the target speaker in terms of age, educational background and accentedness, and on the basis of their credibility in terms of the role they were asked to play. The six speakers selected were between 35 and 50 years of age and had a mild to very mild The Hague accent. Special care was taken to avoid bias due to speech content and to speech style as a function of lan-
guage use. The five foils all took part in two approximately 5 -minute telephone conversations with a third party, as part of a (fictitious) campaign to recruit representatives for a new company. Prior to the recording of the telephone conversations, the five foils were given two sheets, one describing the aims and organisation of the company and the future activities of the representatives, the other containing a list of keywords and phrases to be used as a prompt during the telephone conversations. The third party was provided with similar information to enable him to pose as a prospective representative. Although the material produced by the foils was therefore neither strictly unrehearsed nor unmonitored, none of the listeners tumed out to be aware of this. The telephone conversations were edited to remove the voice of the third party. Four stimulus tapes were produced: The first, Tape 1, consisted of 150 sec. samples of nett speech from each of the 6 speakers (i.e. the five foils and the target). The second, Tape 2, consisted of 60 sec . samples of nett speech different from that used for the compilation of the first tape. Tapes 1 and 2 were used in the voice recognition experiment. The third tape, Tape 3, consisted of two sets of 10 sec . samples taken from the 60 sec . samples on Tape 2, randomly arranged to form two series of 15 pairs. Tape 4 consisted of a single listing of the six 10 sec . samples used for Tape 3.

## 4. EXPERIMENTS CONDUCTED

### 4.1 Semantic Scales

In the first experiment, 10 listeners were played Tape 2, consisting of 150 sec . samples of each of the six stimulus voices, and asked to rate the speakers on 16 scales, eight of them referring to speech characteristics and eight to speaker personality characteristics.

### 4.2 Pairwise Comparisons

In the second experiment, two groups of 5 subjects first listened to Tape 3. They were asked to familiarize themselves with the range of voices on this tape before moving on to Tape 4, containing the 15 randomized pairs. For each pair, they were instructed to express the degree of difference between the voices they heard on a scale from 1 to 10 , with

1 standing for 'the same' and 10 for 'very different'.

### 4.3 Voice Recognition Parade

The third experiment was a voice identity parade. The 150 sec . samples of speakers number 1,3 and 4 respectively, on Tape 1 were played to three groups of second-year Business Communications students. They were told to pay special attention to the voice they heard rather than to what was being said, as they would be questioned about this voice in a week's time. Exactly one week later they listened to Tape 2, containing the 60 sec . fragments. Prior to this, they were told that they were going to hear six speakers, one of whom might be identical to the one they had heard a week earlier. Contrary to the truth, they were also told that none of the speakers might be identical to the target voice, since the experiment involved several groups and that in some of these the target voice was not on the tape. They were asked to circle the number on their answer sheet corresponding to the number preceding the speaker of their choice and to circle 0 if they judged none of the speakers identical. They were also asked to indicate the degree of confidence in their decision on a 5 -point scale.
4.4 Mean F0

The 10 sec . samples of Tape 4, used for the Pairwise Comparison task were also used to arrive at a mean FO-value + standard deviation for each of the 6 speakers, using the SIFT algorithm. The following values were found:

Table 1 Mean FO -values and standard deviations

| Speaker | Mean FO | $(\mathrm{Hz})$ | S.D. |
| :--- | :---: | :---: | :---: |
| 1 | 103 |  | 16 |
|  | 139 |  | 24 |
|  | 82 |  | 18 |
| 3 | 123 |  | 19 |
| 4 | 110 |  | 34 |
| 5 | 104 |  | 15 |

## 5. RESULTS

### 5.1 Semantic Scales and Paired Comparisons

The scale values obtained on the 16 scales were used to calculate interspeaker distances by means of the common
squared Euclidean metric. Three sets of distances were calculated: a) distances based on the complete set of 16 scales, b) distances based on the 8 speech scales, and c) distances reflecting the scores on the 8 personality scales. The calculation of distances on the basis of scale values is a somewhat hazardous affair, as the number of scales covering a specific aspect of the object under investigation may have a substantial effect on the distance obtained. For that reason, factor scores should be used, as these scores are not correlated. In actual forensic practice, however, only a limited number of subjects will normally be available, so that the use of factor analysis is not possible, as the number of variables largely exceeds the number of cases.
The following table shows the correlations between Dall (distances based on all 16 scales), Dsp (distances based on speech scales), Dper (personality scales) and Diss (the overall dissimilarities, obtained in the paired comparison test), for all 15 pairs of the 6 speakers involved.

Table 2 Correlations between 3 types of distances and the overall dissimilarities; $\mathrm{N}=15$ (see text). Significant correlations ( $p=0.05$ ) are marked *.

> Dall Dsp Dper Diss

```
Dall
Dsp .98*
Dper .95* .97*
Diss . 45 . 46 . 51
```

The correlations given above show that the scale-based distances and the overall dissimilarities are not equivalent. We also applied cluster analyses to the distances and dissimilarities. The results provided confirmation for the difference found between the two approaches: paired comparisons vs. the use of semantic scales. So we have reason to believe that the two methods of assessing the homogeneity of a group of subjects are not equivalent.

### 5.2. Voice Recognition Parade

The results of this experiment were as follows:

Table 3 Identification results ( $\mathrm{Gr}=$ Group; C.I. = correct identification, F.I. $=$ false identification, F.E. $=$ false elimination).

| Gr | Target | C.I. | F.I. | F.E. | N |
| :--- | :--- | :--- | :--- | :--- | :--- |
| A | 1 | $91.7 \%$ | $8.3 \%$ | - | 12 |
| B | 3 | $90.1 \%$ | - | $9.9 \%$ | 11 |
| C | 4 | $69.2 \%$ | $30.8 \%$ | - | 13 |

An analysis of the False Identifications reveals that, while one listener mistook Speaker 4 for Speaker 1, 4 listeners wrongly identified Speaker 1 as Speaker 4. The bias towards Speaker 1 may be due to the order of presentation. Group A, whose target speaker was Speaker 1, heard their target before they could be confused by Speaker 4, while Group C, whose target was Speaker 4, first heard the apparently rather similar Speaker 1.

## 6. FURTHER CONSIDERATIONS

Given the fact that the two methods do not produce equivalent results, it would obviously be desirable to assess their validity by means of some independent test. One way of doing this would be to correlate the results of the two techniques with the confusion scores of a large number of voice recognition tests involving all six speakers in turn as targets, conducted at various time intervals. So far, only the results presented in 5.1 are available. Unfortunately, it appears that with a one-week interval between presentation and recognition sessions, recognition scores are very high so that a ceiling effect is produced. It is expected that longer delays between presentation and recognition sessions will produce the type of scores that are required to calculate correlations. On present information, we would be inclined to prefer the paired comparison test. It has two distinct advantages over the semantic scale test, one theoretical, the other practical. As we have already observed, the use of semantic scales inevitably involves a certain amount of overlap between the scales used, which may seriously affect the distance indices obtained. The distances obtained with the paired comparison test should provide a more accurate reflection of the dissimilarity of the voices. From a prac-
tical point of view too, the paired comparison test is preferable since it is considerably less time-consuming and labour-intensive. However, it should be noted that the dissimilarity measures obtained in the paired comparison test need to be converted to metrical distances by means of a Multidimensional Scaling Technique. This conversion presupposes a small 'Stress-value', associated with a relatively small number of underlying dimensions.

## 7. A PRACTICAL PROPOSAL

As discussed in the introduction, the voices used in a voice parade should not constitute too heterogeneous a set. The target voice in particular, should not occupy an outlying position in the perceptual space. Presumably, an ideal situation for a voice parade would be for all voices to be located in equidistant positions on a concentric circle around the centroid of the perceptual space. A rule of thumb might be: the target voice should not be situated at a distance from the centroid greater than the average distance + its standard deviation. If this principle is applied to the distances obtained in the paired comparison test, the result is that illustrated in Fig. 1
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The SPSS-procedure ALSCAL was used; with two dimensions Kruskal's Stress formula 1 was .063 (RSQ =.972). Here, the sum of the average distance plus the s.d. $(=1.882)$ is taken as the radius of a circle around that point. The value of the target voice should not exceed that value. It appears that our target (no 6) is located within the desired distance to the centroid.

## 8. CONCLUSION

Of the two procedures which may be used to assess the similarity of voices used in a voice line-up, the paired comparison test appears the more promising. Further research to obtain independent support for its validity is in progress.
A final observation concerns the proposed sphere of application of the similarity test. It is clearly not intended as a foolproof procedure which can simply be applied to any random set of voices. It is only when every conceivable effort has been made to avoid bias of any kind in the selection of the voices that the results of the test will be meaningful.
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Figure 1 The locations of the 6 speakers in the Perceptual Space
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ABSTRACT
A test has been performed with natural and artificial sequences to check the actual role of vowels in the perception of the hasality feature of Italian consonants. The procedure and results are presented and discussed in the present paper.
0. FOREWORD

The Italian phonological system is traditionally said to have a series of nasal consonants but no nasal vowel. Vowels are only said to become nasalized for anticipatory coarticulation in $V-G_{N}$ or, more often, for carryover in $G_{N}-V$ contexts. Such vocalic nasalization is given no phonological significance, nor has it ever been investigated whether it has any direct perceptual relevance for the recognition of the $V-C$ or $C-V$ sequence. In a previous research [1] some experiments were made with nasalized and non-nasalized (Einal) vowels in Italian minimal pairs such as vini ~ vidi, cane ~ cade, alma ~ alba, etc. Such sequences showed a regular nasalization of the final vowel if preceded by a nasal consonant $\left(\mathrm{C}_{\mathrm{N}}-\mathrm{V}\right.$ $>C_{N}-V_{N}$, and no nasalization in the opposite case
$\left(\mathrm{C}_{\mathrm{O}}{ }^{-\mathrm{V}}>\mathrm{C}_{\mathrm{O}}-\mathrm{V}_{\mathrm{O}}\right)$. The expertment consisted in an artificial inversion of the Einal vowels, so to obtain such final sequences as $\mathrm{C}_{\mathrm{N}}$ $V_{0}$ and $C_{0}-V_{N}$.
The answers given by a group of listeners showed that their perception of the nasality $\sim$ non-nasality feature in the consonants ([n]~[d], [m]~[b]) was very strongly affected by the presence ~ absence of the same feature in the following vowel. This means that in case of inconsistency between the nasality feature present in the consonant and the one present in the vowel, it was surprisingly the latter which used to prevail: so both the [ $\alpha$ nasal] vowel and the [-a nasal] consonant were heard as [a nasal], with a somehow asymmetrical behavior, as the effect was general for $\alpha=+$ and apparently underwent some restrictions for $a=-$.
On the present occasion I will present and describe the results of a new test realized with approximately the same technique as the previous one on a much larger set of Italian minimal pairs, each containing the opposition between an oral and a nasal homorganic consonant, in order to check the results previous-
ly obtained and to relate them to some variables.

1. MATERIALS AND METHODS The words for the test have been selected according to the following criteria:
a)preceding context: an Italian consonant in prefinal position in a bi- or polysyilabic word can be either preceded by one of the seven vowels $[i, e, \varepsilon, a$, $, 0, u]$ or by one of the consonants [z, $1, r, m, n]$; the vowels $[\mathrm{e}-\varepsilon$ ] and [ $0 \sim$ ] have not been used here because of the very fluctuating use Italian speakers make of such oppositions; with [z] no minimal pair was found; as to nasals, only the homorganic one is accepted, so before alveolars only [n] is used, and only [m] before bilabials; the actual set of preceding contexts used was [a-,1-, u-,1-,r-,N-];
b)following context: in final (unstressed) position only four vowels can be found [-a,-e,-1,-o].as [u] is practically absent in that position and the oppositions [e~ $\varepsilon$ ] and [or ] are neutralized;
c)place of articulation: only two pairs of (voiced) oral vs. nasal consonants exist in Italian $[b \sim m]$ and $[d \sim n]$, as the pair $[g \sim n]$ is neither phonological nor can it appear in the examined position.
The product of 6 preceding contexts * 4 following contexts * 2 places of articulation makes 48 potential pairs of sequences. A careful examination of the Italian lexicon showed that only 26 of them are actually employed (not taking into account rare or obsolete words). Here is the list of the theoretical contexts. Those employed in
the present research are underilned; only the oral sequences are listed, not their nasal counterparts, which can be easily obtained substituting $-n-$ for - d - and -m- for -b-:

| ada | ade | adi | ado |
| :---: | :---: | :---: | :---: |
| ida | Ide | IdI | Ido |
| uda | ude | udi | udo |
| lda | Ide | 1di | 1do |
| rda | rde | rdi | rdo |
| nda | nde | ndi | ndo |
| aba | abe | abi | abo |
| 1ba | 1be | ibi | 1bo |
| uba | ube | ub1 | ubo |
| 1ba | Ibe | $1{ }^{161}$ | 1bo |
| rba | rbe | rbi | rbo |
| ba | mbe | mbi | mb |

A native male Italan speaker of 29 years old uttered the words in our laboratory. The words were recorded on a tape. The splicing of the final vowels from the rest of the word was carried out on the basis of the observation of both the oscillograms and spectrograms of the natural signals, along the conventional segment boarders. The operation of inversion between the final vowels of each pair of words was effected by means of a DSPSonagraph 5500 "gating lediting" procedure (such device allows to choose the "cutting" point with an approximation of $\pm 3 \mathrm{~ms}$ ).
A group of 23 Italian students of foreign languages and IIteratures between 19 and 27 years old was then asked to listen to both the natural and artificial sequences and to give their judgment about them. The test was organized as follows: each of the 52 words making up the 26 pairs was presented aurally (in headphones) in its natural shape and at the same time
the subjects could read it on a special form prepared for them; the natural stimulus was then followed by two artificial sequences built up with the phonic material of the corresponding minimal pair (e. g. the natural word strada was followed by an artificial stimulus made up with strad- plus the final -a from strana and by one made up with stran- and -a from strada); the order of the natural stimuli was completely random, and so was the order of the two artificial stimuli following the natural one; the iisteners were asked to decide which of the two artificial stimuli heard resembled best the natural stimulus previously heard and read.
2.RESULTS AND DISCUSSION Following strictly the phonological models of Italian, one would expect the substitution of a final nasalized vowel with a nonnasalized one and viceversa to have no effect on the perception of the sequence, as the nasality of the consonant, which is considered the only pertinent manifestation of nasality, is perfectly preserved. So, starting from the natural stimulus strada, one can consider the artificial strad+V to be phonologically the "same" as the natural sequence, and stran+ $V_{0}$ a "different" sequence. so, all answers to the test can be classified as "phonological" (tphon) if the "same" stimulus is indicated to resemble best the natural one, and "antiphonological" (-phon) if the "different" stimulus is chosen.

Globally, the answers given by the students are as follows:

| answers |  |  |
| :--- | :---: | :---: |
| type | number | percentage |
| tphon | 314 | $26.2 \%$ |
| -phon | 882 | $73.8 \%$ |

The results will now be presented and examined according to the variables above listed. A general discussion will follow.
a) Preceding context

|  | answers |  |  |
| :---: | :---: | :---: | :---: |
| V- | type | number | percent. |
| a-$1-$u- | +phon | 47 | 25.5\% |
|  | -phon | 137 | 74.5\% |
|  | +phon | 57 | 24.8\% |
|  | -phon | 173 | $75.2 \%$ |
|  | +phon | 83 | 45.1\% |
|  | -phon | 101 | 54.9\% |
| C- | type | number | percent. |
| $\begin{aligned} & 1- \\ & \mathrm{r}- \\ & \mathrm{N}- \end{aligned}$ | +phon | 74 | 40.2\% |
|  | -phon | 110 | 59.1\% |
|  | +phon | 36 | 19.6\% |
|  | -phon | 148 | 80.4\% |
|  | +phon | 17 213 | $7.4 \%$ $92.6 \%$ |
|  | -phon | 213 | 92.6\% |

As can be seen from the above tables, the number of -phon answers always exceeds the tphon. The most favorable contexts for such effect are the presence of a nasal $[\mathrm{N}-]$ and an alveolar vibrant $[r-]$. Also with $[a-]$ and $[1-]$ the results are pretty good in the direction of an antiphonological behavior; while after [u-] and [1-] the answers approximate a random distribution of 50\%-: 50\%.
b) Following context

|  | answers |  |  |
| :---: | :--- | :---: | ---: |
| -V | type | number | percent. |
| -a | tphon | 94 | $25.5 \%$ |
|  | -phon | 274 | $74.5 \%$ |
| -e | tphon | 37 | $13.4 \%$ |
|  | -phon | 239 | $86.6 \%$ |
| -1 | tphon | 158 | $49.1 \%$ |
|  | -phon | 164 | $50.9 \%$ |
| -0 | tphon | 25 | $10.9 \%$ |
|  | tphon | 205 | $89.1 \%$ |

In this case, too, some contexts seem to be very favorable to a -phon behavlor, such as $[-0]$, $[-e]$ and, to a lesser extent, [-a], and one context, [1], with a random distribution of the answers.
=)Place of articulation

|  | answers |  |  |
| :--- | :--- | :---: | :---: |
| place | type | numb. | percent |
| alv. | tphon | 120 | $17.4 \%$ |
| bilab | -phon | 570 | $82.6 \%$ |
|  | tphon | 194 | $38.2 \%$ |
|  | -phon | 312 | $61.8 \%$ |

The difference is rather large in favour of the alveolar place of articulation, which shows a high percentage of -phon answers; with bilabials the effect is smaller, though still exceeding a casual distribution enough to be considered meaningful.
d)Direction of the effect

|  | answers |  |  |
| :---: | :--- | :---: | :---: |
| -c- | type | numb | percent |
| oral | tphon | 174 | $29.1 \%$ |
|  | -phon | 424 | $70.9 \%$ |
| nasal | tphon | 140 | $23.4 \%$ |
|  | -phon | 458 | $76.6 \%$ |

As indicated above, the results of a previous test had shown an asymmetrical Derceptual effect of the
inversion of the vowels, so that the sequence $C_{N}-V_{0}$ was generally percetved as $\mathrm{C}_{0^{-}}$ $V_{0}$, while the perception of $\mathrm{C}_{\mathrm{O}}{ }^{-V_{N}}$ as $\mathrm{C}_{N^{-}} \mathrm{V}_{\mathrm{N}}$ was also frequent but not to the same extent. In the present test there is still a slightly higher number of -phon answers for nasal than for oral consonants, but the difference is too little to be meaningful.
The results, on the whole, witness a very strong effect of the vowel's nasal1ty feature on the perception of the preceding consonant. Even the lowest percentages obtained, which still exceed 50\%, show that in case of inconsistency between the nasality feature in the consonant and in the vowel, the first does not prevail automatically, as phonologists seem to presume, when they exclude that the nasalization of vowels has any pertinence in Italian. In case of random distribution of the answers, the feature of nasality can be said to have an equal weight in consonants as in vowels. But the general result of the test, and the particular result in most contexts, is that the weight of nasality in consonants and in vowels is not the same, and that the feature of nasality seems to be much more important for vowels than for consonants in Italian.
3. REFERENCE
[1] GIANNINI A., MATURI P., PETTORINO M., "Il ruolo della nasalita nella fonologia dell'italiano", in FUSETTI M.(ed.), Atti del XVIII Convegno Nazionale dell'Associazione Italiana di Acustica, L'Aquila.18-20 aprile 1990, pp.191-6.

# PERCEPTION AND PRODUCTION OF A VOICING CONTRAST BY FRENCH-ENGLISH BILINGUALS 

V. Hazan and G. Boulakia<br>Dept of Phonetics \& Linguistics, University College London, U.K. Laboratoire de phonétique du DRL, Université de Paris VII, France


#### Abstract

The use of Fl onset information, which constitutes a cue to the voicing contrast in English, but not in French, was investigated in French-English bilinguals, classified according language bias. Results show evidence of code-switching in production but not in perception. English-bias bilinguals were more strongly affected by the F1 onset cue than French-bias bilinguals.


## 1. INTRODUCTION

Perceptual studies with bilinguals investigate whether phonemic categorisation is affected by higher order linguistic information, by presenting a same continuum with different language precursors. The voicing contrast is particularly useful for such investigations, as it is marked differently along the Voice Onset Time (VOT) dimension in languages such as French and English. Results of such studies are contradictory. Some have not found evidence of any language effect on categorisation (eg. [1]) while others have only found evidence of code switching in perception for strong bilinguals [2]. In this study, the effect of language bias was controlled by testing bilinguals both in France and in Great-Britain. Computer-edited natural stimuli were used together with careful test procedures to ensure that subjects were sufficiently induced into a particular language set.

A novel approach was to focus
attention on the use by French-English bilingual and monolingual subjects of spectral cues to the voicing contrast. In English, first formant cutback in the vowel following long-lag voiceless plosives contrasts with a rising first formant onset following short-lag voiced plosives while, in French, a rising first formant onset is present after both voiced (lead) and voiceless (short-lag) plosives. F1 onset therefore constitutes an additional cue to the voicing contrast in English but not in French.

## 2. STIMULI

The /pen/-/ben/ minimal pair was chosen as it is meaningful both in English ("Ben - pen") and in French ("benne - penne"). Test continua were created using digitised natural speech waveforms. In all continua, VOT ranged from -40 ms to +40 ms in 10 ms steps. In the first continuum (Pen/VOT), the [en] portion, burst transient and aspiration were taken from a voiceless [ $p^{h} e n$ ] produced by a male speaker. A "cut and paste" technique was used to create intermediate stimuli. For stimuli with positive VOTs, the aspiration was progressively deleted, in 10 ms slices, following the burst release. For stimuli with negative VOTs, the prevoiced portion was edited out of a voiced [ben], appended to the front of the burst release then cut back in 10 ms steps. In the second continuurn (Ben/VOT), the [en] portion from a [ben] token was used. The
same technique as described above was used to obtain the VOT continuum. The two ranges therefore varied in the spectral characteristics of the vowel. In order to create French and English test conditions, each of the stimuli described above was preceded by a precursor: "répète" in the French condition and "repeat" in the English condition. For each condition, an identification test tape was prepared by randomizing and recording ten tokens of each of the nine stimuli.

## 3. SUBJECTS

Four groups of listeners were tested: 8 bilinguals living in London, 13 bilinguals living in Paris, 11 British monolinguals and 13 French monolinguals. All subjects reported normal hearing.

## 4. PROCEDURE

Testing was carried out over two onehour sessions on separate days (one session only for monolinguals). At each session, only one language was used. The session started with a speech recording of "accent-re vealing" sentences and of minimal pairs. The Pen/VOT and Ben/VOT stimuli were then presented in two-alternative forced-choice identification tests. Stimuli were presented free-field at a comfortable listening level.

## 5. RESULTS

### 5.1 Classification of subjects

Bilingual subjects were classified according to strength of bilingualism and language bias. Strength of bilingualism classification was based on judgments by phonetically trained listeners in France and Great-Britain of the recordings of the "accent-revealing" sentences on a scale of 0 (native) to 5 (foreign). Language bias, seeking to reflect what would be considered the "base language" for a particular bilingual, was determined on the basis of a questionnaire where
information was collected on main language spoken with family and friends, at school, etc. There were 10 Englishbias bilinguals ( 4 "mid" and 6 "strong") and 11 French-bias bilinguals ( 4 "mid" and 7 "strong").

### 5.2 Production

VOT measurements were made of five repetitions of /pen/ and /ben/for each speaker in each language. Means were then obtained according to subject group and language mode (Fig. 1). There is clear evidence of code switching in production, even though values obtained for bilinguals differ from monolingual values. The mean values obtained for "mid" bilinguals in their weaker language were furthest from the average monolingual values.

### 5.3 Perception

Mean labelling functions obtained for monolinguals and for bilinguals grouped according to language bias are presented in Figure 2. The mean phoneme boundary estimates were obtained using a maximum likelihood estimation technique, which fits a cumulative normal function to the data. For the Ben/VOT condition, mean boundary values of +1.4 ms were obtained for French monolinguals and +17.6 ms for English monolinguals. A sizeable phoneme boundary shift was obtained in the Pen/VOT condition for both groups of monolinguals with boundaries of -10.6 ms for English subjects and -22.4 ms for French subjects. Even though F1 onset is not contrastive in French, the presence of "abnormal" spectral characteristics therefore led to a greater proportion of voiceless responses by French listeners with only stimuli with greater than 20 ms of prevoicing consistently labelled as voiced. The labelling function obtained for English monolinguals was less sharp; even stimuli with prevoicing were not consistently labelled as voiced.

For the bilingual groups, each
graph contains four functions representing the labelling of the Pen/VOT and Ben/VOT conditions with French and English precursors. Phoneme boundaries (Table I) obtained for the Ben/VOT condition were similar for the French- and English-bias bilingual groups and intermediate to values obtained for monolingual listeners. There was little evidence of a significant shift in boundary between French- and English-precursor conditions as the $95 \%$ confidence interval ranges overlap considerably. For the Pen/VOT condition, English-bias listeners showed a much greater boundary shift relative to the Ben/VOT condition than French-bias listeners. As French monolinguals, French-bias bilinguals were able to consistently label stimuli with greater than 20 ms prevoicing as voiced despite conflicting spectral cues in the vowel. However, their labelling of the continuum was much less categorical than that obtained for monolinguals. Again, for both groups there was little evidence of boundary shift induced by a difference in the language of the precursor.

## 6. DISCUSSION

There is clear evidence of codeswitching in production. The effect of strength of bilingualism was seen as weaker bilinguals showed a less complete shift in VOT between their productions of the French and English contrasts than stronger bilinguals. In perception, little evidence was found to support code-switching. On average, changing the language of the precursor did not generally lead to a significant shift in phoneme boundary, although evidence of code-switching may be found for individual bilinguals. A change in the spectral characteristics at vowel onset did however have a differential effect on labelling according to language bias. There is therefore some evidence
for the theory that bilinguals have a "base language" which determines which speech pattern cues are used in perception. Indeed, bilinguals exposed to English early were shown to be more sensitive to changes in spectral characteristics of the vowel and showed this sensitivity both in French and English modes. Further support for a "base" language in bilinguals can be found at a different level of processing. Indeed, Cutler et al. [3] found that only French-dominant bilinguals made use of syllabic segmentation, which is appropriate for French but not English, even though all subjects in the study were strong bilinguals. There is therefore evidence from different sources that even in highly proficient bilinguals, one language dominates in terms of certain aspects of language processing.
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## Table I: Phoneme boundary measures

 (ms VOT)FRENCH-BIAS BILINGUALS Mean $95 \%$ conf.int.

| Ben/VOT E | 11.5 | $6.9 \rightarrow$ | 15.9 |
| :--- | ---: | ---: | ---: | ---: |
| Ben/VOT F | 7.7 | $2.6 \rightarrow$ | 12.9 |
| Pen/VOT E | -9.8 | $-15.8 \rightarrow$ | -3.8 |
| Pen/VOT F | -14.7 | $-17.9 \rightarrow-11.5$ |  |
| ENGLISH-BIAS BILINGUALS |  |  |  |
| Ben/VOT E | 8.0 | $*$ | $*$ |
| Ben/VOT F | 9.7 | $-1.2 \rightarrow$ | 19.4 |
| Pen/VOT E | -20.4 | -32.2 | $\rightarrow-12.1$ |
| Pen/VOT F | -21.4 | $-27.5 \rightarrow-16.5$ |  |
| $*$ not estimable |  |  |  |

Figure 1: Mean VOT measurements for Figure 1: Mean productions of /pen/ and /ben/by monolingual speakers and bilingual speakers in each language.


Figure 2: Mean labelling functions for monolinguals and bilinguals grouped according to language bias.

stop duration was kept as in the original token.
d) $/ 0 /$ in /roda/ was shortened by cutting out a section of the steady state vowel: to 144 msec in Set 1 and 143 msec in Set 2. The stop duration was kept as in the original token.

In each of these eight stimuli, therefore one cue has been introduced which conflicts with the other information present in the token. A comparison of responses to the edited stimulus and to the unedited token will show the effect of this alteration.

To test the interaction of stop or vowel duration and voicing during the closure, in each of the above 8 stimuli, together with the 4 original tokens, the closure voicing was edited out in stages, in the case of /roda/ stimuli, or added in in stages, in the case of /rota/ stimuli. 12 series of stimuli were thereby created, each with a gradually increasing duration of voicing during the closure.

The series resulting from an original /rota token are referred to below as /rota/ stimuli, those from a/roda/ token as /roda/ stimuli.

### 2.2 Procedure

There were 10 presentations of each of the 78 stimuli. The experiment was in two parts: Set 1 and Set 2 stimuli being presented separately. Within each part the presentations were randomised, and preceded by 10 other words recorded by the same speaker. The experiment wa carried out in Moscow, with 37 subjects who were native Russian speakers aged 17-40 resident in Moscow (18 female, 19 male). The subjects heard the stimuli played on a cassette recorder in quiet surroundings, 27 with headphones, 10 without. The format was a forced choice identification task, and subjects wrote their responses on prepared answer sheets.

## 3. RESULTS AND DISCUSSION

### 3.1 Voicing during the closure

Figures 1 and 2 present the mean responses to the /rota/ stimuli Set 1 and 2 and the/roda/ stimuli Set 2 . It can be seen that voicing during the stop is an important cue. Full voicing leads to approxi-
mately $100 \% / \mathrm{d} /$ responses. Absence of voicing leads to $100 \% / t /$ responses in the case of /rota/ stimuli, and in the case of roda/ stimuli to $47.7 \%, 60 \%$ and $80.6 \%$ $/ \mathrm{t} /$ responses, depending on stop and vowel duration. Full voicing is, not unexpectedly, a sufficient cue to override all others, including in the case of /rota stimuli all other cues to $a / t /$ present in the original token. The absence of voicing does increase $/ \mathrm{t} / \mathrm{r}$ responses but is not, at least in the case of this particular token, a sufficient cue to a $/ t$.
a. /rota/ stimuli Set 1


Figure 1: Responses to /rota/ stimuli with 1 =original stop and vowel duration, $2=$ shortened stop, and $3=$ lengthened vowel.

22 of the 37 subjects gave a $100 \% / \mathrm{d} /$ re sponse to the /roda/ Set 1 stimuli, even when the consonant or vowel duration had been altered and there was no voicing during the closure. Only two subjects gave a $50 \%$ or more $/ t$ response to any stimulus. The most likely characteristic leading to this almost total $/ \mathrm{d} /$ response is the presence of voicing at the burst.

For one subject only, there was an 80 $100 \% / \mathrm{t}$ / response to all /rota/ stimuli, even with consonant or vowel duration changed. For this subject, at least in the case of these particular tokens, closure
voicing is not a sufficient cue to a/d/and is being overridden by another cue or cues to a $/ \mathrm{t} / \mathrm{f}$ in the token. His results are excluded from the mean results for the /rotal stimuli presented below.


Figure 2: Responses to /roda/ stimuli Set 2 with $1=0$ riginal stop and vowel duration, $2=$ lengthened stop and $3=$ shortened vowel.

### 3.2 Vowel duration

Figures $1 a$ and $b$ show a small decrease in /t/ responses to /rota/ stimuli with a lengthened vowel, where closure voicing is ambiguous. There is a small difference in the $50 \%$ crossovers between the two labelling functions: of 3.1 msec (Set 1) and 4.8 msec (Set 2). In both cases t-tests for paired samples show this difference to be significant (Set 1: $\mathbf{t}=-3.40, \mathrm{p}=$ 0.002 ; Set $2: \mathrm{t}=-6.62, \mathrm{p}<0.001$ ).

Figure 2 shows that in/roda/ Set 2 stimuli the shortened vowel has an effect on responses where the closure voicing has been almost completely edited out. The combination of vowel duration and absence of voicing is a stronger cue than the absence of voicing alone, although not a sufficient cue to completely override others in the signal. In the case of the stimuli with 8 msec closure voicing, the difference in $/ \mathrm{t} /$ responses is $12.6 \%$, which a paired samples t-test showed to be significant ( $\mathrm{t}=4.89, \mathrm{p}<0.001$ ).

It is possible that the difference in responses is small because the amount by which the vowel duration had been altered was small. The alterations were this size, however, in order to be representative of the differences found in production.

### 3.3 Stop duration

In the case of /rota/ stimuli, the change to a /d/ percept occurs with less closure
voicing when the stop is shortened than when it is not (figures la and b). The difference in the $50 \%$ crossover points was 23.2 msec (Set 1) and 14.1 msec (Set 2), which in paired samples $t$-tests were significant (Set $1 \mathrm{t}=-19.45, \mathrm{p}<0.001$; Set $2 \mathrm{t}=-12.62, \mathrm{p}<0.001$ ).

A possible interpretation of these results is that the shorter consonant duration is an additional cue to a $/ \mathrm{d} /$. However, as shortening the stop automatically increases the proportion of the stop which is voiced (for a given absolute duration of voicing), it is possible that the difference in response is due rather to the listeners using the voiced proportion of the stop as a cue, and not the absolute duration of voicing [3]. To test this, the responses were analysed as a function of the proportion of the closure which was voiced (figure 3 ).


Figure 3: Responses to /rota/ Set 1 stimuli as a function of the percentage of the stop which is voiced ( $1=$ original stop duration $2=$ shortened stop).

The change to a/d/response is now later (that is, when there is a greater voiced quotient) when the stop is shorter than when it is the original length. This was the case for Set 2 stimuli also. The difference between the $50 \%$ crossover points was $7.1 \%$ in Set 1 and $10.0 \%$ in Set 2, and was significant (Set $1 \mathrm{t}=6.49, \mathrm{p}<$ 0.001 ; Set $2 \mathbf{t}=9.54, \mathrm{p}<0.001$ ).

If the voiced quotient was the sole factor determining the response, the two labelling curves would be identical. This significant difference between the curves is unlikely to be due to the shorter consonant duration itself contributing, as the difference is in the opposite direction to that expected from production findings: here, a shorter stop appears to require a
greater voiced quotient to be perceived as a /d/. If, however, it is the absolute duration of the voicing, and not the voiced quotient, which is relevant in the perception of the contrast, the difference in figure 3 would be explained: a stimulus with the shorter stop will have a greater voiced quotient than a stimulus with equal absolute duration of voicing but a longer stop.

If it is the absolute duration of voicing which is perceptually relevant, figure 3 would not contradict the hypothesis that a decreased stop duration is contributing to a/d/response: there would be no direct evidence as to whether stop duration is relevant or not.


Figure 4: Responses to /roda/ Set 2 stimuli as a function of the percentage of the stop which is voiced ( $1=$ original stop duration, $2=$ lengthened stop).

If it is correct to conclude that the absolute duration of voicing is a cue, and not the voiced quotient, an explanation for the difference in the curves in figures la and b (voicing in msec ) is that the difference shows the contribution of the decreased stop duration to the perception of a/d/.

This conclusion is supported by responses to the/roda/ stimuli (figures 2 and 4). Whether closure voicing is analysed in terms of proportion of closure duration (figure 4) or absolute duration (figure 2), a longer stop leads to more / $/$ / responses when there is little voicing during the closure. The difference between the two labelling functions in $/ / /$ responses to stimuli with 8 msec voicing ( $32.6 \%$ ) was significant in a paired samples $t$-test $(t=6.99, p<0.001)$. The difference between the labelling functions when $10 \%$ of the closure is voiced is also significant (difference $24.4 \%, \mathrm{t}=5.86, \mathrm{p}$ $<0.001$ ). Stop duration is therefore con-
tributing to cue a $/ t /$, however voicing is analysed.

## 4. CONCLUSION

The duration of closure voicing is for most of the above subjects an important cue to the voicing contrast in Russian, although not in all cases does it override other cues present in the signal. The analysis supports a model in which the absolute duration of voicing is relevant and not the duration of voicing in proportion to that of the stop.

Stop and preceding vowel duration are additional cues to the voicing contrast in Russian. They have been analysed in this paper as independent factors; further analysis will investigate whether or not the results support a quotient model in which consonant to vowel ratio is the relevant perceptual cue.
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# THE CONTEXT SENSITIVITY OF THE PERCEPTUAL INTERACTION BETWEEN F0 AND F1 
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## ABSTRACT

According to a known hypothesis, the perceived degree of openness in vowels is given by the CB-rate difference (tonotopic distance) between F1 and Fo. Synthetic vowels and diphthongs with non-stationary $F_{0}$ and/or $F_{1}$ were used to find out whether it is the instantaneous $\mathrm{F}_{0}$, its average, or the prosodic baseline, that is relevant here. Most subjects behaved in accordance with the basic hypothesis, but some attached a smaller weight to $\mathrm{Fo}_{0}$. The results support the relevance of the prosodic baseine as well as that of the instantaneous value of $F_{0}$. Between speaker differences in behaviour were prominent.

## 1. INTRODUCTION

It is well known that the phonetic quality of phonated vowels, in particular their perceived degree of openness, or vowel "height", depends not only on the frequencies of their formants but also on their $\mathrm{F}_{0}$. According to one hypothesis, the perceived openness is given by the tonotopic distance (CB-rate difference) between F1 and F0 [6]. Data on $F_{0}$ and the formants of vowels produced at different degrees of vocal effort and by speakers with differently sized vocal tracts are largely compatible with such an hypothesis [5, 7]. It is, however, still in question whether it is the instantaneous $F_{0}$, its average, or some other kind of context dependent reference value that is relevant here.

The tonotopic distance hypothesis was first proposed to explain the results of perceptual experiments with syn-
thetic vowels [6]. Its quantitative validity has been questioned on the basis of results obtained in another perceptual experiment, in which the influence of $\mathrm{F}_{0}$ turned out to be smaller [4]. The discrepancy can be explained if it is assumed that listeners relate $F_{1}$ to the prosodic baseline rather than to an instantaneous or average value of $\mathrm{F}_{0}$ [8]. Such a baseline is obtained by interpolation between successive minima in the $F_{0}$-contour of the breath-group in question.

Data on $F_{0}$ in different styles of speech show that an invariant minimal value of $F_{0}$ is characteristic of each speaker [9]. That value of $\mathrm{F}_{0}$ is normally reached close to the end of statements. It appears to be stable in various types of paralinguistic variations, such as the degree of involvement [1] and in different styles of speech [2, 3], at least as long as these do not involve an overall change in vocal effort. More precisely, the invariant value of $\mathrm{F}_{0}$ is slightly above its minimum, and it might represent an average of the baseline.

If this is to be reflected in speech perception, listeners should, in effect, relate $F_{1}$ to an estimate of the speaker's prosodic baseline in judging vowel openness. According to slightly different hypotheses, the minimum $F_{0}$ in the whole breath-group or in a smaller unit of speech might be relevant instead. In order to test the various hypotheses, an experiment was performed with synthetic vowels and diphthongs in which either $F_{1}$ or $F_{0}$ varied or both varied in unison.

## 2. METHOD

### 2.1 Stimuli

The stimuli were synthesized digitally by means of a terminal analog of the vocal tract, using a three-parameter voice source and 8 formant filters in cascade. The excitation signal used imitated that observed, by inverse filtering, in a vowel produced by a woman. Thus, $F_{0}$ followed a natural intonation contour. The nominal $\mathrm{F}_{0}$-values referred to in the following are amplitude weighted mean values. These were 161 , $250,347,453,569$, and 697 Hz , representing steps of 1 Bark. The stationary positions of $\mathrm{F}_{1}$ were $250,347,453,569$, 697 , and 838 Hz . The formants above F1 were in all stimuli invariably at the following positions in $\mathrm{Hz}: 2220,3406$, $4434,5050,5741,6785,7829$.

The stimuli had a duration of 470 ms. Prospective diphthongs were obtained by frequency modulation of F1 and/or F0 with part of a sinusoid with a period of 360 ms , phased such that the nominal target values of $F_{1}$ and $F_{0}$ were reached 30 ms after the beginning and 80 ms before the end of the stimuli. The asymmetry was motivated by a final decrease in excitation amplitude.

The nominal $\mathrm{F}_{0}$-targets for the diphthongs were 250 and 453 Hz (stimulus series 3 a and 3 b ), 161 and 569 Hz (4a and 4 b ), and 250 and 347 Hz ( 5 a and $5 b$ ). The targets of $F_{1}$ were in each sereis 1 Bark above those of $F_{0}$.

### 2.2 Subjects

The stimuli were listened to and transcribed phonetically by 20 subjects, recruited among the personnel and students of the institute. Their first languages were Swedish (12), German (2), Finnish, Estonian, Russian, Bulgarian English, and Portuguese ( 1 each). The subjects reported no hearing disorders and they claimed good vocal proficiency in 4.7 languages, on average.
2.3 Procedure

The stimuli were presented binaurally through headphones in 8 series with 6 (first two series only) or with 9 stimuli each, as follows: (1) nominal $F_{0}=161$ $\mathrm{Hz}, \mathrm{F}_{1}$ rising in steps of 1 Bark. (2)

Both $F_{0}$ and $F_{1}$ rising in steps of 1 Bark. The remaining series ( 3 a to 5 b ) contained stimuli in which both $\mathrm{F}_{0}$ and $\mathrm{F}_{1}$ varied between the chosen target values. Each of these six series included also one sample of each combination of stationary target values: $\mathrm{F}_{0}$ low, $\mathrm{F}_{1}$ low; $F_{0}$ low, $F_{1}$ high; and $F_{0}$ high, $F_{1}$ high. Series $a$ and $b$ differed only in the order of presentation.

## 3. RESULTS

The stimuli were predominantly heard as front unrounded vowels with or without diphthongization. In some cases subjects heard front rounded vowels. The responses were computed according to the associated degree of openness as follows: [i y]: 1, [e $\emptyset]: 2$, [ə]: 2.5, [ $\varepsilon œ]: 3$, [æ]: 4. For diacritical marks "more (less) open" 0.5 was added (subtracted). In order to accommodate various diphthongs, the responses were quantified using four subsequent values according to the following model: [e]: 2222, [ej], [ei]: 2221, [ei]: 2211, [ ${ }^{\mathrm{i}} \mathrm{i}$ ] 2111.

Fig. 1 shows the average perceived degree of openness in the vowel series with subsequently rising $F_{1}$ with and without rising $\mathrm{F}_{0}$ (series 1 and 2). The last one of the four values assigned to each response was ignored. The vowels with the same $\mathrm{F}_{0}$ and the same higher formants, but with subsequently rising $\mathrm{F}_{1}$ were unanimously perceived as subsequently more open, from [i] to [æ] (upper line). The spread in perceived
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openness was small. As for the stimuli in which both $F_{1}$ and $F_{0}$ increased (lower line), ten subjects perceived essentially no change in openness, hearing all as [i] (lower dashed line), while the other ten were less uniform in behaviour. For them, only about 40 to 70 \% of a shift in $\mathrm{F}_{1}$ was compensated by an $\mathrm{F}_{0}$-shift equal in Bark (upper dashed line). The subjects behaved in a unanimous fashion only up to $\mathrm{F}_{0}=250 \mathrm{~Hz}$.

Fig. 2 shows the effect of variations in $\mathrm{F}_{1}$ on the perceived degree of openness as a function of time from the beginning to the end of each stimulus in the series 3 to 5 . The two non-terminal openness values have been averaged for these figures. The figure shows the results pooled over all subjects and over all three choices of extreme values for $F_{1}$ and $F_{0}$. There was no noticeable difference between the two orders of presentation. Fig. 2a includes the four cases in which $F_{0}$ was low, while $F_{1}$ was low ( l ), rising ( r ), high ( h ), and falling (f). In Fig. 2b, $F_{0}$ is falling, while $F_{1}$ is either high or falling. In Fig. 2c, $\mathrm{F}_{0}$ is rising, while $F_{1}$ is either high or rising.

Fig. 3 is analogous to Fig. 2, but it shows the effect of variations in $\mathrm{F}_{0}$ when $\mathrm{F}_{1}$ is given. Fig. 3a includes the four cases in which $\mathrm{F}_{1}$ was high, while $\mathrm{F}_{0}$ was low (1), rising (r), high (h), or falling (f). In Figs. 3 b and $3 \mathrm{c}, \mathrm{F}_{1}$ is rising and falling, respectively, while $F_{0}$ is either low or rising and falling with $F_{1}$.

The stimuli in which $F_{1}$ and $F_{0}$ were "stationary" were often heard as finally diphthongized. This tendency is exaggerated in the results, since even a slight degree of closing diphtongization in open vowels was often transcribed as [ $\left.V^{\prime}\right]$ or [Vj].

## 4. DISCUSSION

The results of the first experiment show that the typical listener behaves quite precisely in accordance with the tonotopic distance hypothesis. The results of the large group of listeners who appear to attach a smaller weight to F0 are troublesome. Considering the quite high degree of naturalness of the stimuli, these results tell us that there will be large between speaker discre-
pancies in perceived phonetic quality even in natural speech produced at high vocal effort, in particular by children, and in soprano singing. As for the age-conditioned variation per se, which is also reflected in an approximately uniform shift in $F_{0}$ and $F_{1}$, there is a cue to vocal tract size in the formants above F2, which is likely to reduce between listener variation for that case.

Fig. 3 demonstrates clearly that the instantaneous $\mathrm{F}_{0}$ (or a short time average) is of some importance. If the subjects were only sensitive to $\mathrm{F}_{0}$ averaged over the whole stimulus, the contours in each panel would run in parallel, with a vertical displacement. If they were only sensitive to the $\mathrm{F}_{0}$-minimum within each stimulus, the contours in each panel, except $h$ in 3 a, would coincide. If they were only sensitive to the baseline, all contours would coincide within each panel. On average, the data show a combination of baseline and instantaneous effects, the relative weight of the latter increasing from 0.36 to 0.68 during the course of the stimuli, but this does not hold for each subject.

The responses of individual subjects to the stimuli of Figs. 2 and 3 are not generaily predictable from their responses to those of Fig. 1. This is shown in Fig. 4, in which the Fo-sensitivity (in \% compensation) in the two types of context is shown for each subject. The comparison includes only the stimuli with "stationary" $\mathrm{F}_{0}$. The correlation be-

tween the two sets of data is low (0.44). There were some subjects who relied entirely on the instantaneous $\mathrm{F}_{0}$, while others relied on the baseline. The former appear along the diagonal $(\mathrm{y}=$ $x$ ), the latter where $\mathrm{y}=0$. Thus, between speaker differences turned out to be very prominent.

In a previous experiment, in which the perception of F2' was in focus, it was also observed that some subjects behaved consistently in agreement with the tonotopic distance hypothesis, while others showed a reduced influence of $F_{0}$ and often a less consistent behavior [10]. The proportion of the latter was lower among speakers of Swedish than among speakers of Turkish. Apparently, it had been still lower in speakers of Austrian German [6]. This might then be correlated with functional load: The minimum number of openness distinctions which are necessary to describe the phonological distinctions in the vowel systems is two for Turkish, three for Swedish, and four for Austrian German. As for the balance between instantaneous $\mathrm{F}_{0}$ and its baseline, the functional load of tone might be of importance, but there are no data to substantiate such a hypothesis.
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## ABSTRACT

A consensus transcription by two independent phoneticians of four speakers' readings of a two-minute passage was compared with the hand-labelling of the same recordings. A broad phonetic level of transcription was employed as this level of representation is usual in speech technology applications; the same symbol inventory was used for labelling. A number of differences between transcription and labelling are discussed with reference to the theoretical problems of relating auditory symbolic representation to the acoustic signal; the mapping of transcribed elements onto temporally defined acoustic segments is less than straightforward.

## 1. INTRODUCTION

There is a long tradition behind a number of internationally established conventions for the auditory specification of the segmental structure of utterances. In the case of prosodic structure, the conventions are of a more language-specific and theory-bound nature. With the growing availability of digitised speech recordings, facilities for representing the speech signal graphically, and the urgent need for large annotated speech databases, these conventions are being challenged. Labellers are faced with the task of relating two phenomenologically different manifestations of speech: a symbolic representation using transcription symbols and a two dimensional transformation of the physical speech signal on the screen.

This paper addresses this theoretical dilemma. The cases of segmental structure examined include a)voiceless schwa b) the occurrence of glottal stop or constriction and c) linking and syllabic $/ \mathrm{r} /$. Though
these are only a small number compared to the speech sounds transcribed and consistently segmented and labelled in these recordings, they are the product of normal articulatory processes, not freak events which could be safely ignored in the description of normal continuous speech. While they disappear as "noise" in the training distributions of stochastically based speech-recognition systems, they are in fact signal properties which, consistently labelled, could provide additional structural information for the generation of phonological rules. The prosodic investigation focusses on tonegroup demarcation in the transcription: the consistency with which transcribers place tone-group boundaries and the relationship of these boundaries to labelled pauses.

## 2. SPEECH MATERIAL AND ITS REPRESENTATION

For the segmental analysis, four recordings of approximately two minutes each of the "Numbers Passage" from EUROM.0, the first CD-ROM database of the Esprit Project 2589 (SAM) were transcribed by two trained and experienced phoneticians. They were also handlabelled by a number of SAM research assistants and cross-checked by the authors.

The level of detail given in the auditory transcription can be described as "broad phonetic". Only symbols available from the phonemic inventory of Southern Standard English were used, but changes to the phonemic structure of words resulting from continuous speech processes were captured, e.g. [ $\mathrm{k} @ \mathrm{~m}$ bil] for "can be" or [b b g k@Uld] for "bad cold". On the other hand, similar assimilatory pro-
cesses such as dentalisation of $/ \mathrm{n} /$ in sequences such as "on the" or "in that" are not distinguished from regular alveolar realisations. Syllabic sonorants were represented (e.g. $[=m,=n,=1]$ ).

The same inventory was employed for labelling which was based on visual scrutiny of the speech pressure waveform and simultaneous auditory examination of sections no shorter than one syllable in length.

## 3. TRANSCRIPTION VS LABELLING

### 3.1. Segmental issues

The discussion concentrates on those aspects of symbolic description which are sensitive to a) the difference in size of processing frames generally available in auditory transcription compared to those used at a labelling workstation, and b) the discrepancy between the transcription goal of merely perceiving a string of appropriate sounds and the need in labelling to annotate every part of the signal and to associate each element in the symbol string with a discrete signal segment.
a) Voiceless schwa?

The possible elision of schwa in extremely reduced syllables is well accepted for English (e.g."proprietary" ending in [t@ri] or [tri] [2]), but it is not usually given as a possible process in the weak form of "to". However, in the many occurrences of the phrase "to the", there were several cases of the $/ 4$ release merging into the following interdental fricative /D/. Perceptually, the impression was of two, albeit extremely short, syllables, so the Broad Phonetic transcription was, logically, [t@D@]. The labelling decision was just as clear: in the case of stopvowel sequences, the release burst and associated following frication are normally counted as part of the stop, periodicity in the signal is necessary for the labelling of a vocalic segment. Consequently, the absence of a part of the signal on which to attach a vowel label led to the labelled sequence [tD@].

Although a narrower phonetic transcription might have shown the schwa to be voiceless, it is doubcful whether, given the disyllabic percept, and the occurrence of a true vowel very soon after, that the voicelessness of the first syllable can be perceived in the normal flow of the
phrase. Only by isolating the two syllables with a speech editor does this become apparent. The artificiality of the segmentation criteria is readily apparent; post-release aspiration, however short, has the function of identifying both a vowel and a consonant. In contrast, devoicing of liquids in stop-liquid sequences is a generally accepted phenomenon (e.g. in "place", "try"). Here transcribers and labellers can be in complete agreement: periodicity is not required, so the frication following the stop burst may be labelled as part of the liquid.

## b) Glottal stop or constriction?

The glottal stop is not part of the phonemic inventory used for transcription and labelling. However, glottal stops are clearly audible in the recordings. It is well known that the glottal stop has a number of functions in English. It can reinforce voiceless plosives, replace $/ \mathrm{t}$ /, and mark the vocalic onset of a stressed syllable. These three different functions correspond, at least in theory, to different manifestations in the speech signal: Reinforcing /p, $\mathrm{t}, \mathrm{k} /$, it occurs just before the period of silence resulting from the stop closure [2]. In both of the other two cases it can occur between vowels; glottal onset occurs at the beginning of stressed syllables and glottal $/ / /$ replacement alone only occurs before unstressed vowels. The combination of glotal $/ / /$ replacement + glottal vowel onset is differentiated from glottal vowel onset alone by the checked nature of the preceding vowel.

Thus, perceptually there are no problems in identifying them, and in a narrow transcription task their occurrence could be recorded. In a labelling task, however, they present manifold problems, since they cannot be treated consistently. A perceived glottal stop may consist of a period of total glottal closure similar to a stop closure, but more frequently it is characterised in the speech signal by either of the following:
i) a rapid increase in the duration of the laryngeal period, and, after a number of very long periods, a return to normal duration;
ii) a reduction in initial peak amplitude over one or two cycles, often accompanied by irregular period duration.
We use the cover term "glottal constriction" for the above two cases when there is no "glotal stop" as such.

Preceding a period of silence, lengthened or irregular glottal periods can arguably be considered part of the preceding vowel or sonorant (since the spectral properties are unchanged). They may, however, signal the preparation for a glottal onset of the following vowel (and are therefore a cue to the ensuing glottal closure), the reinforcement of a stop consonant (the closure phase of which constitutes the silence) or the replacement of a $/ \mathrm{t}$ (where the silence is due to a glottal closure). All three can be auditorily distinguished and do not pose problems for the labeller at the broad phonetic level since the only symbol type permissible is a plosive which can be conveniently attached to the silence; the glottal reinforcement of vowels does not have to be marked.

In the case of $/ 4 /$ replacement, there are problems with glottal constriction; the amplitude and period irregularity in the signal may constitute the only part of the signal which can be associated with the $/ t /$. Furthermore, it does not need to be very accurately placed to result in an acceptable percept. It may be regarded as an "overlay" on a slowly changing vocalic or sonorant sequence, and it does not always occur in the transitional phase. In one extreme case, "point zero" was produced with the glottal / / replacement occurring at the beginning of the [ n ] segment (see figure 1). The most accurate labelling of the event was [poIt $=n$ ], although this aberrant sequence was only perceivable after isolation with the speech editor.
c) Linking and syllabic $/ r /$
/@r/ and /r@/ sequences resulted in a number of transcription-labelling divergencies. They were consistently transcribed as diphonic, while in seven cases they were labelled as $[=r]$ : in "numerals",
"score and" and "number eight". The case of "numerals" is similar to that of words such as "preference" and "different", given in the literature [3] where compression can also occur. Two labelled versions were found: [njum=r@lz] and [njumn@lz], depending on whether two or three syllables were perceived. Syllabic $h /$ is not generally said to occur as a manifestation of linking $/ \mathrm{r} /$. In "score and" and "number eight" it was found for both /r@/ and $/ @ \mathrm{r} /:[\mathrm{skO}:=\mathrm{rn}]$ and [nVmb=relt]. The nature of schwa and $/ \mathrm{n} /$ make their segmentation in the speech signal arbittrary, even when a schwa is clearly present. In the seven cases recorded as $[=r]$, there was no schwa portion distinguishable from the $/ \mathrm{r} /$, and the $/ \mathrm{r} /$ was confirmed as syllabic by listening to it with only the preceding context (using the speech editor). Listening to the syllable sequence in context (transcription mode) reduced the clarity of the $[=r]$ percept.

### 3.2. Tone-group demarcation

Common to most systems of intonational representation is the provision for intonational boundaries of some kind. Within the British approach, such units consist of the tone-group, containing an obligatory nucleus. Since the only prosodic labelling of Eurom-0 presently available is the specification of pauses, the consistency across transeribers in placing these boundaries and the relationship of these boundaries to labelled pauses were examined. To this end, eight experienced British phoneticians were asked to transcribe tone-group boundaries in the first two paragraphs of one speaker's rendition of the numbers passage.

Of the 43 boundaries which appeared in the transcripts, 32 were unanimously transcribed. 26 of these coincided with


Figure 1 Glottal replacement of $/ t /$ in the phrase "point zero"
pauses ( $>50 \mathrm{~ms}$ ) in the signal and six had complete agreement without a signal pause. Discrepancies in the transcriptions were found at 11 locations (none with signal pauses).
Four cases of disagreement occurred in the sequence "two, three, four, five, six, seven, eight, nine". Its tonal structure can be informally described as an alternating sequence of relatively high and relatively low shallow rises of the type: tw ${ }^{0}$ three ${ }^{\text {four }}$ fiv $^{e^{\text {si }}}$ sev $^{\mathrm{en}}$ etc.
Two of the transcribers grouped together sequences of "high" rises followed by "low" rises and six marked a tone-group boundary between each item in the sequence.

The tonal and rhythmic patterns in the sequence suggest that there is a need for capturing a hierarchical structure beyond that of tone groups and intonational paragraphs. The list of digits might most satisfactorily be seen as a pattern of minimal, single-word units, co-ordinated, in turn, within larger ones. Whether the singleword units are below that of the tone group (cf Beckman and Pierrehumbert's intermediate phrase[1]) or above, is an issue for further theoretical discussion. What matters is that, for the transcription of continuous speech, a variety of prosodic boundary types might engender greater consistency amongst transcribers, a necessary prerequisite for the investigation of correspondences between transcribed boundaries and properties of the signal.

It is clear that the elements in the sequence are syntactically linear since they are components of a simple list. It would be interesting to ascertain whether transcribers would be more consistent in placing boundaries when a syntactic hierarchy is apparent such as in the phrase "red book, green pen, brown desk" where a similar tonal pattern might be produced: red book green pe $^{n}$ brown desk

A second area of inconsistency was in the case of a) "be composed", b) "no system" and c) "keep pace" A boundary was marked by five transcribers in a) and b) and by four in c). In a) and b), there were also discrepancies between the transcriptions of accented syllables. In c), all were transcribed keep pace. In all three cases, there was a high pitch on the first
word and a low level pitch on the second as follows:
a) ${ }^{\text {be }}$ composed
b) ${ }^{\mathrm{no}}$
c) ${ }^{\text {keep }}$ Transcribers who recorded a boundary after the second word also marked it as accented. Some transcribers may have been reluctant to place a boundary in these positions because the pitch on the second word was level, this being the most problematic of the tones in a theory where dynamic pitch is generally seen as an indicator of nuclearity.

A hierarchical intonational structure might facilitate the task of the transcriber here too. The intonation of the phrase in which b) and c) appear: "no system could keep pace", might thus have a larger unit consisting of both step-down contours, but each would also be a unit in its own right.

## 4 CONCLUSION

The divergencies discussed in the above sections highlight the theoretical problem underlying the association of auditory and signal-based analysis. At the segmental level, the facility for precise, de-contextualised replay may lead to more closely signal-linked percepts than is possible (or even desirable) in traditional auditory transcription. Also, the demand in labelling to allocate only one symbol to any given stretch of signal contradicts the known parallel nature of information transfer in speech. In fluent continuous speech, this will always lead to conflicts, however clearly segmentation criteria may be formulated. At the prosodic level, it appears that inconsistencies in marking tone group boundaries were mainly a result of the inability of the system as it stands to capture a hierarchical structure. As at the segmental level, overlapping units cannot be consistently forced into a linear string.
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#### Abstract

Natural speech tokens were passed through a Bark-scaled channel vocoder simulation and the outputs of the 18 B.P. analysis filters were quantised at various multiples of the Sone scale and the intensity-j.n.d.-scale. The resulting synthetic speech was presented to a group of listening subjects and intelligibility scores were obtained for each type and level of quantisation. The results suggest that the Sone scale is preferable to the intensity j.n.d. scale at mid frequencics where many important speech cues are to be found.


## 1. INTRODUCTION

There is more than one way of measuring human perception of sound intensity. Apart from the measurement of intensity thresholds, there are three main procedures. One procedure involves the measurement of just noticeable differences (j.n.d.'s or difference limens) [5]. The second procedure involves the examination of which intensities are equivalence at different frequencies (the Phon scale) [4] The third procedure asks what changes in intensity are required to produce a doubling (for example) in the perccived loudness (Sones) [11]. A fundamental question that has still not been fully addressed is how these measures relate to each other and to the perception of speech. It might be expected that the Sone scale would be more relevant to speech perception than intensity j.n.d.'s as the former can be derived from both complex sounds and pure tones whilst the latter was originally derived from pure tones. Moore and Glasberg [8] argue that the loudness of even pure tones "depends upon the integration of loudness over a certain frequency region" (eg. 1 Bark or 1 ERB). The main disadvantage of the Sone scale is that it is very difficult to derive for individual subjects whilst it is relatively straightforward to determine the amplitude j.n.d.'s. This may explain the tendency for people working with cochlear implants to
quote implant performance for individual subjects in terms of j.n.d.'s relative to the overall dynamic range [1].

## 2. PROCEDURE

A channel vocoder simulation developed for another project [7] was modified to incorporate a quantisation module after the analysis BP and LP filters (see figure 1). The vocoder had identical analysis and synthesis filter banks consisting of 18 Bark-scaled filters the outputs of which were demodulated by identical 50 Hz LP filters.

Two quantisation procedures were utilised, one based on the intensity- j.n.d. scalc (henceforth the j.n.d. scale) and the other based on the Sone scale. The j.n.d. scale was taken from Gulick [5] (p115) and the values were logarithmically interpolated in the frequency dimension to obtain approximate j.n.d. curves for each of the 18 centre frequencies of the BP filters. For each centre frequency the 0 j.n.d. point was set as the threshold intensity and the 1 j.n.d. point was determined to be the threshold plus the j.n.d. value at the threshold intensity. The 2 j.n.d. point was determined to be the intensity at the 1 j.n.d. point plus the j.n.d. value at that intensity and so forth to give curves similar to that depicted in figure 2. The Sone scale was developed in the following way. Firstly the Phon values were determined (after Robinson \& Dadson [10]) for cach of the filter centre frequencies. For 40 Phons and above Sone valucs were derived from phon values using the formula of Kinsler et al [6]

$$
\left.\mathrm{L}=0.046 \times 10^{(\operatorname{LN} / 30)}\right)
$$

(where L is loudness in sones, and Ln is loudness level in phons)
Below 40 phons this relationship no longer holds accurately and so values were derived from the data given in Fletcher [3]. This procedure directly produces the sone curves for each of the filter centre frequencies similar to the curve given in figure 2 .

The tokens were quantised at the output of the analysis demodulation LP filters at 4 different j.n.d. levels (1, 2, 4 and 8 j.n.d.s') and at 6 different sone levels ( $0.2,0.4,0.8$. 1.6, 3.2 and 6.4 sones) as well as a "normal" 16 bit quantisation utilising the same filters and forming the benchmark condition. This gave 11 sets of data in all. The quantisation curves (at 1000 Hz ) for the 4 j.n.d. and the 6 sone conditions are shown in figure 3.

The test items were 11 vowels in an $h_{-} d /$ frame and 19 consonants in a CV frame ( $\mathrm{V}=/ \mathrm{a}: /$ ) spoken by a speaker of Australian English. These tokens were recorded to professional audio standards in an echo free room digitised and vocoded on a VAX computer. The tests were conducted in a sound treated room using calibrated TDH-49 headphones with standard cushions and circumaural seals. The test tokens presented unmasked at 70 dB s.p.l. (ref. 20 uPa ). The 20 listeners were all native speakers of Australian English and none had a history of hearing or speech pathology and all were screened with a speech discrimination test which ensured that they were reliably able to identify monosyllabic words presented at 40 dB s.p.l. Relevant pairs of intelligibility conditions and classes were compared using the chi square test and tested for significant difference at the 0.01 level

## 3. RESULTS AND DISCUSSION

The intelligibility results for the 11 test conditions are shown in figures 4 and 5 for various phonetic classes. Figure 4 indicates that even the greatest levels of quantisation do not achieve a great deal of intelligibility loss for the vowels (as a class). The intelligibility of the vowels for the 3.2 and 6.4 sone conditions are nevertheless significantly lower the that of the $0.2,0.4$, and 0.8 sone conditions. It must also be noted that at about this level of quantisation the quality of the vowels deteriorates dramatically and they sound like they are spoken under water. It is interesting to note that some cochlear implant patients comment that the speech that they hear via their implant sounds like it is being spoken under water. For consonant intelligibility the 8 j.n.d. condition is significantly lower in intelligibility than the 16 bit condition whilst the $1.6,3.2$ and 6.4 sone conditions were significantly lower than the 16 bit and 0.2 sone conditions. An examination of both the curves and the above statistics suggests that the 8 j.n.d. condition may be equivalent in its effects on consonant intelligibility to either the 1.6 or the 3.2 sone conditions.

An examination of the results shown in figure 5 indicate fairly clear patterns for three of the classes (the stops being difficult to interpret). For the fricatives, 1.6, 3.2 and 6.4 sone results are significantly lower than the 16 bit and 0.2 sone results whilst the 8 j.n.d. results are significantly less than the 16 bit and 1 j.n.d. results. Examination of the curves suggests that for the fricatives the 8 j.n.d. condition seems to produce equivalent results to the 1.6 sone condition. For the nasals, similar results occur with significant drops in intelligibility at 1.6 sones and 8 j.n.d.'s and it would seem that the 0.8 sone and 4 j .n.d. conditions are equivalent in their effects upon intelligibility. In the case of the continuants the 6.4 sone condition is significantly lower than the 0.2 sone condition whilst all of the j.n.d. conditions are not significantly different. The equivalent points on these two curves appear to be the 3.2 sone and the 8 j.n.d. conditions.

In summary, for all phonetic classes there is no significant deterioration in intelligibility from 1 to 4 j.n.d.'s and from 0.2 to 0.8 sones. These conditions also show very little degradation (relative to the 16 bit case) in overall speech quality. Intelligibility deteriorates between 0.8 and 1.6 sones and between 4 and 8 j.n.d.'s and evidence from both the statistics and the intelligibility curves suggests that the 4 j.n.d. condition is approximately equivalent to either the 0.8 or the 1.6 sone condition. Neither the 0.8 sone nor the 4 j.n.d. condition ever display a significant drop in intelligibility relative to the 0.2 sone or the 1 j.n.d conditions respectively. These conditions can be considered the maximum levels of quantisation allowable before the intelligibility significantly deteriorates (at least for some classes) and they are also the coursest levels of quantisation that do not show a noticeable drop in speech quality. An examination of figure 3 indicates that the 4 j.n.d. curve intersects the 0.8 j.n.d. curve a little below 40 dB and that it intersects the 1.6 sone curve at about 50 dB (at 1000 Hz for a presentation level of 70 dB ). This implies that the maximum allowable quantisation level is determined by the degree of quantisation down to about 40 dB and that about one quantisation step is all that is required below this level. It seems that the maximum degree of quantisation allowable before intelligibility and quality deterioration occurs is around 1 sone and that at the minimum intensity for which there appear to be significant cues (ie. down to about 40 dB ) the j.n.d. curve which matches
the 1 sone curve the closest is the 4 j.n.d. curve.

A 70 dB presentation level was chosen for several reasons. Firstly, it is a comforable listening level corresponding to the level of normal conversation. Secondly, the shape of iso-response auditory nerve tuning curves have consistent shape up to about 70 dB but increasingly distor above that level as saturation occurs [9]. Further, Dowell et al [2] found $60-70 \mathrm{~dB}$ but not 80 dB to be good presentation levels for cochlear implants. These similar figures imply that auditory nerve saturation is the limiting factor for both normally-hearing and cochlear implant subjects. It is reasonable to assume that we have adapted our normal speech levels to make use of that part of the intensity range ( 70 to 40 dB s.p.l.) where there is both sufficient intensity to pick up important cues up to 30 dB below the speech level and yet the intensity is not so high as to cause distortion of those cues through auditory nerve saturation.
It must be stressed that the curves at 1000 Hz . are a fairly good representation of the sone and j.n.d. scales between 1000 and 4000 Hz , however as the frequency drops to 200 Hz or rises to about $10,000 \mathrm{~Hz}$ the 1 sone and the 1 j.n.d. curves become almost equivalent over the range of 40 to 70 dB . Many cues occur, however, in the frequency range where the curves in figure 2 and 3 apply and so the number of quantisation levels available would need to be determined from either the 1 sone or the 4 j.n.d. scale.
When cochlear implant performance is defined in terms of the number of j.n.d.'s in an overall dynamic range (eg. [1] dynamic range 2.6 to 16.4 dB and difference limens 0.2 to 0.8 dB ) the number of available quantisation levels may actually be one quarter that implied by the quoted figures. For example, a dynamic range of 16 dB with difference limens of around 0.8 dB seems to imply the existence of 20 quantisation levels whilst it may be that there are only 5 quantisation levels available.

## 4. CONCLUSIONS

It seems that for much of the frequency range the maximum amount of quantisation that will not result in significant drops in intelligibility for at least some phonetic classes is 1 sone. In this frequency range and for the range of intensities that appear to contain most speech cues ( 70 to 40 dB for presentation levels of 70 dB ) the 4 j.n.d. curve appears to produce similar results to the 1 sone quantisation level. These results
support the notion that the reference point in sone calculations ( 40 phons or 40 dB at 1000 Hz equal to one sone) is not an arbitrary reference point but may be related to the effective data quantisation that occurs in the process of human speech perception. This is not a surprising finding when one realises that there is a power relationship between sones and phons above 40 phons ( 1 sone) but not below that point. It is reasonable that we would adapt our speech perception to the intensities with a more stable relationship to loudness.
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lables are highly intelligible if heard under low noise and wide frequency band condition. In our experimental paradigm, those syllables in which consonants are correctly classified are regarded to be intelligible, and those misclassified are subjects for perceptual experiments. Our preliminary experiment showed that most of the syllables were highly identifiable ( $97 \%$ in average).

Syllables used for perceptual tests were 425 which were misclassified in the closed discriminant analysis[2]. This list contains all the possible syllables except /ou/, /teu/, /kon/. Each syllable were recorded on an audio casThe listeners heard the stimuli through headset, one syllable each 4 sec , and identified the syllables by writing.

All the 11 listening subjects are native French speakers. Records were kept of all responses.

## 5. RESULTS

Effective responses were 4620, among which 655 misperception were observed, therefore $86 \%$ was correctly perceived. Half of the correct answers were unanimous among all listeners. The first finding means imperfection of recognizer, that is we missed some important features of consonants but puzzled with phantom features
Among misperceptions, 462 are concerned with consonants(Table 2.), 237 of them coincide with machine errors, and the rest 225 were different perception from machine errors(Table 3.). Misperceptions concerning vowels was 231, which consists of 193 vowel errors and 38 consonant and vowel errors. Ta-
ble 2. and Table 3. show in percent of each consonant presentation. Subtraction of Table 3 from Table 2 gives coinciding errors.

About half of consonant misperceptions coincided with misclassifications. classification reflect perceptual similarities. Amongst all, 7 syllables are coincidentally misperceived by 10 of 11 hearers. Inspection of the waveforms showed that 3 errors from $/ \mathrm{b} /$ to $/ \mathrm{p} /$ and one / $\mathrm{d} /$ to $/ \mathrm{t} / \mathrm{were}$ not proceeded by prevoicing. In $/ \mathrm{bu} /$ to $/ \mathrm{u} /$ case, both prevoicing and burst were not observable. In / $\mathrm{t} /$ to $/ \mathrm{p} /$ transition, very fast rising of amplitude at the onset without fricative noise was clearly observed.

The average correct response rate was $90 \%$ which is $7 \%$ lower than average. A.s usual, errors tended to ac company specific vowels or to concentrate to specific speakers and listeners. The score deviated from $87 \%$ to $95 \%$ between listeners. Five of the speaker also participated in the listening test. They can hear their own voice better than others.
Observing confusion matrices, we can find characteristic distributions. The tributed along the diagonal and dencer tributed along the diagonal and dencer in the upper triangular matrix. On the other hand, the matrix of machine recognition, Table 1, distributed differently. This is shown more clearly in Table 2 as the machine specific error distribution. Deviation to the lower triangular matrix is very significant comparing to the almost equal distribution in machine error (Table 1.). An other comparison with Bayesian classi fier is in Table 4 as human specific perceptions. The distributions are a litte sparse to draw definite knowledge, however, rather frequent in the upper triangular matrix.
In these asymmetry of matrices, there is some specific characteristics of human perception. Confusions observed in Table 3 were sorted in terms of table indicated meanin in teable con perceptual transition. We will disus perceptual transition. We will discus in the following section.

## 6. DISCUSSION

Perception test of misclassified consonants is a unique experiment where several factors are combined; insufficiency of the features used by a clas sifier, difference of the perceptual space of speaker and hearer etc.. Since speakers hear their own voice, speaker recog nize their speech to be correct. Definitely most of speeches convey sufficient acoustic information. Normally, the error rates of these speeches are very low, so it would take a long time to obtain accurate estimates of the error probabilities. However, misclassified consonants are low intelligible syllables or low intelligibility items which cause significantly higher error rates.

The importance of distinctive features in perception of consonants was demonstrated. For each feature, one feature specification ( + or - ) tended to dominate over the other. As demonstrated in Tables 2, 4 and 5 , there was
for each feature an asymmetry in the frequency of + and - feature specifications in error responses. With the exception of anterior, the dominant feature specifications are all "unmarked", according to traditional phonological theory. One plausible explanation for the dominance of unmarked feature specifications is that the low intelligibility of selected syllables leads to a simplification of the percept (i.e., a loss of information). In some of the perceptual shifts, acoustic features such as loss of prevoicing and weakened burst noise were observable.

The results from the present experiment are highly compatible with those from previous studies.

Previous paradigms include proximity estimates $[3]$, identification of masked or distorted speech[4], dichotic presentation [5], recall test with the short term memory[6], and natives vs. non-natives[7]. However, much of this research dealt with listening conditions acoustically degraded or loaded stresses on listeners. Such researche has provided ample evidence that the number of distinctive features play an important role in perception of consonants and that the phonemes are not a perceptual unit. On the other hand, phonemes are a unit of classification.
The proximity estimates assume symmetry of the distance matrix. The analysises of MN test data also assumes symmetry of the confusion matrix. On the other hand, dichotic listening and short term recall tests are substantially asymmetric. Wickelgren did not mention about asymmetry of confusions or tendencies observed in distinctive feature system. Hayden explicitly indicated the feature specification dominance and suggested the perceptual system to favor the simpler (unmarked) feature specification in the presence of competing cues.

## 7. CONCLUSIONS

The purpose of this study was to reveal that the simple acoustic comparison is insufficient to explain perceptual differences of consonants. Human listeners can show essentially higher performance than machines but have different characteristics. The speaker independent acoustic analysis showed more than $90 \%$ correct discrimination between consonant place of articulations. Those syllables misclassified by

Bayesian recognizer are further examined. These outliers are an interesting set of examples providing an insight into human perception and production of speech. Most of them are phonetically perfect but uncovered by recognizers and a few of them are imperfect productions.
Perceptual experiments, using native listeners, exhibited a high intelligibility except for some acoustically confusing syllables. We found listeners made confusions under natural hearing condition. Half of the incorrect answers coincided with the misclassifications of the recognizer, perhaps through the similar evaluation of the features. Asymmetric distribution of the confusion matrix suggested that there are differences in strategy between human and machine.

The last point is important in relation to the hypothesis that speech sounds are perceptually decomposed into distinctive features. Analysis showed the tendency that perceptual system favors the simpler (unmarked) features in the presence of low intelligible cues. On the other hand, recognizers minimize the total errors by distributing errors among possible solutions.

The findings suggest that distinctive features play an important role for human perception of phonemes.
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| Classified | Actual Consonant |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [?] | [p] | [t] | [k] | [b] | [d] | [g] | [m] | [ n ] | [ 17 |
| [?] | . 81 | . 08 | . 0 | . 0 | . 0 | . 0 | . 0 | Not Examined |  |  |
| [p] | . 11 | . 84 | . 05 | . 02 | . 02 | . 0 | . 0 |  |  |  |
| [t] | . 03 | . 04 | . 85 | . 08 | . 0 | 2 | 0 |  |  |  |
| [k] | . 04 | . 04 | . 09 | . 90 | . 0 | . 0 | . 03 |  |  |  |
| [b] | . 0 | 0 | . 0 | . 0 | 86 | . 03 | . 03 |  |  |  |
| [d] | . 0 | . 0 | . 0 | . 0 | . 06 | . 92 | . 04 |  |  |  |
| [g] | 0 | 0 | 0 | 0 | . 05 | . 03 | 90 |  |  |  |
| [m] | Not Examined |  |  |  |  |  |  | . 86 | . 10 |  |
| [ n ] |  |  |  |  |  |  |  | . 09 | . 83 | . 08 |
| [11] |  |  |  |  |  |  |  | . 05 | . 07 | . 86 |

Table 2. Intelligible Bayesian errors.

| obos. | real consonants |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \% | 2 | p | $t$ | k | b | d | 8 | m | n | j |
| ? |  | 7 | 2 | 3 |  |  | 6 |  |  |  |
| p | 34 |  |  | 3 | 6 |  |  |  |  |  |
| t | 12 | 13 |  | 40 |  | 4 | 3 |  |  |  |
| k | 17 | 5 | 40 |  | 2 |  | 9 |  |  |  |
| b |  |  |  |  |  | 15 | 3 |  |  |  |
| d |  |  |  |  | 32 |  | 14 |  |  |  |
| g |  |  |  |  | 30 | 27 |  |  |  |  |
| m |  |  |  |  |  |  |  |  | 26 | 35 |
| n |  |  |  |  |  |  |  | 43 |  | 26 |
| $n$ |  |  |  |  |  |  |  | 14 | 28 |  |

Table 3. Perceptual Confusions

Table 4. Perceptions off the Bayesian errors.

| obs. | real consonants |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \% | ? | P | $t$ | k | b | d | 8 | m | n | $n$ |
| ? |  | 3 | 2 | 2 | . 6 |  | . 3 |  | . 2 |  |
| p | . 2 |  | 4 | 4 | 4 | 1 |  | . 2 |  |  |
| t |  | 1 |  | . 3 |  | 4 |  |  |  |  |
| k |  | . 2 | . 5 |  |  |  |  |  |  |  |
| b |  | . 8 | . 2 |  |  | . 4 | 2 |  | . 2 |  |
| d |  |  | 1 |  | . 4 |  | . 8 |  |  |  |
| g |  |  | . 2 | 3 | 1 | 1 |  |  |  |  |
| m |  |  |  |  | 4 |  |  |  | . 3 |  |
| $n$ |  |  |  |  |  |  |  | 1 |  |  |
| $n$ |  |  |  | . 3 |  |  | . 8 |  | 1 |  |
| etc. | 1 |  | . 3 | . 6 | . 4 | . 4 |  |  |  | . 4 |


| obs. | real consonanis |  |  |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $\%$ | 7 | p | t | k | b | d | g | m | n | r |  |
| ? | 99 | 10 | 2 | 2 | 2 |  | .3 |  | .2 |  |  |
| p | .3 | 86 | 11 | 5 | 6 | 1 |  | .2 |  |  |  |
| t |  | 3 | 84 | 2 |  | 7 |  |  |  |  |  |
| k |  | 1 | 1 | 88 |  |  | 1 |  |  |  |  |
| b |  | .8 | .2 |  | 83 | 1 | 7 |  | .2 |  |  |
| d |  |  | 1 |  | 4 | 88 | 4 |  |  |  |  |
| g |  |  | .2 | 3 | 1 | 3 | 86 |  |  |  |  |
| m |  |  |  |  | 4 |  |  | 98 | 5 |  |  |
| n |  |  |  |  |  |  |  | 1 | 93 | 3 |  |
| n |  |  |  | .3 |  |  | .8 | .4 | 2 | 97 |  |
| etc. | 1 |  | .3 | .6 | .4 | .4 |  |  |  | 1 |  |

Table 5. Percentages of feature specification for perceptual errors.

| features | \%+specification | \%-specification |
| :--- | :---: | :---: |
| Coronal | 8.52 | 17.72 |
| Anterior | 16.16 | 5.06 |
| Voiced | 5.01 | 13.76 |
| Consonantal | 0.32 | 15.76 |

recherche jusqu'à ce qu'un appariemen convenable soit obtenu; l'examen prend alors fin et une cote renvoie au lexique principal. L'ultime étape consiste enfin à comparer les deux représentations pour qu'une décision d'acceptation intervienne.

### 2.2 Modèle d'activation : le modèle de la cohorte

Soulignons ici que notre démarche expé rimentale s'inspire du modèle développé par Marslen-Wilson (1978).
Le modèle était au départ de type interactif et il a évolué pour donner naissance à un modèle révisé, en 1987[3]. Le modèle actuel préconise trois fonctions fondamentales dans la reconnaissance de mots: l'accès, tout d'abord, où intervient le processus d'appariement d'une entrée sensorielle à plusieurs représentations lexicales qui forment alors une cohorte; la sélec tion, traitement qui permet de faire un choix approprié parmi les eléments de cette même cohorte, et l'intégration, qui correspond à l'insertion du mot dans le discours. Cette modélisation insiste sur la priorité de l'analyse d'ordre acousticophonétique. Il ne s'agit pourtant pas de prendre en compte toutes les caractéristiques acoustico-phonétiques d'un mot. Ainsi un premier groupe d'informations base sur un ensemble de traits acousti ques- est crée, et l'on peut alors délimiter un ensemble de candidats activés qui forment ce que l'on appelle la cohorte initiale. L'étape suivante consiste à réduire la cohorte initiale par élimination successive déléments de ce premier ensemble jusqu'à ce que seul le candidat adéquat soit conserve. Cette identification cor recte s'effectue dans un minimum de temps et avant que la séquence vocale ait été totalement énoncée. On parle alors du point de reconnaissance, point, dans la séquence lexicale, où un mot est isolé par rapport aux autres candidats de la cohorte initiale. Une dernière caractéristique de cette nouvelle version du modèle met en évidence l'effet de fréquence, à savoir que pour des éléments fréquents il existe un niveau d'activation plus important; ceux-ci sont alors traités prioritairement par le processus de sélection.

## 3. PREMIERS TRAVAUX

A la base, la démarche expérimen tale s'inspire du modele interactif de la cohorte et on s'est intéressé à l'interaction entre les processus de perception et de compréhension (M-N Metz-Lutz, F. Wio land, G. Brock, 1989). Cette première étude des processus d'analyse acousticophonétique a été effectuée à partir d'une tâche expérimentale de détection de syl labe : cette tâche consiste à identifier pendant l'écoute d'un message verbal un segment de parole sans signification (une syllabe $C V$ ), ce qui permet d'évaluer les processus perceptifs eux-mêmes. Le temps de réaction pour la détection correcte de la syllabe est enregistré dans différents contextes sollicitant tantôt une strategie lexicale (une suite de mots tri syllabiques dans lesquels la syllabe cible se trouve en position initiale ou finale) tantôt une analyse phonético-acoustique seule (une suite de non-mots trisyllabiques portant la cible en position initiale ou finale). L'utilisation d'une stratégie lexicale se traduit, d'une part, par un allongement du temps de reaction pour la syllabe en début de mot, d'autre part, par la réduction du temps de détection pour la syllabe en finale de mot, indiquant l'activation d'une représentation lexicale phonologique du mot entendu
De plus, si l'analyse acoustico-phonétique est la première étape qui initie les proces sus de reconnaissance lexicale, nous avons montré dans un contexte signifian -mot ou énoncé- qu'elle est d'emblée soumise aux processus de reconnaissance le xicale (Wioland, Metz-Lutz, Brock 1990[6]). En effet, le temps nécessaire à la détection d'une syllabe en début de mot est significativement plus long que pour la même syllabe isolée. Cet allongement du temps de détection n'est pas corrélé à la durée de la syllabe comme c'est la cas en syllabe isolée. Il semble donc que le processus perceptif lui-même soit déterminé par les processus de recherche lexicale.

## 4. APPROCHE EXPERIMENTALE

4.1 La tâche de décision lexicale Dans les travaux sur l'accès au lexique, le paradigme expérimental classiquement
utilisé est la décision lexicale. Il est demandé au sujet de déterminer si des séquences de parole perçues auditivement, sont des mots ou des non-mots, c'est-àsont des mots ou des non-mots, c'est-à-
dire si elles appartiennent ou non au répertoire des mots du français. Le mot ou le non-mot sur lequel doit porter la décision (la cible) suit de 400 ms un autre mot ou un non-mot, appelé amorce(en anglais,"prime"). Ce dernier peut être neutre, ou partager certaines caractéristiques avec le mot cible. Rappelons que le principe de l'accès au lexique consiste à

établir une correspondance entre les caractéristiques perçues d'un stimulus et une représentation conservée en mé moire. La reconnaissance dépend également des contraintes liées à l'organisation du lexique interne. Selon cette organisation, on peut prédire des modifications du temps de décision lorsque certaines dimensions lexicales (sémantiques, syllabiques etc.) sont activées dans un contexte donné. On peut ainsi tester, en manipulant les condition d'amorçage d'un lexème donné, l'importance de ces dimensions lexicales pour l'accès au lexique interne. C'est ce que nous nous proposons d'étudier.

### 4.2 Procédure expérimentale

L'installation se compose principalement d'un micro-ordinateur et de plusieurs interfaces permettant une normalisation poussée des divers signaux cible et réponse. Un enregistreur à bandes repro-
duit, à partir d'une première piste, la séquence de parole; sur une autre piste se trouve un signal inaudible, l'impulsion cible, qui indique le début du mot sur lequel va porter la décision (fig.1) et qui déclenche le chronomètre du micro-ordinateur. Le temps de réaction est calcule après que le sujet ait répondu et donc arrêté le chronomètre. Un logiciel de comptage des cibles et de chronométrage de ces temps de réaction, ainsi que leur mise en fichiers pour l'exploitation statistique, a été conçu pour notre étude. Soulignons
que l'organisation physique du matériel verbal, enregistré au Laboratoire de Phonétique de Strasbourg, est vérifiée a posteriori par un enregistrement oscillographique qui permet d'indiquer le début du mot à identifier (fig.1).

### 4.3 Conditions d'amorçage

Les temps de réaction sont comparés suivant plusieurs conditions d'amorçage. De cette façon, on va tenter de mettre en évidence l'influence, facilitatrice ou inhibitrice, qu'exerce la première séquence verbale sur la seconde. Ces conditions sont au nombre de trois et l'amorce peut être alors soit de type syllabique (fig.2), soit morphémique ou encore sémantique: elles doivent permettre de tester l'organisation du lexique interne. En effet, l'existence de relations sémantiques entre les mots du lexique a été démontrée depuis les travaux princeps de Meyer et Schvaneveldt[4]. Selon la théorie de la cohorte,

Fig 2 - Extrait du corpus en amorçage syllabique

| Cible n | Type | Réponse | Amocage | Binôme | amorce | cible |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | oui | + | M-M | galop | gamin |
| 2 | 4 | non |  | Nm-Nm | /trakaj/ | /guzẽ/ |
| 3 | 3 | oui |  | M-M | sapin | propos |
| 4 | 6 | non | + | Nm-Nm | /mupẽ/ | /mutwar/ |
| 7 | 7 | oui | + | Nm-M | /fimel/ | figure |

l'activation de certains membres du lexique repose sur l'identité du début des mots; on peut alors formuler l'hypothèse d'une organisation du lexique interne autour d'indicateurs de la forme phonologique, comme la syllabe initiale, ou de l'organisation morphologique du mot pour les lexèmes polymorphémiques. Pour ces derniers, on peut comparer limportance des relations entre les items du lexique interne selon que la syllabe initiale a un statut phonologique ou morphémique.

## 5. DISCUSSION

Il faut insister sur le fait que la reconnaissance d'un mot résulte de la somme des informations sensorielles traitées en ligne. On admet que c'est sur la base de ces informations que le sujet va décider de l'appartenance du mot cible au lexique français. Sa réponse est fournie dès que les indices sont suffisants.
La finalité de la démarche expérimentale est d'étudier et de comparer les modifications du temps de décision. Dans notre protocole expérimental, l'amorce précède le début de la cible de moins de 500 ms ; on cherche à tester la possibilité d'une activation automatique du lexique interne (Marcel, 1983[2]).
Une perspective différente nous amène à considérer limportance du choix des différentes conditions d'amorçage; en effet, en précisant quel type d'amorçage favorise une décision d'acceptation plus rapide, il est possible de mettre en évidence le rôle propre des différentes informations concernant le mot phonologique ou morphologique et de préciser les modalités de la sélection finale. Au cours de l'analyse acoustico-phonétique, la reconnaissance d'un segment du mot analysé peut correspondre, par exemple, à un morphème (surtout un préfixe). On peut se demander s'il y a amorçage de tous les candidats morphemiques et comment se situe une telle activation en regard de l'amorçage syllabique, par exemple. La modification du temps de décision, d'autre part, reflétera les processus liés à l'activation de la cohorte et à la sélection du mot reconnu c'est-à-dire du bon candidat. S'il y a accélération cela montre que tous les mots de la cohorte restent activés. Dans
le cas d'un allongement, on met en évidence le fait que la sélection du bon candidat repose sur l'inhibition des autres éléments de cette cohorte, alors différents du mot cible. Dans un même ordre d'idées, le fonctionnement même du processus de réduction de la cohorte initiale suscite un grand nombre d'interrogations. Le principe de la cohorte implique une adéquation entre l'entrée sensorielle et une représentation mentale. Le choix du bon candidat, par l'analyse acousticophonétique, amène à s'interroger sur le sort des autres candidats. Comment sontils réduits ou détruits? Restent-ils activés ou sont-ils inhibés?
Les résultats obtenus chez un groupe d'auditeurs francophones appartenant à différentes classes d'âge, cherchent à préciser le rôle de l'analyse acoustico-phonétique initiale pour la reconnaissance lexicale. Ils permettront de discuter l'importance des représentations lexicales phonologiques pour la reconnaissance des mots.
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#### Abstract

This paper investigates the contribution of two phonetic word boundary markers on subjects' perceived word segmentation of ambiguous meaningful and nonsense word combinations. Both were realized in natural (both contrasting boundary positions intended) and synthetic speech (no boundary intended). Results show that markers are perceptually relevant, and that their contribution is the same for meaningful and nonsense stimuli. This suggests that phonetic markers are sufficient for word segmentation.


## 1. INTRODUCTION

In order to understand an utterance, its constituting words must be identified. To this end, a listener must (implicitly) locate the onset and offset points of words in an utterance. This word segmentation is argued to be a by-product of successful word recognition [1]. Listeners use stressed syllables as hypothetical word onsets. After recognition, a listener can anticipate on the subsequent word boundary and word onset (or attempt lexical access from the following stressed syllable, if the word is not yet recognized). However, this strategy only helps listeners in determining which syllables correspond to separate words. Word segmentation at the level of phonemes (or allophones), although necessary for word recognition, cannot be achieved through this strategy. Moreover, sensory word boundary information is indispensable in certain cases (e.g. words-within-words) [2].

In previous research $[3,4,5]$, several acoustic-phonetic correlates of the (intended) word boundary have been identified. Roughly, two types of boundary phenomena can be discriminated: (1) 'explicit' boundary segments, e.g. laryngealisation
or glottal stop (segmental, qualitative markers); (2) variations in segmental duration, e.g. word-initial consonant lengthening (durational, quantitative markers).

In this paper, it is examined whether these word boundary phenomena contribute to listeners' detection of word boundaries in connected speech, i.e. whether such phenomena are perceptually relevant. This can be investigated by means of manipulation of the boundary phenomena. If these markers are indeed perceptually relevant, then their manipulation should affect listeners' perceived word boundary position.

Given their (qualitative) nature, segmental boundary markers are less interesting for the present purpose. These "boundary segments" can only be perceived as the phonetic correlate of a (word or phrase) boundary. Hence, it is more interesting to assess the influence of durational cues on perceived word segmentation. This study concentrates on two such word boundary markers, viz. (a) the duration of the consonant adjacent to the word boundary, and (b) rise time of the vowel following the word boundary. In previous research [4,5], consonant duration was found to vary between 49 ms for intended /CVC\#VC/, and 71 ms for intended /VC\#CVC/; post-boundary vowel rise time varied between 19 ms and 13 ms , respectively [across 20 word combinations and 4 speakers].

In this study, the same type of stimulus material is used. Ambiguous twoword combinations may yield two distinctive sequences of two meaningful Dutch words (excluding segmentations involving geminates). For example, the combination /di(\#)p(\#) $\mathrm{n} /$ corresponds to the two Dutch two-word sequences diep
in "deep in" and die pin "that pin". In addition, ambiguous combinations yielding two nonsense words were included as stimuli. These enable a further test of the manipulated boundary markers: the perceptual relevance of the latter need not be limited to meaningful two-word combinations. The (unknown) intrinsic lexical effects on word segmentation are absent in nonsense word combinations.

In addition, even stronger evidence for the perceptual use of boundary markers can be obtained by using synthetic speech stimuli. Connected natural speech contains several acoustic-phonetic word boundary markers. The presence of all other (unmanipulated) boundary markers can be controlled in synthetic speech. If all other cues are absent, then any changes in the perceived boundary position between conditions can only be ascribed to manipulations of the phonetic word boundary markers.

In summary, the experiment reported here aims at providing evidence for the contribution of two durational boundary markers to listeners' perceived word segmentation, for combinations of either meaningful or nonsense words. These are realized (a) as /CVC\#VC/ in natural speech [containing cues to the intended /C\#/ boundary], (b) as /CV\#CVC/ in natural speech [with cues to the intended /\#Cl boundary], (c) in synthetic speech [containing no boundary cues]. In all realizations, boundary cues were manipulated by shortening and lengthening the durations of (a) the 'ambiguous' consonant adjacent to the word boundary, and (b) the rise time of the post-boundary vowel. Combining all conditions yields a $2 \times 3 \times 2 \times 2$ full factorial design.

## 2. EXPERIMENTAL METHOD

### 2.1. Stimulus material

Stimuli were constructed by combining a monosyllable (either a meaningful word or a non-word) having an ambiguous offset, with one having an ambiguous onset [e.g. /plat/ "plate", or /at/ "late"]. Three types of boundary ambiguity were discriminated, depending on the number of intervocalic consonants and the possible positions of the word boundary:

Table 1: Three types of word boundary ambiguity.

|  | nr.cons | ambiguity |  |
| :---: | :---: | :---: | :---: |
| type | 1 | /V C*V/ | /V *CV/ |
| type | 22 | /VCC\#V/ | /vC*CV/ |
| type | $3 \quad 2$ | /VC\#CV/ | /v*CCV/ |

For all three types, the ambiguous boundary consonant could be either plosive, fricative or sonorant. However, type- 3 word combinations with a sonorant boundary consonant are not allowed in Dutch. For each of the $(3+3+2 \Rightarrow 8$ remaining cells, 3 meaningful and 3 nonsense word combinations were constructed. For the meaningful (Dutch) word combinations, only monomorphematic words were used, and function words were avoided. Accent position was balanced between the two constituting words of a combination, and approximately balanced across boundary consonant categories and ambiguity types. For corresponding meaningful and nonsense combinations, the same member was accented.

In addition, 10 meaningful and 10 nonsense filler combinations were constructed, identical to the actual stimuli in all relevant aspects.

### 2.2. Natural speech material

Both contrasting versions of the 24 meaningful combinations were embedded in a meaningful sentence, which allowed only one segmentation. Corresponding sentences were as similar as possible with respect to number of syllables and words, stimulus position in sentence, etc. No important prosodic or syntactic break $\propto$ curred within or immediately before or after the two-word sequence. In 9 out of 24 cases, it was necessary to extend the second of the two relevant words (in both versions) with a suffix, in order to fulfill these requirements. Both contrasting versions of the 24 nonsense combinations were embedded in a dummy carrier sentence, with a voiceless plosive immediately before and after the relevant sequence (for ease of excision).

All $2 \times 2 \times 24$ stimulus sentences and $2 \times 2 \times 10$ filler sentences were read twice by a professional speaker of Standard Dutch, and recorded on audio tape using high-quality equipment. Each two-word sequence was digitized ( 20 kHz sampling frequency, 9 kHz filtering, 12 bits) and excised from the carrier sentence [usually the second realization, unless affected by pausing, hesitation, mispronunciation, etc.]. Cuts were made at positive zero crossings (for nonsense sequences: after the preceding noise burst and within the following silent interval); no windows were applied. The resulting excerpts sounded natural, and did not suffer from
'clicks' at their onset or offset.
Natural sequences were processed identically to the (already processed) diphone source speech [6]. Digitized twoword sequences were fed into an LPC analysis ( 30 poles, window 25 ms , shift 10 ms ). Subsequently, source type (voiced / unvoiced) and $\mathrm{F}_{0}$ were established with a program using sub-harmonic summation and corrected if necessary. Filler combinations were digitized, excerpted and processed identically.

Subsequently, the analysis frames corresponding to (a) boundary consonant and (b) post-boundary vowel onset were established, by means of a segmentation program with auditory feedback and time-aligned displays of amplitude, voiced / unvoiced source, $\mathrm{F}_{0}$, and original waveform. Vowel onset segments stretch from the first vowel frame to the frame with amplitude over $90 \%$ of the vowel peak amplitude (logarithmic).

### 2.3. Synthetic speech material

The $2 \times 24$ two-word sequences were generated by means of a diphone concatenation program [6]. In order to obtain the diphones used by this program, speech segments had been produced within (Dutch) nonsense words by the same speaker who realized the natural speech material in the present experiment (see above). From these utterances, the transition segments had been digitized ( 20 $\mathrm{kHz}, 12$ bits), excerpted, and LPC-analysed.

The concatenation program was fed with phonetic transcriptions with accent symbols (no boundary symbols, "silence" phonemes or glottal stops). The output LPC analysis files (with marks for diphone and phoneme boundaries) were written to computer disk. The "accent" symbol yields a prominence-lending ('pointed hat') $F_{0}$ pattern on the appropriate vowel, superimposed on a declination line. After resynthesis, the diphone stimuli closely resemble natural stimuli. The crucial difference is that the synthetic speech does not contain any word boundary markers, since the diphones were originally realized word-internally. Again, filler combinations were input and concatenated identically.

Analysis frames corresponding to the two relevant intervals were established by the procedure described above, aided by the phoneme and diphone boundary
marks in the LPC files. Vowel onset segments were not allowed to extend beyond the mid-vowel diphone boundary mark, nor beyond the $\mathrm{F}_{0}$ turning point within the vowel (if accented).

### 2.4. Experimental conditions

The ambiguous boundary consonant and the post-boundary vowel onset were shortened ( $67 \%$ ) or lengthened ( $134 \%$ ) with regard to their original duration. Durations were manipulated by changing the number of samples for the appropriate frames [8]. Finally, the $(2 \times 2 x(48+96)=)$ 576 manipulated two-word sequences, as well as the $(2 \times 2 \times 10=) 40$ unmanipulated fillers, were re-synthesised and stored on computer disk.

### 2.5. Stimulus tapes

The four stimulus conditions (meaning-ful--nonsense and natural--synthetic) were presented in separate blocks (pseudo-random order within blocks). Each block started and ended with 10 fillers. Four stimulus tapes were constructed, with counterbalancing between and within blocks. Tapes were recorded on DAT with 2.0 sec ISI ( $20 \mathrm{kHz}, 9 \mathrm{kHz}$ filter).

### 2.6. Subjects and procedure

Each tape was presented to 20 listeners (native Dutch, no reported hearing defects, language students) who received a small payment. They listened to the tapes over headphones (binaural) in a soundtreated booth. Their response sheet gave two possible responses (contrasting segmentations) for each stimulus; subjects were instructed to tick the appropriate one. Orthographic contrasts between responses were to be ignored. A short break was allowed between blocks on the stimulus tape.

Responses were fed (manually) into a computer, which calculated the rationalized arcsine [7] of the proportion of $/ \# \mathrm{Cl}$ responses (/V\#CV/, NC\#CV/ or /V\#CCV/, depending on combination type). The following section presents results of three tapes only, since remaining data are not yet available.

### 2.7. Results

The perceptual relevance of the manipulated boundary markers (a) consonant duration and (b) vowel rise time, should become apparent as a significant main effect of these factors. Influence of (c) the
speech source type and (d) the meaning-ful--nonsense difference on the perceptual relevance should become apparent as a significant interaction between these factors. In order to determine these effects, arcsine data were subject to an ANOVA with these four main factors. Two factors were added, viz. (e) the type of stimulus combination ( 8 types, fixed), and (f) the ambiguous combination ( 3 for each type, nested, random), see section 2.1. Main effects and relevant interactions are summarized in Table II; remaining interactions were all insignificant.

Table Il: Summary of analysis of variance results.

|  | factor | E | df | p |
| :---: | :---: | :---: | :---: | :---: |
| (A) | cons.dur. | 74.1 | 1,32 | . 001 |
| (B) | vowel rise | 20.5 | 1.32 | . 001 |
| (C) | sp.source | 149 | 2,64 | . 001 |
| (D) | mean/nons | . 4 | 1.32 | n.s. |
| (E) | stim.type | . 8 | 7.32 | n. 3 |
| (F) | stim.combi | 28.3 | 32,1152 | 2,001 |
| AC |  | 20.4 | 2,64 | . 001 |
| AD |  | . 1 | 1,32 | n.s. |
| BC |  | 6.1 | 2,64 | . 01 |
| BD |  | 1.4 | 1,32 | n. 3. |
| AE |  | 3.0 | 7,32 | . 05 |
| AF |  | 2.0 | 32,1152 | . 01 |
| CE |  | 2.3 | 14,64 | . 05 |
| CF |  | 10.4 | 64,1152 | . 001 |
| ACF |  | 1.4 | 64,115 | . .05 |

A Newman-Keuls post-hoc analysis on factor (C) showed a difference between natural stimuli, intended as /C\#/, and both other speech source types ( $p<05$ ). Table III below illustrates the varying contribution of both boundary cues between the three source types (interactions AC and BC ).

Table III: Mean percentage of /\#C/ responses, tor two manipulated boundary markers and three speech source types.

| manipulation | Natct | Nat | Synth |
| :---: | :---: | :---: | :---: |
| cons.dur. Long | 18 | 62 | 50 |
| Short | 18 | 50 | 39 |
| vowel ons.Long | 16 | 56 | 44 |
| Short | 20 | 57 | 45 |

## 3. DISCUSSION

Both durational boundary markers under study are shown to contribute to word segmentation: manipulation affects subjects' perceived word boundary position. This perceptual relevance is identical in meaningful and nonsense conditions. Since the absence of anticipatory lexical information does not hamper word segmentation, phonetic cues seem to provide sufficient means to this end.

However, the natural speech conditions in Table III show that manipulations are only effective if they involve postboundary markers (consonant in /\#C/, vowel onset in /C\#/). In addition, these data suggest that subjects pay primary attention to unmanipulated markers in the natural stimuli, while the markers under study only play a secondary role. In general, subjects seem to perceive the intended boundary position on the basis of unmanipulated (probably segmental) cues. Durational cues contribute to this judgement, but only if the relevant speech segment follows the intended word boundary. The clustering of natural stimuli, intended as /\#C/, with synthetic stimuli suggests that the latter also contain (uncontrolled) cues towards a /\#C/ boundary position. Presumably, cues for syllable-initial position (in which the consonant diphones had been realized originally) were used for word segmentation in this experiment.
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## ABSTRACT

This paper presents some results on perception of short vocal vibrato tones, using a method of adjustment. Means, standard deviations were computed and histograms plotted from 19 sets of responses ( 11 subjects, 28 types of short tones ranging from $1 / 2$ vibrato cycle up to 2 vibrato cycles in steps of $1 / 4$ cycle, 4 types of initial phase, mean frequency of 440 Hz , vibrato frequency of 6 Hz and vibrato amplitude of 100 cents). The main results are: A) for short tones, the pitch does not correspond to the mean frequency; B) the pitch depends on the shape of end of the tone; C) the pitch converges towards the mean frequency as the duration increases; D) the overal pattern of F0 has an influence on perception, and some simple patterns seem to behave better perceptually.

## 1 Introduction

L'étude de la perception de hauteur tonale dans la voix chantée en présence de vibrato de la fréquence fondamentale est un domaine qui a été relativement peu étudié. Une étude [5] (par la méthode d'ajustement) sur la perception de notes longues, qui comportent plusieurs cycles de vibrato par note, conclut à la perception d'une hauteur moyenne (arithmétique ou géométrique, ce qui est peu différent) pour des amplitudes et des fréquences de vibrato de l'ordre de grandeur de celle rencontrées dans le chant. Il est notable que cette perception moyenne est con-
testée par plusieurs auteurs (par exemple [4] p. 46) qui affirment que la moyenne mais aussi les deux hauteurs extremes peuvent être entendues, en fonction du contexte. Cependant, les différents auteurs s'accordent pour reconnaitre qu'en dehors de consignes ou de contraintes particulières, les sujets auditeurs percoivent la hauteur moyenne. Les résultats sur les notes longues ne peuvent s'appliquer pour
expliquer comment sont appréciées les notes courtes, qui abondent dans les exécutions musicales. Lors d'une première étude sur les notes courtes [1] nous avions émis quelques hypotheses sur la base d'expériences préliminaires qu'il était nécessaire de reprendre de façon plus systématique. Cette communication présente une étude pour mesurer la hauteur tonale perçue lors de l'émission de notes courtes vibrées, hors de tout contexte musical, donc dans des conditions d'écoute de test psychoacoustique. Malgré la différence notable de cette sit Malgre la difference notable de cette situation avec celle d'une situation musicale
reelle, nous pensons que les resultats peuvent se révéler utiles pour expliquer des phénomènes observés dans la production des chanteurs ou dans la perception des auditeurs.

## 2 Méthode

Une méthode d'ajustement a été utilisée pour mesurer la hauteur tonale des notes courtes. Les exemples synthétiques étaient produit par un synthétiseur à formants en parallèle. Les formants, maintenus fixes avec des valeurs $(F 1=650 \mathrm{~Hz}$, $F 2=1100 \mathrm{~Hz}, F 3=2900 \mathrm{~Hz}, F 4=$ 3300 Hz ), correspondaient à un $/ \mathrm{a} /$. Les expériences ont été menées par 11 sujets, tous pourvu d'une éducation musicale. Certains sujets ont effectué plusieurs fois le test et 19 jeux de réponses ont été utilisé comme données expérimentales. Les stimuli étaient présentés de façon binaurale par un casque Beyer DT48 à 80 dB SPL. Pendant la présentation de la première série d'exemples, certains sujets ont attribués la différence entre les sons une diférence de hauteur. La consigne donnée a donc été de se concentren sur la
difference de hauteur, mais linfluence de différence de hauteur, mais, l'influence de
petites variations de hauteur sur le timbre petites variations de hauteur sur le timbre
mérite probablement une étude spécifque. mérite probablement une étude specifique. stitués d'une paire de sons: un son non vibré toujours identique et un son vibré
que le sujet pouvait choisir parmis 12 sons de fréquences différentes ordonnées. Le vibrato suit une loi sinusoidale autour
d'une fréquence moyenne de 440 Hz , loi de fréquence (période $1 / 6 \mathrm{~s}=167 \mathrm{~ms}$ ), ce qui correspont à une double croche avec la noire a 88 , soit une note musicale courte mais courante dans la pratique musicale. L'amplitude totale du vibrato est de 100 cents ( $1 / 2$ ton), la fréquence variant entre 428 et 450 Hz . Les fréquences des 12 sons d'appariement s'échelonnent entre ces deux limites, par pas de 2 Hz , les sujets devant répondre par un numéro entre 1 et 12. Le seuil différentiel de fréquence (pour des sons purs, à 440 H et 80 dB SPL) est légérement supérieur à 2 Hertz à cette fréquence. Les deux sons d'un même stimuli sont de durée égale, et séparés par un silence de 300 ms . D'un test à l'autre, la durée des sons varie en fonction du présent La plus petite duré utilisée dans pres tests correspond à une demi période ces tests correspond a une demi pêriode de viralo, sus anande à deux cycles envplets, soit 343 ms Las 7 durées utilisées s'étagent par palier d'un quart de cycle (41 ms ). Pour chaque durée, quatres phases initiales ont été présentées, et 28 tests d'ajustement, correspondant à 28 formes ont donc été proposés, comme le résume la figure 1 . Une expérience préliminaire, a permis de tester la perception de notes longues de dix cycles complets de vibrato, avec la même méthodologie, et donne des résultats identiques à ceux de raportés dans [5] pour les mêmes valeurs de vibrato et de fréquences fondamentales: la hauteur perçue est alors la moyenne soit environ 440 Hertz .

## 3 Résultats

Tous les sujets ont évoqué des difficultés pour juger la hauteur dans certains cas, a cause du mouvement du fondamental. Certains sujets ont même évoqué la possibilité d'entendre deux hauteurs, et la consigne a été d'ajuster à la meilleure hauteur possible (un tel phénomène est décrit dans [2] pour des glissandi de sons purs). Les résultats sont très cohérents malgré ces difficultés. La figure 1 résume les différentes formes (notées de 1 à 28 ) ainsi que les moyennes et écarts types obtenus. Les écarts types sont dans lensemble plutot faibles, de lordre du saçon significative d'une forme à l'autre.

### 3.1 Moyennes

La figure 2 reporte la moyenne des fréquences perçues en fonction de la forme (notée de 1 à 28 , dans l'ordre). Les 7 courbes comportent 4 points chacune, pour les stimuli de même durée: l'axe des numéros de formes est aussi l'axe des durees croissantes, avec quatre phases initiales pour chaque durée. Pour une même durée les hauteurs perçues peuvent être trés différentes: les formes de plus courte durée peuvent, par exemple, suivant la phase initiale du vibrato, être perçues de 437 à 447 Hertz. En observant la courbe des 4 points dune meeme duree, on remarque que ces formes se reproduisent à intervalle de 4: la courbe 1 ressemble à à
5 , la 2 à la 6 , la 3 à ${ }^{2}$. Les courbes de plus longues durées ont un ambitus plus petit. Cette "pseudo-périodicité" percepive se la forme 5 (resp 6, 7) redu brato: la forme 5 (resp. 6,7) reproduit la forme 1 (resp. 2, 3) à une période de vibrato près, au début. La fin des formes semble donc prédominer perceptivement. Cette figure montre une convergence des hauteurs perçues, lorsque la duree augmente, vers la valeur moyenne perçue pour les notes longues. La figure 3 se déduit de la figure 2 en joignant les points, selon les durées croissantes, qui possèdent une même phase initiale (soit es point $1,5,9,13,17,21,25$ pour la phase 1). Les 4 courbes obtenues oscillent, en convergeant vers la moyenne. Ces oscillations sont liées à la variation finale, de
la forme finale, et il semble que ce $n$ 'est pas la phase initiale qui domine percep ivement. La figure 4 se deduit de la fig ure 2 en joignant les points qui possèdent une demi-periode finale commune. Le 4 courbes convergent de façon assympto tique, sans oscillations, vers la moyenn des notes longues. Il semble que la forme finale du son gouverne la perception de hauteur, avec une pondération due à la durée. Un tel phénomène a été observé [3] [2] pour différents glissandi de fréquence.

### 3.2 Histogrammes

Les histogrammes représentant le nombre de reponses obtenues pour une fréquence donnée et une forme fixée indiquent la dispersion des réponses, donc leur certidude. La figure 5 montre les 4 histogrammes obtenus pour une durée d'1/2 cycle. Deux situations apparaissent: les phases 1 et 3 donnent pics marqués, indiquant que les sujets ont perçu un peu de fréquences différentes; les phases 2 et 4 montrent un étalement des réponses qui implique une certitude plus faible Lexamen des histogrammes, qui ne sont pas tous reproduits ici par manque de
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Figure 4

|  |  | Phase 2 |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 <br> cy- <br> cles | for <br> 1 | $\begin{aligned} & \text { form } \\ & 2 \\ & 2 \end{aligned}$ | forme 3 1 | forme <br> 4 |
| Moy. <br> E.T. | 447.0 2.34 | $\begin{aligned} & 437 . \\ & 2.23 \end{aligned}$ | $\begin{aligned} & 433.16 \\ & 1.92 \end{aligned}$ | $\begin{aligned} & 443.7 \\ & 1.87 \end{aligned}$ |
| $\begin{aligned} & 0.75 \\ & \text { cy- } \\ & \text { cles } \end{aligned}$ | forme 5 | forme <br> 6 <br>  | forme <br> 7 <br> $\sqrt{ }$ | $\begin{aligned} & \text { forme } \\ & 8 \\ & 8 \end{aligned}$ |
| Moy. E.T. | 440.9 1.92 | $\begin{aligned} & 434 . \\ & 2.19 \end{aligned}$ | $\begin{aligned} & 441.5 \\ & 3.16 \\ & \hline \end{aligned}$ | $\begin{aligned} & 444 . ? \\ & 1.66 \end{aligned}$ |
| 1. <br> cy- <br> cles | $\begin{aligned} & \text { forme } \\ & 9 \\ & n \end{aligned}$ | forme 10 | $\begin{aligned} & \text { forme } \\ & 11 \\ & n \end{aligned}$ | forme <br> 12 <br> $\Omega$ |
| Moy. E.T. | 438.4 2.63 | 443.2 2.01 | $\begin{aligned} & 442 . \\ & 2.5 \end{aligned}$ | $\begin{aligned} & 440 . \\ & 2.1 \end{aligned}$ |
| 1.25 <br> cy- <br> cles | forme 13 | forme 14 11 | $\begin{aligned} & \text { forme } \\ & 15 \\ & 7 \end{aligned}$ | $16$ |
| Moy. E.T. | 441.7 1.99 | $\begin{aligned} & 44 \\ & 2 \\ & \hline \end{aligned}$ | $\begin{aligned} & 439.0 \\ & 2.78 \\ & \hline \end{aligned}$ | $\begin{aligned} & 437.2 \\ & 1.5 \\ & \hline \end{aligned}$ |
| 1.5 <br> cy- <br> cles | forme <br> 17 <br> n | $\begin{aligned} & \text { forme } \\ & 18 \\ & 7 \end{aligned}$ | forme 19 1 | $\begin{aligned} & \text { forme } \\ & 20 \\ & f r \end{aligned}$ |
| Moy. E.T. | 443.26 1.91 | 440.6 1.77 | $\begin{aligned} & 437.4 \\ & 2.09 \\ & \hline \end{aligned}$ | $\begin{aligned} & 440.9 \\ & 1.81 \\ & \hline \end{aligned}$ |
| $\begin{aligned} & 1.75 \\ & \text { cy } \\ & \text { cles } \end{aligned}$ | forme 21 $n$ | forme <br> 22 <br> U | forme <br> 23 <br>  | $\begin{aligned} & \text { forme } \\ & 24 \\ & n \end{aligned}$ |
| Moy. <br> E.T. | $\begin{aligned} & 441.1 \\ & 1.54 \\ & \hline \end{aligned}$ | 438.2 2.39 | $\begin{aligned} & 441.3 \\ & 1.77 \\ & \hline \end{aligned}$ | $\begin{aligned} & 442.1 \\ & 2.35 \end{aligned}$ |
| 2. cycles | forme 25 $n$ | forme 26 W | $\begin{aligned} & \text { forme } \\ & 27 \\ & \text { n } \end{aligned}$ | forme 28 <br> M |
| Moy. <br> E.T. | 439.26 1.19 | 441.47 2.09 | 441.36 2.22 | $\begin{aligned} & 440.84 \\ & 1.80 \end{aligned}$ |

place, donne une indication des formes de variation du fondamental qui semblent perceptivement préférables, surtout pour les sons les plus courts. Les sons plus long possèdent des histogrammes pointus qui indiquent une dispersion faible, comme le montre la figure 6.

## 4 Conclusions

Les tests d'ajustement pour des sons vocaux vibrés de courte durée indiquent que: A. les sons de courtes durées donnent lieu à des perception de hauteur très différentes de la hauteur moyenne; B. la demi-période finale permet de prévoir 4 sortes d'incidences sur la hauteur perçue: incidence haute pour une $1 / 2$ arche positive (forme 1); incidence moyenne haute pour la $1 / 2$ arche montante (forme 4 ); incidence moyenne basse pour la demiarche descendante (forme 2); incidence basse pour la $1 / 2$ arche négative (forme 3 ); C. avec l'accroissement de durée la hauteur perçue se rapproche de la moyenne; D. la forme globale du son importante, elle se combine avec les formes de fin et montre une pseudo-périodicité perceptive liée à la périodicité du vibrato; E. les formes courtes qui possedent un seul maximum ( $1,3,10,12$ ) sont perçues avec plus de certitude que les autres formes de mème durée; F. lorsque la durées'accroit la certitude des jugement devient égale et haute quelque soit la forme.
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ABSTRACT
Good communications are important in saturated diving. However, since heliox gas mixtures exhibit different sound transmission properties than normal air -- and high ambient pressures interact with them -- speech intelligibility tends to be degraded at depth. Attempts to improve communications here include the use of electronic processors and (in this case) modification of divers' speech. While it is known that divers can upgrade their speech at depth, little information is available about what they do to improve. Diver/talkers were trained to independently manipulate speech intensity, rate and F 0 . Recordings were made at the surface and at 92.3 m ; intelligibility levels obtained via standardized listening sessions. The three vocal shifts that enhanced intelligibility were: low Fg , slow speech rate and high intensity.

1. INTRODUCTION

It must be conceded that divers are rather inefficient underseas workers [3].


Thermal effects, high pressures, weightlessness and especially poor communication, combine to limit a diver's ability to cope with the deep ocean environment and carry out reasonably complex tasks while doing so. In turn, divers' speech intelligibility is degraded primarily from exotic breathing gas mixtures, high ambient pressures, neural deficits, stress and hypothermia $[6,8,11,12,15,17]$.

The four approaches which have been employed to restore the integrity of $\mathrm{HeO} / \mathrm{P}$ distorted speech can be found summarized in Figure 1. The use of trained decoders (D) is one remedial approach [10]; so is the use (C) of electronic devices $\quad[2,4,6,8, \quad 14,16]$. Third, attempts have been made to restructure language ( $B$ ) as a compensation [1, 8]. However, while it must be noted that a totally new divers' lexicon probably would not be practical, appropriate data-bases are being collected and studied [13]. Finally, of the approaches portrayed in Figure 1, it is the articulatory characteristics (A)
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change and the most effective compensation for speech degradation in the $\mathrm{He} 02 / \mathrm{P}$ milieu.

Figure 2 [7] will demonstrate that saturated divers experience severe reductions in communicative ability as a function of depth. The disparity here appears to be due to the effects of environment (reverberation, noise etc.), equipment, human variability and even HPNS (high pressure neural syndrome, 17). No simple solutions appear tenable; probably some combination of the four remedies will be necessary. While all require further study, the most critical need may be to determine how divers can modify their speech to become better communicators. This capability has not been addressed in the past.


FIGURE 2

[^0][7,8,12,15]. However, it should be stressed that these investigations have been focused on the (analysed) speech of diver/ talkers -- when in environments which have varied extensively. Few investigators have attempted to study controlled/manipulated speech and these efforts have been confined primarily to shallow water [8].

## 2. PURPOSE

This study was conducted to investigate the effect of controlled articulatory modification on the intelligibility of divers' speech. To that end, diver/talkers were trained to separately alter, in turn, a single speech parameter while controlling all others.

## 3. METHOD

As stated, this investigation was carried out under highly controlled conditions with experienced divers who had completed a rigorous speechcontrol training program. It was conducted in the hyperbaric chambers located at the westinghouse ccean Research and Engineering facility, Annapolis, Maryland.

Subjects were twelve talker/ divers (six males and six females) drawn from the team of Florida phonetics and speech research, were certified/experienced divers and had served as subjects in previous experiments of this type. Moreover, to be included in the experiment, each had to demonstrate that he or she could produce the utterances with acceptable precision. Subjects were divided into equal groups; the first produced the required speech with normal sidetone, the second wore TDH-39 earphones into which was fed an 85 dB noise signal -- a procedure which. essentially eliminated feedback. This approach permitted comparisons between talkers
who could hear their speech well enough to attempt enhancement to those who could not.

All talkers read eight Griffith's [5] minimal contrast word lists in the seven different speech modes with the sequence counterbalanced to avoid order effects. The speaking modes were: 1) normal articulation, 2) "most intelligible", 3) high fundamental frequency, 4) low FO , 5) slow speaking rate, 6) fast speaking rate and 7) high vocal intensity. As stated, subjects received extensive training in using each mode (except the first two, of course) while keeping the others constant. Fundamental frequecy was monitored using the IASCP Fundamental Frequency Indicator (FFI), during training sessions and the dive; intensity by means of a calibrated sound level meter, and rate by means of a stop watch. During the dive, flashcards were employed at chamber portholes to caution talkers who were drifting from these rigid protocols. All procedures were carried out twice for both teams: first at the surface in air and secondly at 92.3 m ( 300 fsw ) in an environment consisting of $86 \%$ helium and $3 \%$ oxygen.

The recordings were made by means of calibrated, at depth, Electrovoice 664 microphones coupled to Ampex 601 tape recorders (outside the chamber). It was concluded that, since less than $5-d B$ variations were obtained for frequencies up to nearly 10 kHz , the microphones were capable of functioning adequately at the experimental depth.

The experimental tape recordings were spliced, randomized and presented to groups of 12-15 listeners selected on the basis of (1) being native English speakers, (2) having normal hearing, and (3) being able to perform the listening task.

Before. their responses were evaluated, listeners were required to score at least $92 \%$ on a hearing screening test. Once the listening sessions were complete, the resulting data were tabled, analysed and statistical procedures applied.
4. RESULTS

One of the first contrasts was to compare the overall performance of the two groups. It was reasoned that, if training was effective, mean scores for the groups would show no differences. Indeed, they were found to be virtually identical; intelligibility levels at the surface slightly favored the group that spoke in quiet (95.3\% vs. 92.8\%). At depth, however, this difference was in favor of the group speaking in the high noise environment; here the difference was 2\%. Further, no Lombard effect was observed in the speech of any of the talkers. These findings -coupled with the expected male-female contrasts which were virtually identical at the surface and only slightly favored the men at depth served to demonstrate the robustness of the training.

Inspection of Figure 2 will reveal that a $30-60 \%$ reduction in speech intelligibility can be expected at depths around 100 m . The present data are consistent with that prediction. Even though the subjects employed in this research were trained, an overall degradation of nearly $30 \%$ occurred at depth. Here the normal speaking condition (67.08) again was found close to the overall mean and speech intelligibility was poorest for the two conditions of fast rate (61.08) and high $F D$ (62.1\%). The lowered F O, however, resulted in a slightly better than average intelligibility level (69.08) -- a finding that is not surprising since lower $\mathrm{F} \emptyset$ also would tend to reduce (at least
slightly) the raised vowel formants. The three speaking conditions that demonstrated the best overall performance involved those where best intelligibility was attempted (73.0\%), speaking intensity was increased (72.0\%) and speaking rate was slowed (70.6\%). Other than the maximum intelligibility condition, the only relationship found statistically significant (ANOVA) was loudness ( $\mathrm{F}=23.8$, df 11, 132); this factor also was significant when a post hoc Duncan's multiple range test was applied. Even though the trends for the low intelligibility conditions (fast rate; high F ) were consistant across the noise conditions and gender, they were not statistically different from the others.
5. CONCLUSIONS

It is suggested that saturated divers attempting to communicate in the $\mathrm{HeO2/P}$ environment can improve their performance if they consciously attempt to do so. Helpful modifications include: 1) lowered fundamental frequency level, 2) reduced speech rate, 3) increased speech intensity and 4) attempted articulatory precision. Of course, it is conceded that these speech modifications might not be equally effective for all ambient pressure levels, gas mixtures and noise levels. Nonetheless, they did result in speech improvement under the conditions of this experiment.
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Aspects théoriques et pratiques des études sur le système phonétique d"une langue.
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## ABSTRACT

A phonological theory cannot. be developed if a phonologist ignores the speech activity of native speakers. Systematic analysis of Russian sound structure has revealed a discrepancy between units and operations used to describe the phonology of speech activity and those postulated by the "classical" phonology.

L'étude théorique du système phonètique du russe contemporain langue litteraire a pour tâche de spécifier et (si besoin est) de corriger des idées concernant les relations entre le système des unites phonologiques et leurs réalisations phonétiques dans la parole.

Le moment est venu de comparer ces deux ordres de faits et d'en tirer des conclusions que aideraient à rénover les conceptions phonologiques.

Dans la série "trait distinctif - phonème morphème - mot" chaque élément est généralement caractérisé comme un ensemble d'eléments d'un niveau plus bas: phonème ensemble des traits distinctifs, morphème séquense de phonèmes, mot -
ensemble de morphèmes. Cependant, pour les locuteurs chaque unite linguistique est plus que la somme des unites d'un niveau plus bas. C'est pourquoi on doit se demander quel materiel linguistique suffirait pour qu"on puisse en tirer des conclusions sûres. C'est dans cet ordre d'ideès qu'on a procédé, il y a quelques années, à la creation du fond phonétique russe ( $F P h R$ ), qui doit constituer la base des recherches ultérieures. A présent ce fond comprend:
A. Des enregistrements sonores de différentes sortes: les syllabes CV où toutes les consonnes sont combinées avec toutes les voyelles, des mot isolés les plus fréquents et ceux qui presentent des variantes orthoepiques (300ø mots en tout); des textes suivis, contenant des mots fréquents. Tout ce.matériel, enregistré dans la prononciation de 4 locuteurs, est conservé sous forme d'enregistrements sonores sur bande magnétique et en forme digitalisée dans la mémoire de lordinateur. Tout le matériel est présente comme une série de şyllabes ouvertes avec des marques de segmentation à l'intérieur. On procède à l'étude des caractéristiques de ces
syllabes; avec les auditeurs porteurs de différentes langues (y compris le russe) on fait des expériments, au cours dequels on modifie le matériel primitif de diverses manières pour étudier le rôle de certaines caractéristiques acoustiques pour la perception de la parole [1].
B.Un système de transcription automatique qui donne la possibilité de faire une transcription phonematique ou proprement phonétique des textes orthographies et d'obtenir différentes caractéristiques statistiques.
C.Des dictionnaires des morphèmes russes (à la base des 3 dictionnaires morphologiques) conservés dans la mémoire de lordinateur, ce qui rend possibles des etudes statistiques.

Pour le problème qui nous occupe lanalyse de la forme sonore des morphèmes présente un intérêt particulier.
D. Des alctionnaires grammaticaux et morphologiques, ce qui donne la possibilité de comparer les structures phonétiques des constituants de mot (morphėmes) avec leur distribution dans les derivés et formes grammaticales de mots. Ces dictionnaires sont la base pour les études sur des réalisations sonores des formes grammaticales du mot russe.
En combinant les résultats de toutes ces recherches on peut determiner, avec assez de sûreté, certains procédés phonologiques employés par les sujets parlant et qui concernent les structures phonémiques et les réalisations sonores des unités significatives.

Selon la tradition, parmi les trois caractéristiques phonetiques du système
vocalique russe (antério-rité-postériorité, degré d'ouverture et labialisation) seules les deux dernières sont considerées comme relevantes, puisque l'antériorité de la voyelle dépend, dans une grande mesure, de la consonne précédente, dure ou mouillée. Dans certaines études expérimentales, cependant, on a demontré que cette affirmation est incorrecte, car les modifications articulatoires des voyelles après les consonnes mouillées représentent un "geste articulatoire" dune nature particuliere: c'est le passage de la langue d'une position avancée et élevée, propre aux consonnes mouillées, à la position reculee, propre aux voyelles posterieures. Le degré d'ouverture, comme le montrent les données du FPhR, est aussi variable, et dépend:

1) des habitudes personnelles des locuteurs et;
2) de certaines circonstances de la parole. Ainsi, en prononcant les syllabes du type $C V$ ceux des locuteurs qui ont un debit rapide ont les [o] et [e] assez fermés, ce qui a pour résultat la perception des voyelles comme [u] et [i]/[b]. Des modifications d'ouverture plus grandes encore sont observés dans les textes suivis, où les voyelles sont généralement realisées comme plus fermés qu'11 ne faut d'apress leur caractéristique phonologique.

Il s'en suit que la variation d'une caractéristique phonetique ne donne pas le droit de la considérer comme irrélevante. La différence entre les voyelles antérieures et postérieures dans le systeme
phonologique du russe est dûe au fait que l'opposition entre les consonnes dures et mouillées en syllable CV n'est guère possible que devant les voyelles postérieures: /'sadu/ (au jardin, Dat.) - /siadu/ (je m'assoirai) (Cepedant la nouvelle possibilités de rêaliser cette opposition consonantique devant /e/: /pas't'el/ 'lit' - /pas'tel'/ 'pastel' peut entrainer des changements dans le système vocalique russe).

L'analyse des formes sonores des morphèmes permet aussi d'en tirer quelques conclusions concernant le niveau phonologique du russe. L'un des fondements de la phonologie c'est l"idée sur la priorité de la fonction distinctive du phonème. L'étude du matériel phonétique - composition phonématique des morphèmes - a montre, contrairement à ce qu'on attendait, que cette fonction ne se réalise que dans un nombre assez restreint de cas. L'analyse des racines les plus frequentes du type CVC (il y en a près de 700) montrequ'il y a très peu de paires minimales différenciées par les voyelles: 279 racines $n$ ont pas de paires minimales; 113 racines ne peuvent former qu'une seule opposition vocalique, trois oppositiors. vocaliques sont possibles dans 23 contextes consonantiques, et $11 n^{\prime} y$ a que 6 contextes consonantiques où 4 oppositions sont possibles.

Les 35 consonnes qui sont possibles a linitiale de morphemes auraient pu former une série de 35 quasi-homonymes; cependant, la série la plus longue $n$ 'en compte que 11 (des cas semblables sont très rares), les séries les plus fréquentes ne
comptent que de 2 à 5 racines.

Ainsi, la fonction distinctive du phoneme n'est rèalisée que dans une petite partie des cas théoriquement possibles. On peut voir cette faiblesse relative de la fonction distinctive du phonème en étudiant la différenciation des formes grammaticales de mot. En russe, la principale information grammaticale (pour les substantifs c'est le genre, le nombre, le cas) est portée par les désinences, c'est-à-dire par la partie post-tonique du mot que est sujette a ane forte réduction phonétique. Dans cette situation les facteurs phonétiques 1 'emportent sur les facteurs phonologiques c'est-à-dire sur la nécessité de différencier les formes grammaticales. L'homonymle des desinencequest surtout fréquente dans la parole continue, où lon observe aussi une homonymie grandissante des autres morphèmes. Donc, un locuteur russe ne rencontre que rarement des cas où la différenciation des unités significatives dans le texte se fasse grace aux oppositions phonématiques.

Une des questions les plus importantes pour toute théorie phonologique c'est l'interprétation phonématique des segments sonores. Le plus souvent on procede a lidentification phonematique dun son recourant aux oppositions en position forte, c'est-à-dire en position de différenciation maximale. Pour les voyelles russes c'est la syllabe accentuée. Parmi les morphémes du russe c'est la racine qui est le plus souvent accentuee, les suffixes le sont bien plus rarement, les prefixes - plus rarement
encore.
Le traitement deg donnéls du RDD [2] (110ดØØ mots) a permis de diviser tous les cas d"apparition de préfixes comportant une voyelle en 2 groupes selon la presence ou l'absence d'accent. Il y a très peu de cas où le prefixe porte l'accent de mot (a l' exception de - qui est souvent accentuè):
voyelle du prfixe
(orthographe)
e (бе́з-sapg - бe3-qа́рноiù) nullite inepte
u $\underset{\text { mine }}{\text { mine }} \underset{\text { accepter }}{\text { - npuint }}$

- (ót-nyck -or-nyciuts)
conge lácher
a (pás-yM - pas-ým+ibiu)
( bí-nyck - Bbl-nyckatb)
emission émettre

La comparaison de ces chiffres fait penser qu"il est peu probable qu'un locuteur russe, qui, comme on sait, tient compte, dans la parole, des caracteristiques probabilitaires, détermine la qualite phonématique des voyelles en recourent a la position forte. Il semble raisonnable de supposer que pour les locuteurs la "position typique" est aussi importante que la "position forte" pour le linguiste.

Ainsi, la réalité du phonème pour les locuteurs est like en premier lieu a son rôle dans la structure phonétique du mot. Les cas où le modèle phonemique du mot est réalisé intégralement pendant la production de la parole ne sont pas plus fréquents que ceux où ce modele est seulement esquisses: p. ex. dans (Ace. du rouge adj. Nom. fem.)
la suite posttonique /uju/ est realisée phonétiquement comme groupe de voyelles [ ], où [ ] est la réalisation de la séquence / $\mathrm{J} / \mathrm{+} / \mathrm{u} /$.

Dans les actes de perception de la parole la réalité du système de phonèmes se manifeste comme les facultés des locuteurs de retablir la forme phoné-
accentuée inaccentuée

$$
13
$$

3291 1495 6174

1399
6226
1353
1041
mique du mot en utilisant une information phonétique défectueuse.

Le système phonologique dont se servent les porteurs de la langue $n$ 'est pas en tous points semblable à celui établi par le linguiste, ce qui nous oblige à une étude minutieuse du matériel linguistique et de l'activite langagiére des locuteurs.
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Although human language is the most elaborat semiotic that exists, man invented other sign systems to remedy the flaws inherent to the use of language. For the same reason scientists had recourse to non-linguistic signs: Phonolom gists proposed iconic diagrams to olroumvent the linearity of discourse. As phonology developped further other sign species were oreated -- the meaning of which could not be transmissed by language - to describe newly discovered facts.

1. INTRODUCTION

Le langage est le plus complexe de tous les systàmes sémiologiques utilisés par l'homme. Le corollaire de cette complexit6 est le caractère extrêmement sophistique des messages linguistiques. Pourquoi alors 1'homme a-t-il éprouv6 le besoin de se doter d'autres systemes de signes ? C'est que la commanication langagiere est sujette des restrictions, dues à la nature de l'instrument ou aux circonstances dans lesquelles on peut l'employer: Un défaut dans l'appareil recepteur, l'ambiguitt fréquente du message linguistique, l'absence de code partagé eto. (voir [9] pp 21-27) nécessitent le recours a un substi-
tut. Ainsi toutes les anthroposómiotiques non linguistiques ont-elles été inventées pour pallier une ou plusieurs limitations du langage: L'anthropo-semiologie est a la linguiatique ce que la médecine est à la biologie humaine.
2. L'ICONE

Voici dono pourquoi une sfmiologie de la linguistique, et partant une sémiologie de la phonologie est possible. Hagege [3], p. I a affime: "La linguistique (...) Etudiant la langue le fait en langue." A mesure que les theories linguistiques se developpent, le langage peut s'averer Etre un outil defectueux pour les formuler. Le linguiste a dès lors recours à des signes non linguistiques possédant des proprietés qui font défaut au langage: Les éléments d'un message linguistique n'ont entre eux que des rapporté innéaires, "horizontaux". Si le linguiste veut exprimer des rapports "verticaux" et "horizontaux" entre deux concepts theoriques, il ne peut lo faire au moyen du langage. Ainsi Hellwag, [4] p. 25, a éte amené à poser son triangle vocalique, un signe iconique bidimensionnel, pour représenter les relations entre les voyelles de l'allemand:

| $u$ |  | u |  | 1 |
| :--- | :--- | :--- | :--- | :--- |
| 0 |  | $\delta$ |  | $e$ |
|  | $a$ |  | $a$ |  |

a

Liconicitf de ce signe consiste a reprfsenter verticalement l'a perture ot horizontalement 10 lieu d'articulation, oe qui correspond grosso modo à co qui ee passe dans la rfalitf. Si on avait voulu rendre les rapports "vertical" et "horizontal" eu moyen d'fnonoes linguistiques on aurait pu $y$ parvenir mais au prix de formulations laborieu. ses. Un simple ooup d'oeil sur i'icone, cependant, suffit pour rendre ces rapports 6vidents. L'ioonicitf de ce signe n'est pas pour autant parfaite: le rapport "horizontal" entre [iv] et [1] ou entre [ 8 ] et [ $[$ ] ne correspond pas à ce qui se passe dans la realitf.

Les consonnes avaient deja fait l'objet d'une représentation iconique 150 ans plus tot par Montanus, [5] p. 19. Ni Hellwag. ni Montanus n'ont ©t ${ }^{\prime}$ les prem miers a avoir emploý des icónes en phonologle. Cet honneur revient a Panini (of. [6], p. 69). Mais sa description 6 tait tombe dans l'oubli, de sorte qu'elle deveit Etre rinventée par les Europsens Montamus et Eellwag.

Outre les schemas iooniques flam borbs par Hellwag, Montanus, $\mathrm{P} \overline{\mathrm{a}}$ nini, d'autres icônes furent proposes dont l'objectif fut de donner une image plus fidele de la realite, notamant quant a la fapon dont les sons btaient produits. Ainsi les images of-desgous de John Wilkins, oitGes par [1], p. 115, representent-elies ce qui se produit dans les cavites pharyngale, nasale, buccale au moment de l'articulation des sons [ $t, d, s, 1]$;



Dans ces loínes on apergoit la representations visuelle d'un certain nombre d'6ifnoments dont les prinoipaux ne sont pas visibles a l'oell nu ou míne pas visibles du tout mais seulement audibles ou fventuellement tan gibles. C'est pourquoi je proposerais pour ce type dilobne 1'appelation d'ioône synesth6aique, c.-knd. un iobne dont lo signifiant m'adreses $\mathbf{L}$ un seal des 5 sens mais dont 1 e signifle reldve de sens difflrents.
3. LS SIGNAL ET LIE SYMBOLT

Sebeok, [8] pp 231-248, reoonnalt 6 types de aigmes. Outre 1.1cône dont il a déja ©t今 quention, il distingue le simal, le symbole, 10 symptome, 10 nom, lindioe. Ia fldohe $(\rightarrow)$ de la phonologie gonerative peut tre considfrfe comme un signsl, parm os que selon Sebeok oe dernier demande une aotion de la part de celui qui le pergoit. 保 l'000m rence l'sction consiste $\mathbf{a}$ Iff crire une séquence. / ( $=$ dans le contexte) peut dds lors tre oonsiders comme un gymbole, un signe pour lequel signifib et signifiant sont liés par une convention arbitraire. Les trois autres types ne sont pas onployes, i ma connalesance, dans 1a litt6rature linguistique.

Pourquoi des signes comse $\rightarrow$ t / se sont-ils subatitufe $\mathfrak{a}$ des expressions langagidres ? C'est parce que celles-ai sont trop longues et trop souvent utslisfes, L'homo significans aime se servir de aignes mais pars toujours des nefes. Il rentele devant l'obligstion de réenployer ohaque foía it môme ononó quand
un moyen plus simple s'offre $\mathbf{a}$ lui. En outre la formalisation de la linguistique pernet la déduo tion rapide de prédiotions faites a partir d'assertions théoriques généralisantes, de sorte que col-les-ci, lo cas échéant, peuvent Etre rapidement falsifices.

## 4. LIICONE METAPHORIQUE

Les icónes dont il a ©t§ question avaient la propriéte dite iconicité topologigue (cf. [10], p.88) c.-j-d. la configuration de leurs parties constitutives est semblables à celle d'originaux qui existent dans la réalité. Récemment la phonologie a vil naltre des icônes métaphoriques (cf. [10],p. 89): La configuration des parties constitutives de ce dernier type reproduit un original qui n'a qu'une existence métaphoFique: Une personne haut plac6e n'est pas quelqu'un qui se situe quelques mètres au-dessus du sol mais qui est a la tôte d'une hif rarchie. Une telle métaphore est à la base de la description suivante de la structure syllabique:


Les symboles $\sigma$ sont hiérarchiquement supérieurs a $\underline{0}$ et $\underline{R}$, qui a leur tour dominent $\mathrm{N}^{-}$et Cd. Ensuite viennent $V$ et $\underline{C}$ et en bas de l'échelle se trouvent les sons concrets. Une telle hiefrarchie peut etre exprimbe $6-$ galement par un schema plat, unidimensionnel:

Cette possibilite n'existe pas pour l'icône topologique qu'est $^{\text {n }}$ le triangle vocalique car l'original n'est pas quelque chose de

Iindaire.
5. LE SIGNE TRIDIMENSIOKNEL

La toute dernidre móthode pour déorire scientifiquesent les sons est le sohema tri-dimensionnel, illustrant le fait que la sfquence sonore est le rfsultat de differrentes strates, relifos a un axe central, le squelette, sur lequel se trouvent des unités chronologiques. Un tel sohfma combine les propriftés des icônes topologique et metaphorique. Le tout prend a pou pris ia forne d'un 6couvillon. C'est dire qu'on pourra bientoft s'attendre a ce que les manueis de phonologie soient oonpus comme cortains livres pour onfants of il suffit d'ouvrir une page quelconque pour voir se fomer une image tri-dimensionnelle.
6. L'ECRITURE

Le plus vieux domaine de la stmiologie de la phonologie est 1'foriture. Chez les anciens Egyptiens les signes de 1 'foriture 6 taient encore de nature io0nique paroe que, quand un mot avait comme segment initial le $v$ de vache, oe $v$ ainsi que tous Ies autres $v$ ctaient rendus par une tette de vache. On peut das lors parler d'un laône dérive. Celui-ci se transforme on symbole (arbitraire) lorsquili est emprunté par une autre langue pour exprimer le segment $v$, a lors que dans cette langue 10 mot pour vache ne commence pas par v. L'ecriture a eté conçue pour remédier a la volatilite de la langue parlée.

## 7. CONGLUSIONS

1. Quatre limitations inherentes a la commuication langagiere ont provoque l'introduction de signes substitutifs en phonologie: la volatilite du discours oral, la inéarité du langage, la monotonie de l'emploi frequent de messages linguistiques
identiques, l'inadéquation du langage de se preter $\mathbf{4}$ des deduations fiables.
2. Le langage est la plus fiaborfes des enthropo-sfmiotiques. Cela se voit aussi au nombre d'ontrfes dans [2] compart a coIui dans [7]. Aussi eatmce la linguistique qui peut fournir la olf donnant acoss a l'anthroposomiologie.
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# VOWEL PALATALIZATION IN MONGOLIAN 
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## ABSTRACT

Most Mongolian languages have gone through a process of palatalization which has affected the vowel and consonant systems in different ways in different languages. In this paper, phonetic data are given from the Khalkha dialect where consonant palatalization is contrastive, and where vowels preceding palatalized consonants have been umlauted. The umlauted vowels are realized as diphthongs, and at least for some speakers they contrast with original diphthongs with $i$ as the second element. The contrast is realized as differences in spectral timing.

## 1. BACKGROUND

### 1.1 The vowel system

Classical Mongolian had seven vowels (shown below) and a vowel harmony system based on palatality with three front vowels $e, \varnothing, y$, three back vowels $a, \rho, u$, and one neutral vowel $i$. It is believed that the oldest stages of the language had a back unrounded vowel $i$ as well. There has been a vowel shift in East Mongolian languages (Mongolian proper and Buriat), by which the vowel $u$ became a pharyngeal ( $[-\mathrm{ATR}]$ ) vowel $\omega$, and the front vowels $y$ and $\varnothing$ became $u$ and $\theta$, respectively [3][4] (in Southern Mongolian dialects, e.g. Baarin, e became $\partial$, as well). At the same time, the phonetic basis of vowel harmony shifted from palatality to pharyngeality ([ATR]), the vowels $a, 0$, $\omega$ being pharyngeal ([-ATR]), e, $\boldsymbol{\theta}, u$ nonpharyngeal ([+ATR]) and ineutral [4].


Vowel length is contrastive in modern Mongolian, but only in the first syllable of a word.

### 1.2 Palatalized consonants

The vowel $i$ caused palatalization of both consonants and vowels. Consonants preceding $i$ were palatalized, and in many cases the conditioning vowel disappeared (especially when word final) or became assimilated to a following vowel, in particular when that vowel was a: ama>am 'mouth', ami> am 'life'; bara> bar 'to finish'; bira>b'ar 'strength'. Palatalization did not always take place when an $i$ followed, however: miqa > max 'meat'.
In this way a whole class of palatalized consonant phonemes appeared in Khalkha ( $b^{\prime}, p^{\prime}, m^{\prime}, w^{\prime}, d^{\prime}, t^{\prime}, n^{\prime}, l^{\prime}, r^{\prime}, g^{\prime}, x^{\prime}$ ), contrasting with the corresponding plain consonants. (In Khalkha, 1 is realized as a lateral fricative $[\mathfrak{k}]$.)
The palatalized consonant phonemes in Khalkha have a limited distribution, occurring only in words with pharyngeal vowels. In non-pharyngeal words there is no contrast between palatalized and plain consonants, a fact that indicates that palatalization of consonants took place before the vowel shift that converted the front vowels $y$ and $\varnothing$ to $u$ and $\boldsymbol{\theta}$.

### 1.3 Palatalized vowels

The palatalized consonants in pharyngeal words have in their turn palatalized (umlauted) preceding vowels. Thus, $\omega, \circ$, a have umlauted allophones, here written as $\boldsymbol{\omega}, j, z, a$, before palatalized consonants
In some Southern Mongolian dialects, e.g. Baarin, the umlauted vowels are realized as monophthongs $\boldsymbol{Y}, \boldsymbol{a}, \boldsymbol{x}$, but in Khalkha they are diphthongic. Both short and long vowels were umiauted in a similar way.

Another source of palatalized vowels is original diphthongs with $i$ as the second element, $\boldsymbol{\omega}$, $\boldsymbol{\nu}$, ai. In Khalkha they are retained as diphthongs, but in Baarin they became monophthongs, merging with the umlauted vowels. There is also a nonpharyngeal diphthong $u$ in Khalkha ( $y$ in Baarin). Instead of expected *ei or *ei, e is found both in Khalkha and Baarin.

## 2. PHONETIC INVESTIGATION

### 2.1 Method

The data presented here are based on recordings of three male speakers of Khalkha Mongolian, XB, DD and BB. They were born, grew up and are still living in Ulaanbaatar. Their age was 36, 26 and 21 years, respectively. A word-list illustrating various phonetic phenomena, including palatalization, was recorded. Each word was read in isolation 3-5 times by each informant. The recording was made in Ulaanbaatar using a cassette recorder of fairly high quality. The recordings were analyzed using the MacSpeechLab II digitizer and analysis programs.

### 2.2 Results and discussion

### 2.2.1 Umlauted vowels vs. i-diphthongs

The umlauted vowels $a, 5, \dot{\infty}$ and the $i$ diphthongs ai, si, ai were compared by measuring $F_{1}$ and $F_{2}$ at the beginning and end of the vowel, and at three intermediate equidistant points. The words ail', ail,


Figure 2. $\mathrm{F}_{1}-\mathrm{F}_{2}$ plots for speaker DD. Umlauted vowels $\boldsymbol{\omega}, \boldsymbol{3}$, $a$ are shown as solid lines and $i$-diphthongs $\omega i, \nu i$, ai as dotted lines.


Figure 1. $\mathrm{F}_{1}-\mathrm{F}_{2}$ plot for all vowels of speaker BB. The $i$-diphthongs $u i$, $\omega i$, $\stackrel{i}{ }$, $a i$ are shown as dotted lines and umlauted vowels $\Phi, 5$, a as solid lines. The average formant values (of 5 tokens) of monophthongic vowels are also shown.
 are shown in Figures 1-3 and in Table 1. The simultaneous equality of $F_{1}$ and $F_{2}$ was tested with Mahalanobis' $\mathrm{D}^{2}$ test [2, p. 480] after converting the formant frequencies to the mel scale.
The umlauted vowels and the corres-


Figure 2. $\mathrm{F}_{1}-\mathrm{F}_{2}$ plots for speaker XB. Umlauted vowels $\dot{0}, 3,3$ a are shown as solid lines and $i$-diphthongs $\omega i, \nu i$, ai as dotted lines.
ponding $i$-diphthongs have similar paths in the $\mathrm{F}_{1}-\mathrm{F}_{2}$ plane, starting at a point in the neighbourhood of the corresponding nonumlauted vowel and ending in the e $\sim i$ area. According to the test results (see Table 1), à and ai are significantly different for speaker XB and also for DD, $j$ and $s i$ are different for $B B$ and DD, and $\omega$ and $\omega i$ are different for DD and XB. Some of the differences are perceptually very salient. Although it is difficult to find invariant features which differentiate umlauted vowels and $i$-diphthongs for all speakers, the three pairs differ in similar ways for each speaker. The difference lies in the timing structure of the diphthongs rather than in the starting point, end point or direction of the diphthong path.
The spectral timing of diphthongs often differs between different languages [1], but it is an unusual feature for a language to have diphthongs with the same general start and end points but which nevertheless contrast because of their spectral timing.

### 2.2.2 Palatalization of consonants

 following i-diphthongsPalatalized and plain consonants do not contrast after $i$-diphthongs. The quality of a consonant in this position was checked by measuring $F_{1}$ and $F_{2}$ at the beginning of the second vowel a in the word ailar and comparing to plain 1 in batlar and palatalized 1 ' in at 1 'ar.
The results were (means of 5 tokens):

|  | BB | DD |  |
| :---: | :---: | :---: | :---: |
|  | $\mathrm{Fr}_{1} \mathrm{~F}_{2}$ | $\mathrm{F}_{1}$ | $\mathrm{F}_{2}$ |
| bailar | 5011202 | 669 | 1387 |
| ailar | 5051452 | 438 | 2002 |
| ${ }_{\text {allar }}$ | 4381594 | 365 | 2138 |
| tests: |  |  |  |
| bailar ~ a alar | p<. 01 |  | <. 001 |
| ballar ~ atl'ar | p<. 001 |  | . 001 |
| ailar ~ ${ }^{\text {ala }}$ 'ar | $\mathrm{p}<.05$ |  | <. 05 |

As these results show, $l$ in ailar is palatalized, but slightly less than the contrastively palatalized $I^{\prime}$ in ata' $a r$.
This seems to be the only case of progressive palatalization in Khalkha.

### 2.2.3 Influence of i on preceding

Both plain and palatalized consonants can occur before $i$ in pharyngeal words, as in ba:lig and allig. The possible influence of
$i$ on a preceding plain consonant was checked by measuring $F_{1}$ and $F_{2}$ at the end of the first vowel at in the words ba:lar and bailig, with the following results ( 5 tokens of each vowel for BB and DD, 4 for XB):

|  | $B B$ |  | $D D$ |  | $X B$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{~F}_{1}$ | $\mathrm{~F}_{2}$ | $\mathrm{~F}_{1}$ | $\mathrm{~F}_{2}$ | $\mathrm{~F}_{1}$ |  | $\mathrm{~F}_{2}$,

$\mathrm{F}_{2}$ is slightly higher at the end of as in bailig than in bailar, no doubt because of coarticulation effects, but this difference is not significant in my material according to Mahalanobis' test. Since the vowel is the historical source of palatalization in Mongolian, it is somewhat paradoxical that does not palatalize preceding consonants in Khalkha.

### 2.2.4 The quality of i

The vowel $i$ is neutral in vowel harmony, but only in a restricted sense. Words with only this vowel are always nonpharyngeal, and in pharyngeal words, $i$ occurs only in suffixes. The quality of $i$ in pharyngeal words is influenced by the preceding consonant. In order to check this, $F_{1}$ and $F_{2}$ were measured at the beginning and middle of the $i$ vowel in the words ballig, atl'ig and ailig, i.e. following a plain, palatalized and non-contrastively palatalized consonant. The results are shown below where the first row for each word shows the beginning of the vowel and the second row the centre:

( 5 tokens of all words for BB and DD; 4 tokens of bailig and 3 of ailig for XB.)

There is a large difference between $i$ following plain and palatalized consonants (as is the case for the other vowels as well). The difference is still present at the middle of the vowel but is smaller there. Thus, coarticulation between a plain consonant and a following $i$ does not lead to palatalization of the consonant, as is the case in many languages, including old Mongolian, but rather to "depalatalization" of $i$, resulting in lower $\mathrm{F}_{2}$ and higher $F_{1}$, a relation which is characteristic within each pair of nonpharyngeal vs. pharyngeal vowels (e~a, o~s, u~@; cf. Figure 1).
In Baarin and other South Mongolian dialects, the contrast between plain and palatalized consonants seems to have disappeared, and $i$ has split into two phonemes, non-pharyngeal ( $[+$ ATR]) $i$ and pharyngeal ([-ATR]) $t$, thereby repairing the asymmetry of the harmony system which resulted from the loss of $i$ in Old Mongolian.

## 3. CONCLUSION

Mongolian has gone though a palatalization cycle. First $i$ palatalized preceding consonants and was then lost in many cases. The contrastive function of the lost vowels was transferred to a palatalized/ plain contrast in the consonant system, supplemented by the appearance of umlauted vowels, realized as diphthongs,
before palatalized consonants. This is the stage found in Khalkha. In Baarin and other Southern Mongolian dialects, umlauted vowels have become monophthongs and carry the contrast, contrastive palatalization having disappeared, at least partly, from the consonant system
In Khalkha, there is a contrast between umlauted vowels and original $i$-diphthongs, both being realized as diphthongs, but differing in their spectral timing. In Baarin these two sets of vowels have merged.
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Table 1. Mean values of $F_{1}$ and $F_{2}$ at five equidistant points in the umlauted vowels and $i$-diphthongs. The number of tokens of each vowel is given as well as test results for Mahalanobis' test, for each point testing whether the two vowels have the same $F_{1}$ and $F_{2}$ values.

## BB



 | 1482 | 1591 | 1654 | 1708 | 1716 | 1697 | 1784 | 1828 | 1923 | 2016 | 1401 | 1722 | 144 | 2188 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1958 |  |  |  |  |  |  |  |  |  |  |  |  |  |

 $15311580164516911672 \quad 16211776184220132092 \mid 14781573170918772013$ test: ns ns ns ns ns


| Шl: | 466 | 441 | 416 | 408 | 362 | 5 | 395 | 398 | 387 | 377 | 333 | 4 | 367 | 405 | 381 | 385 | 295 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | $\begin{array}{llllllllllllllllll}816 & 925 & 1081 & 1368 & 1678 & 765 & 932 & 1194 & 1608 & 1965 & 789 & 879 & 1077 & 1605 & 1985\end{array}$

 test: ns ns ns ns ns $<.05<.05$ ns ns ns ns ns ns ns $<.05$
of $/ \mathrm{y} /$ is an independent and unrelated phenomenon.

In contrast to Chen and Hombert, Foley [4] suggests that the order of any place of articulation parameter of N atrition is reversed: N -attrition affects the velar nasal preferentially, before spreading along the parameter to affect $/ \mathrm{n} /$ and only then to $/ \mathrm{m} /$, i.e., $\mathrm{n}>\mathrm{n}>\mathrm{m}$; cf. also Lightner [9]. Historical developments in Portuguese, and German are cited as exemplifying the suggested directionality of the parameter.

We wish to constrain possible scenarios of sound change by providing phonetic explanations for them. Given this approach, it appears at the outset that Foley and Lightner's parameter of N attrition is perhaps the most plausible, since it is most consistent with the phonetic observations of Ohala [10] who notes (p.297) that, "the alternation $[\mathrm{n}] \sim \tilde{\mathrm{V}}$ should be more common than the alternation of other nasals with $\mathrm{V}^{\prime \prime}$, as suggested by perceptual experiments. This is explained (following House 1957), "by noting that the velar nasal has primarily just a single resonating cavity with a small, perhaps negligible sidecavity, unlike other nasals, and thus negligible anti-resonances with large bandwidths and is more like that of a nasalized vowel than are those of any other nasal." Following from this, "is the prediction that of all nasal consonants one would expect [ I ] to be most prone to change or deletion. Insofar as the zero of [ g$]$ is situated in the more attenuated higher frequencies, it is less perceptible than the zeroes of other nasals, and thus make [sic] [n] just that much less of a nasal."

However, while there are good phonetic reasons to claim that [ n ] is inherently weak and most prone to loss, Ohala's prediction as to the inherent phonetic propensity of [ n ] towards attrition is apparently not entirely borne out by cross-linguistic data. The extremely limited sets of data used by Foley [4] and Lightner [9], do concur; on the other hand, Chen's work cited earlier claims that $[\mathrm{m}, \mathrm{n}$ ] are weaker than $[\mathrm{n}]$, while Hombert's suggests that devising a place hierarchy may not be such a
straightforward matter as was at first thought. The apparent contradiction in data may be the result of intervening elements such as: (1) poor methodology and interpretation of data; and (2) language-specific factors that may have an over-riding effect on the expected operation of universal factors normally governing N -attrition. In order to distinguish between language-specific factors, still to be ascertained, and universal factors, an examination of developments in languages other than the small set of languages referred to above may cast some light on the purportedly universal nature of N -attrition.

## 2. NORTHERN ITALIAN

We have examined in detail the diachronic development of nasal consonants from Latin to the present day in a sample of Northern Italian dialects. While Latin final consonants were lost after the Classical period, the loss of final atonic vowels, combined with the rise of $\mathrm{g} /$ ( $<\mathrm{L}$. Lat. $/ \mathrm{nj} /$ ), resulted in a new set of permissible final consonants, and a three-way contrast in final nasals:
$/ \mathrm{m}, \mathrm{n}, \mathrm{n} /$, cf. the limited set of examples in Fig. 1.

| Latin | balneu | cane | fame |
| :---: | :---: | :---: | :---: |
| Proto-N.I | */bay/ | */kan/ | */fam/ |
| Imolese | [be:n] | [kz:] | [fê:m] |
| Lughese | [ba:n] | [kz:] | [fà:m] |
| Bolognese | [ba:n] | [kæy] | [fa:m] |
| Riminese | [ba:n] | [ke:n] | [fe:mo] |
| Bergamese | [bap] | [ka:] | [fam] |
| Milanese | [ban] | [kã] | [fam] |
| Cairese | [ban] | [kap] | [fam] |
| Tavetsch | [bon] | [cawn] | [fom] |
|  |  |  |  |
| gloss | bath | dog | hunger |

Fig.1: Developments of PNI $/{ }^{*} \Omega,{ }^{*} \mathrm{n},{ }^{*} \mathrm{~m} /$.
Despite appearances, loss of word-final $/ \mathrm{n} /$, and related distinctive vowel nasalization are historical phenomena in Bolognese and Cairese. The presence of velar [ n ] in place of historical word-final $/ \mathrm{n} /$ in Bolognese and Cairese is a recent development and, for reasons not given here, is not evidence of place shift from alveolar to velar, but is the result of a process of consonantization
of nasalized glides that developed subsequent to the deletion of word-final /n/, cf. Hajek [4, 5].

It is evident that in Northern Italian dialects, $[\mathrm{n}]$ is significantly more prone to N -attrition than either [ m ] or [ n$]$. Attrition of final [ n ] is completely unknown in our sample, while loss of final [ m ] is recorded very sporadically in Imolese and Lughese. For historical reasons we can make no conjectures about the place of [ g ] along any place of articulation parameter. However, developments in Northern Italian indicate the following order for the other nasals:
$\mathrm{n}>\mathrm{m}>\mathrm{n}$. The suggested phonetic explanation for such an ordering in Northern Italian is based on duration measurements of nasal consonants in various Romance languages which correlate with diachronic developments concerning $\mathbf{N}$-atrition in Northern Italian: temporally shorter nasals (i.e. [n]) are more prone to reduction and loss than longer nasals (i.e. [m], and in particular [n]), cf. Hajek [6]. With regard to the relative ordering of $[\mathrm{n}]$ and [m], developments in Northern Italian support Foley and Lightner's suggested parameter.

## 3. LOWER CROSS

Nineteen languages have been identified in the Lower Cross group (Connell [2,3]), a sub-branch of BenueCongo situated in S-E Nigeria. Across the group, a common inventory of possible consonants in final (pre-pausal) position exists: /bdkmnn/. Among certain languages of the group there is a strong tendency towards final consonant attrition, and while this has affected the different languages to varying degrees, broadly speaking, the group may be divided into two camps: those that have retained and those that are losing final Cs . While we focus here only on nasals, there seems to be little difference between oral and nasal consonants with regard to a possible place of articulation hierarchy regarding attrition, though it seems that oral consonants disappear at a faster rate than nasals.

To date only a preliminary analysis has been conducted; this, though, is sufficient to determine certain broad
trends. For this, a set of 200 words was used for comparison across the group. Table One gives figures for a representative selection of languages in the group which reflect the extent of final N -attrition across the group according to place of articulation. Figures given are a count of the number of instances of final nasals found in the 200 -wordlist for each language.

|  | m | n | n |
| :--- | :---: | :---: | :---: |
|  |  |  |  |
| Anaang | 24 | 20 | 33 |
| Ibibio | 20 | 21 | 32 |
| Ibino | 18 | 16 | 28 |
| Ebughu | 8 | 7 | 30 |
| Ekit | 9 | 5 | 27 |
| Oro | 8 | 3 | 24 |

Table 1: Final-N retention in LC.
These figures show clearly that [ n ], contrary to prediction, is the 'survivor', while both [m] and [ n ] appear to go at approximately the same rate (only Oro does [ n ] appear tobe going faster than [m]). It is not surprising, given that the side-cavity for [m] and [ n ] are closer in size to each other than either is to that of [ 7 ], that these two should behave in a similar manner; however since the phonetic structure of these consonants does seem to be playing some role in their attrition, it is not clear why other expectations do not obtain. One bypothesis is that [ r ] is produced with greater nasal airflow, making it perceptually stronger. Preliminary aerometric investigation of Ibibio supports the claim that [ y$]$ is produced with greater nasal airflow, and this may be the case across the group.

Further insight into the attrition of nasals can be gleaned in examining this phenomenon in LC in other than final position. The same three nasals occur in what may be referred to as ambisyllabic position, and while there is no strong evidence for complete loss of consonants differentially across the group, there is a strong tendency for consonants to weaken in this position. This weakening is to a large extent governed by speech rate and style, with greater reduction apparently occurring in faster and more casual styles.

In this ambisyllabic position, however, the opposite tendency to that of final position is found; i.e., /y/ reduces more than either of $/ \mathrm{m} /$ or $/ \mathrm{n} /$. Typical realizations of the latter two in this position are as tapped stops, [ m , $\check{n}$ ], whereas $/ \mathrm{n} /$ is often a nasalized approximant [ü] or may even be deleted. This we consider to be an articulatory phenomenon, rather than acoustic; i.e., the articulation of $/ \mathrm{g} /$, being achieved with the tongue dorsum, will be more affected by consonant/vowel coarticulation than either of $/ \mathrm{m} /$ or $/ \mathrm{n} /$.

## 4. CONCLUSIONS

Work reported here has attempted to clarify some of the phonetic factors that may be involved in the attrition of nasals. It is obvious both from previous studies and from our own work that attempting to account for this phenomenon simply in terms of a place of articulation hierarchy will not work, and that other factors need also to be considered. Among those identified in the present work are the relative durations of the consonants in question, their position within the word, and possibly the degree of nasality. It is also apparent that where / $\mathrm{y} /$ disappears more readily than other nasals, this may be due to articulatory, rather than acoustic, considerations. Regarding a place of articulation hierarchy, once other considerations, such as the role of duration in Northern Italian, have been taken into account, it appears that differentiating between [ $\mathrm{m}, \mathrm{n}$ ] on one hand, and [ n ] on the other, is the most that can be done at this point.
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#### Abstract

Much recent work in theoretical phonology has revolved around issues of representation. As the structures grow in size and complexity, it becomes increasingly difficult to represent them and reason about them. In this article we shall explore techniques from computer science for abstract specification in order to provide a solution to these representation and reasoning problems. Our starting point is the assumption that phonological representations are simply rather special kinds of data types. Once this connection has been noted, techniques for specifying and accessing data structures can be carried over to phonology, with some interesting results. Example applications to metrical structure and feature geometry will be provided ${ }^{1}$.


## 1 ABSTRACT DATA TYPES

In this section we illustrate how a paricular theory of phonological representation may be recast as a defintion of a certain class of data structures, i.e. as a specification of an abstract data type ${ }^{2}$.
Specifications are written in a conventional format consisting of a declaration of sorts, operation symbols (opns), and equations (eqns). Preceding the equations we list all the variables (vars) which figure in them. As an illustration, we give below a specification of

[^1]> the data type BINARY TREE, where the leaves are labelled $\sigma$.
> BINARY TREE =

The sorts line lists the three sorts leaf, netree and tree. The < sign indicates that leaf and netree are subsorts of tree. Anything of sort leaf or sort netree is also of sort tree, and anything of sort tree also has the sort leaf or netree, but not both. The operation symbol $\langle-,-\rangle$ (where '-' marks the position of the operator's arguments) is a called a constructor: it builds trees out of trees (and indeed out of leaves and non-empty trees, since operators are defined for all subsorts of eieir domain sort ${ }^{3}$. left _ and right are: 1 as selectors: they pull trees into their $+\ldots .{ }^{\text {. }}$. ent parts. The equations specify the behaviou. of the two selectors.
Suppose we now wish to modify the !: finition of binary trees to obtain metrical arces. These are binary trees where branches are ordered according to whether they are labelled ' $s$ ' (strong) or ' $w$ ' (weak). We encode this

[^2]information by augmenting the left or right angle bracket of our $\langle-,-\rangle$ constructor with ' $s$ ' according to whether the left or right branch is considered strong.

$\mathbf{W} \quad \mathbf{S} \quad \mathbf{W}$
All trees have a distinguished leaf node called the 'highest terminal element', which is connected to the root of the tree by a path of ' $s$ ' nodes. The specification is as follows:
\[

$$
\begin{array}{cl}
\text { METRICAL TREE } \\
\text { sorts: } & \text { leaf, netree }<\text { tree } \\
\text { opns: } & \sigma: \rightarrow \text { leaf } \\
& \langle o-,-\rangle: \text { tree tree } \rightarrow \text { netree } \\
& \langle-,-\rangle_{s}: \text { tree tree } \rightarrow \text { netree } \\
\text { vars: } & L: \text { leaf, } T_{l}, T_{2}: \text { tree } \\
\text { eqns: } & \text { hee } L=L \\
& \text { hte }\left\langle, T_{l}, T_{2}\right\rangle=\text { hte } T_{I} \\
& \text { hee }\left\langle T_{l}, T_{2}\right\rangle_{2}=\text { hee } T_{2}
\end{array}
$$
\]

The equations state that the highest terminal element (hte) of a tree is the highest terminal element of its strong subtree. Another way of stating this is that the information about the highest terminal element of a subtree $T$ is percolated up to its parent noxe. just in case $T$ is the 's' branch of that node.

## 2 FEATURE GEOMETRY

The particular feature geometry we shall specify here is based on the articulatory structure defined in [4]. The five active articulators are grouped into a hierarchical structure involving a wangue node and an oral node, as shown in the following diagram.


This structure is specified below. The nine
sorts and the first three operations describe the desired tree structure, using an approach which should be familiar by now. However, in contrast with our previous specifications, this specification permits ternary branching: the third constructor takes something of sort glottal and something of sort velic and combines them with something of sort oral to build an object of sort root.

```
FEATURE GEOMETRY =
    sorts: glottal, velic, dorsal, coronal
        labial, tongue, oral, root < gesture
opns: \(\quad(-,-\rangle\) : coronal dorsal \(\rightarrow\) tongue
        \(\langle-,-\rangle:\) tongue labial \(\rightarrow\) oral
        \(\langle,,-,-\rangle\) : glottal velic oral \(\rightarrow\) root
        - coronal : tongue \(\rightarrow\) coronal
        - dorsal : tongue \(\rightarrow\) dorsal
        - tongue : oral \(\rightarrow\) tongue
        - Labial : oral \(\rightarrow\) labial
        - glotal : root \(\rightarrow\) glottal
        _ velic : root \(\rightarrow\) velic
        _ oral : root \(\rightarrow\) oral
vars: \(\quad C\) : coronal, \(D\) : dorsal, \(T\) : tongue,
        \(L\) : labial, \(G\) : glottal, \(V\) : velic, \(O\) : oral
eqns: \(\langle C, D\rangle\) coronal \(=C\)
        \(\langle C, D\rangle\) dorsal \(=D\)
        \(\langle T, L\rangle\) tongue \(=T\)
        \(\langle T, L\rangle\) labial \(=L\)
        \(\langle G, V, O\rangle\) velic \(=V\)
        \(\langle G, V, O\rangle\) oral \(=0\)
        \(\langle G, V, O\rangle\) glotal \(=G\)
```

The selectors (e.g. coronal) occupy most of the above specifcation. Notice how each selector mentioned in the opns section appears again in the eqns section. Consider the is ronal selector. Its opns specification states that it is a function defined on objects of sort tongue which returns something of sort coronal. The corresponding equation states that $\langle C, D\rangle$ coronal $=$ $C$. Now $C$ has the sort coronal and $D$ has the sort dorsal. By the definition of the first constructor, $\langle C, D\rangle$ has the sort tongue. Furthermore, by the definition of the coronal selector, $\langle C, D\rangle$ coronal has the sort coronal. So the equation $\langle C, D\rangle$ coronal $=C$ respects the sort definitions.
Selectors can be used to implement structuresharing (or re-entrancy). Suppose that two segments $S_{1}$ and $S_{2}$ share a voicing specification. We can write this as follows: $S_{1}$ glottal $=$ $S_{2}$ glottal. This structure sharing is consis-
tent with one of the main motivating factors behind autosegmental phonology, namely, the undesirability of rules such as [ $\alpha$ voice] $\rightarrow$ [ $\alpha$ nasal]. The equation $S$ glottal $=S$ velic is illsorted.

Now we can illustrate the function of selectors in phonological rules. Consider the case of English regular plural formation ( $-s$ ), where the voicing of the suffix segment agrees with that of the immediately preceding segment, unless it is a coronal fricative (in which case there must be an intervening vowel). Suppose we introduce the variables $S_{1}, S_{2}$ : root, where $S_{1}$ is the stem-final segment and $S_{2}$ is the suffix. The rule must be able to access the coronal node of $S_{1}$. Making use of the selectors, this is simply $S_{l}$ oral tongue coronal (a notation reminiscent of paths in feature logic, [10]). The rule must test whether this coronal node contains a fricative specification. This necessitates an extension to our specification, which will now be described.

Browman \& Goldstein [4:234ff] define 'constriction degree percolation', based on what they call 'tube geometry'. The vocal tract can be viewed as an interconnected set of tubes, and the articulators correspond to valves which have a number of settings ranging from fully open to fully closed. These settings will be called constriction degrees (CDs), where fully closed is the maxinal constriction and fully open is the minimal constriction.


The net constriction degree of the oral cavity may be expressed as the maximum of the constriction degrees of the lips, tongue tip and tongue body. The net constriction degree of the oral and nasal cavities together is simply the minimum of the two component constriction degrees. To recast this in the present framework we employ our notion of percolation again. In order to simplify exposition, the definition of max and min are omitted. Moreover, we will also assume, without giv-
ing details, that a 'constriction degree' (CD) value is specified for every gesture and is selected by the operator $c d$.
CD = FEATURE GEOMETRY +
sorts: obs, open < cd
clo, crit < obs
narrow, mid, wide < open
opns: _cd : gesture $\rightarrow$ cd $\max , \min : \mathrm{cd} \mathrm{cd} \rightarrow \mathrm{cd}$
vars: $\quad C$ : coronal, $D:$ dorsal, $T$ : tongue,
$L$ : labial, $G$ : glottal, $V$ : velic, $O$ : oral
eqns: $\langle G, V, O\rangle c d=$
$\max (G c d, \min (V C d, O c d))$
$\langle T, L\rangle c d=\max (T c d, L c d)$
$\langle C, D\rangle c d=\max (C c d, D c d)$
There are five basic constriction degrees (clo, crit, narrow, mid, and wide), and these are grouped into two sorts obs and open.

Using the above extension, the condition on the English voicing assimilation rule could be expressed as follows ${ }^{4}$, where Crit : crit:
$S_{1}$ oral tongue coronal cd $\neq$ crit
If this condition is met, the effect of the rule would be:
$S_{1}$ glottal $c d=S_{2}$ glottal $c d$
This is how we say that $S_{I}$ and $S_{2}$ have the same voicing.
Now the manner features can be expressed as follows (omitting strident and lateral).
MANNER FEATURES $=$ CD
opns: + - : $\rightarrow$ bool

- _ : $\rightarrow$ bool
son - : root $\rightarrow$ bool
cont - : root $\rightarrow$ bool
cons _ : root $\rightarrow$ bool
nas - : root $\rightarrow$ bool
vars: $\quad R$ : root, $G$ : glottal, $V$ : velic, $O$ : oral Open : open, Obs : obs, Clo : clo
eqns: $\operatorname{son} R=+i f f r d=O p e n$ cont $\langle G, V, O\rangle=-$ iff $O c d=C l o$ cons $\langle G, V, O\rangle=-$ iff $O c d=O b s$ $\operatorname{nas}\langle G, V, O\rangle=-$

$$
\text { iff } V c d=O p e n \text { and } O c d=O b s
$$

[^3]It follows directly from the above definitions that the collection of noncontinuants is a subset of the set of consonants (since clo < obs) Similarly, the collection of nasals is a subset of the set of consonants. Note also that these definitions permit manner specification independently of place specification, which is often important in phonological description.

## 3 conclusions

We began this article by pointing out the difficulty of defining and using complex phonological structures. In addressing this problem we have used a strategy from computer science known as abstract specification. We believe this brings us a step further towards our goal of developing a computational phonology.
This approach contrasts with the finite state approach to computational phonology [1,6]. Finite state grammars have employed a rigid format for expressing phonological information, and have not hitherto been able to represent the complex hierarchical structures that phonologists are interested in. Our approach has been to view phonological structures as abstract data types, and to obtain a rich variety of methods for structuring those objects and for expressing constraints on their behaviour. We have briefly examined the idea that data can be structured in terms of sorts and operations on nuetus of specific sorts. We also explored the organization of data into a hierarchy of classes and subclasses, where data at one level in the hierarchy inherits all the attributes of data higher up in the hierarchy. Inheritance hierarchies provide a succinct and attractive method for expressing a wide variety of linguistic generalizations. A useful extension would be to incorporate default inheritance into this system.
Furcher exploration of these proposals, we believe, will ultimately enable the mechanical testing of predictions made by phonological systems and the incorporation of phonolog. ical components into existing computational grammars.
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## ABSTRACT

When strings of phonological eegments are organized into syllable structures, diverge phonological processes fall together as adjunctions of syllable-free sagdents to syllabified segments.

In French a sequence of vowel and nasal consonant contract to a nasalized vowel before a consonant (la), but not before a vowel! (lb).
(1) a. bon garçon
b. bon ami

Also, obstruents delete before consonants (aa), but not before vowels (ab).
(2) 2. petit garcon
b. petit ami

Both nasalization and deletion occur as well before a strong boundary (utterance finally, for example). But neither nasallzation nor consonant deletion occur before a feminine ending as in ( $3 a, b$ ), which has the effect of an overt vowel in this context, though it is not pronounced.
(3) a. bonne filled
b. petite pile

Nasalization in (la) is consistent with an analysis of French as a CV language where only consonant positions pres-
ceding vowels are licensed. Sonorant consonants like $n$, however, when syllablefree (in a CVN sequence, for example, where only $C$ and $V$ occupy licensed syltable structure positions), adjoin to the preceding vowel position, giving a nasalized vowel. In (ib), on the other hand, there is a vowel following n which licenses it as onset. Since onsets are obligatory, adjunction to the preceding vowel is ruled out. In (ia), $t$ an obstruent, followed by a consonant $\&$ deletes since to be phonetically interpreted it must be licensed by a following vowel, as it is in (ib). Obstruents, unlike sonorants, cannot adjoin to a preceding vowel. In (3a,b) the feminine ending serves as the licenser of the preceding consonant. Thus, consonant liensing is effected by an overt vowel or by a grammatical entity like the feminine ending which may be phonetically empty.

In the above account, consonant licensing is determined by syllable structure. 1 assume every syllable is headed by a vowel and every consonant must be incorporated into a syllable, that is, licensed by a vowel. Typical syllable structures are Illustrated in (4), where $V^{0}$ is the nucleus, $V$ the rhyme which optionally dominates a C-category (coda), and $V^{2}$ the syllable category, which obligatorily dominates a C-category (onset).
(4)

| 8. | $V^{2}$ |
| :---: | :---: |
|  | $1_{1}$ |
|  | $c V^{\prime}$ |
| b. | $V^{2}$ |
|  | $1$ |
|  | EV |

In the unmarked case, a vowel in French licenses consonants in onset position only as in (4b). This property of French syllables is consistent with nasalization and deletion phenomena such as those illustrated in (1-3). In particular, nasalization is analyzable as the adjunction of the nasal consonant to the preceding vowel position in the case where there is no following vowel to license it as onset. Deletion of obstruents in the same context follows from their not being licensed as onsets to a following vowel and their inabllity to adjoin to a preceding vowel. Thus, nasalization is represented as the adjunction of a syllable free nasal segment as in (5a) to a syllable nucleus position as in (5b).
(5)


Adjunction creates a new category, identical to the one which dominates the vowel, which now dominates both the vowel and the nasal, that is, a new syllable nucleus which is a nasalized vowel.

A salient fact about the analysis outlined above is that
it requires no language particular rules. The theory of syllable structure, where vowels project syllables and consonants must be in positions licensed by vowels, is assumed to be universal. The fact that languages divide up into CV and CVC types is a general parametric division established for each language on readily available data. The CV type language appears to be the unmarked case. Thus, for example, the child would need evidence that vowels licensed following consonants to set the CVC parameter for his language. The kind of evidence that is sallent for this setting would include geminate clusters of consonants, which by definition require that one be coda, the other onset of separate syllables.

The only rule that is required by the analysis is a general (presumably, universal) adjunction rule. That is, a rule which says adjoin anything to anything else within the limits set by the inherent categories of segments and the undversal principles of syllable structure. By definition adjunction does not create new syllable structure positions, lt merges a syl-lable-free segment into an already established position. Thus, adjunction is structure preserving. The limits set by the inherent properties of segments seem to be general compatibility limits. Thus, a nasal consonant is not incompatible with a syllable nucleus position through adjunetion, but an obstruent is generally incompatible with a vowel nucleus position under the same circumstances. In traditional terms, a nonvocalic segment cannot be adjoined to a vocalic segment, and vice versa. Japanese is also a CV language. However, in Japanese, sequences of two consonants across a syllable boundary are allowed under quite specific conditions.

These conditions are lllustrated in the following verb forms.

| (6) | Present |  |
| :--- | :--- | :--- |
| a. Past |  |  |
| a. taberu |  | tabeta |
| b. wakaru | wakatta |  |
| c. yomu | yonda |  |
| d. yobu | yonda |  |
| e. toku | toita |  |
| f. togu | toida |  |
| g. hanasu | hanasita |  |

In the past forms ( $6 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ) there are sequences of two consonants (tt, nd, nd). In each case the features for place, voice and continuance form a kind of long component across the sequence. In addition, if the first consonant is voiced, it is also nasal. In (6a), the stem is tabe and the endings are ru in the present and ta in the past. In the past tense, the remaining examples show ta or its voiced alternate da. In the present the r of the ending seems to merge into the ilnal consonant of the stem to which it is attached.
Thus, in the present tense cases (6b) through ( 6 g ), the final consonant of the stem surfaces before the residual $\underline{u}$ ending. In ( $6 e, 1$ ), in the past, stem ilnal $k$ and $g$ are lost and the vowel 1 emerges in their place. $\ln (\overline{6} g)$, In the past, the vowel 1 emerges after the stem final consonant and palatalizes it.

I assume that in (6a) the basic forms of the present and past tense suffixes surface following a vowel final stem. Thus we get the analysis in (7).

## (7) tabe+ru, tabe+ta

The tabe case illustrates the basic CV pattern of Japanese where every vowel licenses a single consonant to its left as onset. It is where this pattern is perturbed in the remaining examples of (6) that rather complex adjustments in segmental structure come into play. The perturbation is caused when consonant initial suffixes are added
to consonant inal stems creating a sequence $C_{1}, C_{2}$ with no intervening vowel. In the case of the present tense suffix, the r appears to merge completely With the ilinal consonant of the stew which precedes it. Assume that $r$ in this case is a maximally unmarked liquid, a kind of archisegment $\underline{R}$ such that it is nondistinct from any other consonant and that this accounts for its chameleon like nature. Then, if the final consonant of the stem is syllable free and adjoins to $R$ in the position licensed by the following vowel, we get the analyses in (8).
(8) b. wakartRu wakaru
c. yom $+R u$ yomu
d. yob+Ru yobu
e. tok+Ru toku
f. $\operatorname{tog}+R u \quad \operatorname{tog} u$
g. hanastRu hanasu

In the past tense, the examples in (6e,f,g) suggest that the suffix is -ita. In (Eg), the stem ifinal sis syllable free and adjoins to the initial 1 of the suffix which palatalizes it. In ( $6 e, f$ ), the stem final velar consonant is syllable free and adjoins also to the inftial 1 of the suffix. In these cases, however, we get velar ellsion, a not uncommon result of the adjunction of a velar consonant to a high, front vowel. For example, in Kasem, also a CV type language, nouns suffixed by a are singular, by $£$ are plural as in bakada, bakadi. In stems that end in a velar consonant such as dig-, the velar is preserved in the singular before a (diga), but lost in the plural before $\underline{i}$ (di, from intermediate di+i).

In the remaining cases of the past tense in Japanese itlustrated in ( $6 a, b, c, d$ ), the 1 of the suffix deletes. Where the stem is vowel final as in (6a), suffix 1 must adjoin to it since it has no onset. Since, $i$ is nondistinct from the stem final vowel, it must be a relatively
unmarked vowel. Where the ste ends in a consonant as in ( $6 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ), the suffix $\underline{i}$ deletes and the final stem consonant assimilates for place to the $t$ of assimilates for place to the the the suffix. In addition if the voices the suffix $t$ and is itself realized as a nasal.

The interesting tact about these last cases is that Japanese allows the CVC structure just where the coda $C$ has an identity relation with the following onset. The identity relation appears to involve the agreement of vaice, continuance and place. the long component mentioned above. The intervening 1 is retained in the ( $6 e, f, g$ ) case retained in the ( $6 e, p, g$ ) cases because the velars in (Ge.f)
not agree with the following dental for place and the $s$ in ( 6 g ) does not agree with the following stop for continuance. if this agreement pattern
represents a kind of adjunction
of the stem tinal, syllable-free segment to the licensed suffix initial consonant, then we have the suggestion of an explanation for this interesting array of assimilations and deletions. The suffix initial $i$ appears to be a defectlve vowel which will delete wherever it can (or alternatively, an epenthetic vowel which is inserted only where it must be). The conditions surrounding the deletion of 1 are linked to the possible adjunction of the consonants which surround it. Where the adjunction is possible because the consonants are compatible with respect to volce, place and continuance, then 1 can delete. Where they are not compatible, i cannot delete.
Alternatively, in an epenthesis analysis. $i$ is inserted where the stem final consonant cannot adjoin to the suffix initial consonant becuase of an incompatibility.
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## ABSTRACT

Syllable-final consonants seem to be more susceptible to assimilation and deletion than are syllable-initial consonants. We are using instrumental data to augment earlier claims about the phonetic bases of such asymmetries.

## 1. INTRODUCTION

It is often noted that syllable-final consonants are more malleable (subject to deletion, lenition and assimilation) than syllable-initial consonants [1,3]. If speech sounds weren't made by a real mouth, then V-C sounds might be mirror images of $\mathrm{C}-\mathrm{V}$ sounds, and there would be no phonetic bases for such asymmetric phonological behaviors. However, speech sounds are produced by real vocal tracts, and there are certain asymmetries in the acoustics of movements into and out of consonant closures, as outlined by Ohala and Kawasaki [8]. Some of these asymmetries are simply due to the way aerodynamic forces change over time, given symmetric movement into and out of consonant closure. Other acoustic asymmetries may be due to the relative timing of oral vs. velar and/or glottal gestures, differences which result in different overall vocal tract shapes at closure implosion versus closure release. Importantly, these asymmetries are such that various features of consonants should be more salient at releases than at implosions.
Here we compare some of the acoustic characteristics of particular consonants, in order to determine possible sources for certain phonological asymmetries. Thus, we are
following John Ohala and others [ $2,4,5,7,8,10,11$ ] who have sought to find, in the architecture and acoustics of the vocal tract, explication of (at least some) phonological behaviors.
2. SYLLABLE-INITIAL VERSUS

## SYLLABLE--FINAL STOP

## CONSONANTS

2.1 Syllable-initial stop consonants

During the closure interval of an oral stop consonant, air pressure builds up in the oral cavity as air flows through the glottis into the mouth. At the release of the stop, a brief burst occurs at the oral constriction. This noise source, which has an abrupt onset, has cue value for manner feature - generally it is absent in sonorant consonants and it does not have an abrupt onset for fricatives. The burst is filtered by the cavity in front of the constriction, and consequently its spectrum varies as a function of the place of constriction. As the oral cavity continues to open, the primary acoustic source switches to the larynx. This laryngeal source is also filtered by the changing oral tract shape, producing consonant-to-vowel formant transitions. Since the formant transitions reflect the changing oral tract configuration from the constriction to the following vowel, they too are strong cues as to the place at which the oral constriction was made The rate of the transitions, determined by the rate of the articulatory movements, is a further cue to manner, as stop-vowel movements are much more rapid than glide-vowel movements [6].

If the vocal folds are sufficiently adducted at the release of the oral constriction, the vocal folds will vibrate
immediately following the release and the laryngeal source will be periodic. If the glottis is appreciably open at the moment of oral release, the laryngeal source will be aspiration noise until the vocal folds have adducted sufficiently to permit glottal vibration. The acoustic correlates of aspiration and the way in which this source couples with the oral tract has the consequence that the first formant is very weak in amplitude, and the upper formants are noise-excited [9]. These differences in source characteristics show up in the formant transitions, and the transitions at the release of a stop consonant are cues to the voicing feature for the consonant.
Thus syllable-initial consonants have rich information in that (1) bursts provide a good source of information for manner and place and (2) formant transitions provide a good source of information for manner, place, and voicing.

### 2.2 Syllable-final stop consonants

On the other hand, the acoustic consequences of movement from a vowel into a stop consonant constriction are less rich. As the talker moves from a vowel into a consonant, in most cases there is little or no noise generation, but formant transitions are observable as long as the glottal source continues during the movement into the constriction. However, unlike releases of consonants into vowels, movement from vowels into consonants does not entail a burst. As noted above, the burst at a C-V release is due to pressure buildup in the mouth, but this pressure buildup occurs precisely because the oral tract is closed during the consonant, and therefore is not relevant to the movement into the constriction.

In syllable-final position, manner distinction between the glides and stops may not be as well maintained as it is in syllable-initial position, since there seems to be a tendency for gestures to diminish at end of syllables [5].

### 2.2.1 Implementing voicing distinctions for

syllable-final stops may put place distinctions at risk.
If fully voiced, the transitions from a vowel into a stop closure provide little information about voicing of the consonant, since they should be identical for both voiced and voiceless
consonants. If these consonants are unreleased (as they often are when utterance-final or when followed by another consonant), then how are voicing distinctions maintained? Languages use several strategies, including cutting off voicing very near oral closure for voiceless stops by:

- opening the glottis, or
- constricting the glottis (making a glottal stop)
If timed to occur by the time oral closure is achieved, either of these devoicing gestures would aid in preventing vocal fold during the beginning of the oral closure period.
In English, it is quite common to achieve devoicing for syllable-final voiceless stops by making a glottal stop very close to oral implosion [3]. Note that if this glottal stop is timed too late with respect to oral closure, then it won't serve to distinguish voiced and voiceless stops, since at the moment of oral implosion the vocal folds would still be in a configuration suitable for vibration. To ensure devoicing, a better strategy would be to error on the side of making the glottal stop relatively early.
However, if the glottal stop is timed too early with respect to oral closure, the formants won't be excited during the V-C closing movement. This in turn would result in loss of place information. Eventually speakers may not bother to make the oral gesture at all, and this presumably explains the development of dialects that have glotal stops instead of oral stops in final position.
Figures $1 \mathrm{a}-\mathrm{c}$ show acoustic data from a study [7] which used simultaneous electropalatographic (EPG) recordings, fiberoptic views of the larynx, and acoustic recordings, to illustrate this point. In each of the figures is shown the F1 movements toward the end of an English word that phonologically ends in $/ t /$. What we are interested in is whether or not F1 falls toward the end of the vowel which precedes the $/ t$, as F1 fall is an acoustic consequence of oral closure (F1 fall can clearly be seen in the reference word that ends in $/ \mathrm{d} /$ ).
The data in Figure 1a are from a speaker who heavily glottalized his $/ t$, but who actually made an alveolar
closure at about the acoustic end of the vowel, as evidenced by our EPG data. Acoustic evidence of the oral closure can be seen in the F1 fall.
In contrast, Figure 1b shows the same speaker's production of a $/ \mathrm{l}$ in absolute utterance-final position. EPG data indicated that while the speaker did make an alveolar closure, he made it very late with respect to the end of the vowel. Fiber-optic data indicate that in this case devoicing was achieved with a glottal stop. As can be seen by the slight fall in F , there is some acoustic evidence that at the end of the vowel the speaker is beginning to make an oral constriction.
Figure ic shows data from a different speaker. The EPG signal indicated that this speaker did not make an oral constriction for the $/ / /$ in the target utterance. Rather, the vowel was terminated solely by making a strong glotal stop. And, we see very litule fall in F1, which is expected since the speaker in fact did not make an oral closure (there may or may not have been some residual of a weakened oral closing gesture, one that did not result in apico-alveolar closure).



Figure $2 a-c$. Acoustic evidence of presence or absence of oral closure prior to cessation of vocal fold vibration.

## 3. SYLLAbLE-INITIAL VERSUS SYLLABLE-FINAL NASAL CONSONANTS

During the oral closure period of a nasal consonant, the mouth is closed and the velum is lowered, with the
acoustic consequence that much of the sound is filtered and propagated through the nasal cavities. When the oral occlusion is released, there is a sudden increase in the amount of energy in the sound as the principal sound output switches to the mouth opening. This increase is especially marked in the F2 region for labial and alveolar consonants, since the nasal murmur tends to have weak energy in this region. Conversely, with the velum down, oral implosion will result in a sudden decrease in the amplitude in the F2 region. This sudden change in F2 is a cue to the implosion or release of the consonant, and the F2 frequency indicates the place of articulation for the consonant.
The amount by which the amplitude of the F2 peak changes as a function of opening or closing the oral cavity is expected to be dependent on the degree to which the velum is lowered [10]. If the velum is very low, then a high percentage of the energy will go through the nose, regardless of whether or not there is a change in the oral constriction, and the resulting change in the amplitude of F 2 will be relatively small as the oral constriction is made or released. However, if the velarpharyngeal opening is somewhat smaller, then the sudden change in the oral constriction will have a very large effect. Thus the consonant/nonconsonant (oral constriction vs. no oral constriction) distinction is most clearly maintained when the velum is not too low.
Several studies [e.g. 11] suggest that the velum is generally lower at the time the oral constriction is being made for a syllable-final nasal consonant than it is at the time oral constriction is released for a syllable-initial consonant. Thus we might expect that going into a syllable-final nasal consonant there is less of a V-C demarcation than the $\mathrm{C}-\mathrm{V}$ demarcation we get when moving from a nasal consonant into a vowel. If this is the case, then syllable-final nasals might be expected to delete more often than syllable-initial nasals, since they would be less salient to listeners.

An example is shown in Figures 2a and 2b. Figure 2a shows smoothed spectra for the 30 ms periods preceding
(solid line) and following (dashed line) the nasal release of [m] in [\#mIb\#]. There is a 21 dB increase in the F2 region from the spectrum of the nasal murmur to the spectrum of the vowel.
Figure 2b shows spectra for the periods preceding (dashed line) and following (solid line) the oral implosion for the [m] in [\#bIm\#]. Here there is only a 14 dB difference between the vowel and the consonant, in the F2 region. We have observed similar patterns for a number of utterances and speakers. We are proceeding to quantify these differences, and crucially, we will be looking at the acoustic signal of utterances for which there is accompanying velotrace [5] date to indicate velum height.


Figure 2a-b. Spectra before and after $/ \mathrm{m} /$ closure and release. Arrows point to F 2 region.

## 4.SUMMARY

These are just a few of the differences between the acoustic consequences of making and releasing consonant constrictions. As we have seen, some differences, such as the presence or absent of a burst, are simply due to physics. Other asymmetries are due to the ways in which velar or glottal gestures are used to implement the features voicing and manner. Implementation of these features may involve different or differently timed gestures, depending on syllable position. These
articulatory asymmetries can put at risk the saliency of certain other features, particularly in syllable-final position. Listeners may not hear, for example, that a speaker has actually made a consonant closure, or a closure at a particular place. These listeners might reasonably assume that a consonant was not made (deletion), or that it was made at some place other than what the articulatory facts would have revealed (assimilation). When those listeners take their turn at speaking, they may articulate in the way they assume other speakers do - omitting, weakening, or assimilating syllable-final oral gestures.
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# I'INTERPRETATION PHONOLOGIQUE DES SEGMENTS DIPHTONGOIDES 

## T.Tchalakova

Institut pédagogique supérieur Choumen, Bulgarie

The study shows that in the basis of biphonemic identification of the glide segments reta, ratif for Bulgarian and Russian speakers is the use of different acoustic and linguistic factors arranged in graduation respectively.
Zones of similarity and identification for BuIgarian and Russian speakers are determined.
I.IE BUT principal de cette communication est la découverte d'opérations applicables lors d'une interprétation phonologique des segments diphtongoidestbt, ICN作 des locuteurs russes et bulgares,ainsi que la détermination des paramètres acoustiques principaux pour leur identification biphonémique. 2. MATERIEL et méthodologie de la recherche. Des syllabes du type ICb/I, Irforifisolées des mots,
ont été utilisées comme matériel pour l'analyse acoustique et perceptive. Un annonceur (speaker)russe qui possède les normes prononciatives actuelles.Les syllabes ont été évaluées par des Bulgares et des Russes - 20 auditeurs de chaque langue par groupe. Les données reçues ont été traitées par la méthode de 1'analyse dispersionnelle. 3.I.Un travail préalable montre que les Bulgares marquent le son vocal IblI dans la syllabe C $C 6 /$ comme
 mentation de IbA en deux segments est probablement déterminée par une identification du segment transitoire de Ib/I au son vocal IZI dans la langue bulgare, tandis que son segment en IiI est identifié respectivement avec I広 ou I $\mathbb{A} I$. Dans 75 - $85 \%$ des cas les
syllabes du type ICBGA sont đéterminées par les Bulgares comme trisegmentaires.
3.2.I'analyse dispersion nelle des ensembles à un facteur - pour les indices qualitatifs /2/,présente la possibilité de fixer le poids de chacun des facteurs linguiatiques /3/qui influencent les variations de la valeur des segments de la parole/tableau I/.

Le poids des facteurs montre que les paramètres acoustiques principaux fixant 1'identification biphent mique des segments diphtongoides chez les Bulgaré sont l'intervalle FII stam tionnaire - FII initial / $\triangle$ FII/,ainal que la longuear des segments diphtongotides. Iffi ou Ithert $/ \mathrm{s} /$, le rapport du secteur transitoire et du secteur en III est d'une valeur très proche /tablean I/


Si nous prenons l'espace bidimensionhel entre l'axe des abscisses - x/s ms/ et l'axe des ordonnées y/ $\Delta$ FII $\mathrm{Hz} /$, nous notons que plus de $60 \%$ de la valeur biphonémique se localise dansهFII 500 Hz et sid80ms/fig.I/. Dans des paramètres inférieurs à ceux cités ci-dessus, mais pas en-dessous de $\Delta$ FII $=450 \mathrm{~Hz}$ et $\mathrm{s}=40 \mathrm{~ms}$, la valeur varie de I5 à 55\% et dépend sans doute aussi de la capacité de l'oule didentifier les deux segments - le segment transitoire et le segment en III

- /I/.


Fig.I. Valeur biphonémique du segment diphtongoide
PI 0-I5\%,P2 20-55\%,P3 60-85\%
La il faut noter que dans 1'étendue $P 3$ se trouvent des réalisations de syllabes/Cb// ainsi que des réalisations de syllabes CCMif.
3.3. La fixation du son $I \ddot{\mathscr{K}} I$
par les auditeurs russes. dans les ayllabes isolées ICbll-de 5 à $40 \%$,est observée uniquement dans des cas isolés,en position devant des consonnes palatalisées et en fin du mot. Dans les syllabes rifl la valeur varie de 25 à $95 \%$.Comme le bruit produit par / $\bar{u} /$ dans ces syllabes est très faible et enrégistré sur un spectrogramme seulement dans l'une des réalisations des syllabes raki, il est évident que les Russes emploient aussi d'autres paramètres acoustiques très importants. Prenant en vue le poids des facteurs lin-: guistiques,nous pourons supposer qu'une information pour la présence ou l'absence de IǗd est comprise dans la nature de la liaison intersyllabique,plus précisément le niveau de FII dans le deuxième secteur transitoire est informationnel. L'analyse dispersionnelle des facteurs acoustiques a montré que PII-fin. exerce la plus grande influence sur l'hiérarchie des autres facteurs. Sur la figure 2 est marquée la valeur biphonémique des segments diphtongoldes par les Russes dans

Les coordonnées $x-/$ longueur du segment dipht.en ms/, y-/niveau en Hz de FII-Pin/


Fig.2.Valeur biphonémique du segment diphtongoIde PI=0-I5\%,P2 $20-55 \%, P 3=60-95 \%$ L'évaluation des syllabes à 2 segments commence dès PII-1in, 2250 Hz et $s=45 \mathrm{~ms}$; dans cette étendue se si-tuent les réalisations de CGU/et de CWƯ̆̆ également. Comme bisegmentaires d'une plus grande certitude/étendue P3/ sont marquées ces réalisations des syllabes X 6 Йй qui se caractérisent avec PII fin. $\geqslant 2600 \mathrm{~Hz}$ et $\mathrm{s} \geq 80 \mathrm{~ms}$.
Il s'avère que pour la perception de Iひ̆I par les Russes,lors de l'absence ou de la faible réalisation du bruit de $\mid \check{L}, 11$ est nécessaire que la valeur finale de PII soit égale ou plus grande que FII-stat., tandis que la longueur du
secteur en IiI soit suffisante /tableau I/.
4. Sur la base de ces données peuvent être faits les raisonnements suivants: Pour les locuteurs des deux langues,certains facteurs linguistiques et acoustiques sont très importants,en déterminant la segmentation du courant sonore et en formant des rangs d'une gradation différente.Il est possible d'établir ainsi les différences dans les opérations que les Bulgares et les Russes exécutent au niveau syllabique.Ces facteurs marquent la zone de ressemblance et la zone d'identification des segments diphtongoIdes $\mathrm{CWH} /$, CW WII pour les locuteurs des deux langues.
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# LENITION PROCESSES AND 'GLOBAL PROGRAMMING PRINCIPLE' 
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#### Abstract

A general abstract principle referred to as the 'global programming' is considered which universally governs (i) lenition processes, (ii) slips of the tongue, and (iii) child language restrictions turning their underlying PRs into defective realizations. GPP claims: defective realizations come about due to the distortions of the (next-to-phonetic) phonemic representations (i) by replacing a fine-controlled scaling in the speech production by an overgeneralized plan or (ii) by eliminating constituents the phonological system of a language is made up of. These processes, (i) rule restriction and (ii) elimination of constituents result in narrowing the information space in which an underlying PR is posited.


It is the purpose of this paper, (i) to give a general account of (a polynomial word-level) 'phonological representation' considerably different from that as conceived of by post-SPE phonologies. Second, (ii) to argue that the multidimensional interrelationship existing between a low-level PR and a (next-to-phonemic) phonetic representation may be best described in terms of what I call the Global Programming Principle. Finally, (iii) to show, and to exemplify on Hungarian, what kind of consequences the GP hypothesis might have on our conception of rules and rule domains.
(i) Word-level phonological representations (PRs) are taken to be stratified abstract objects. One and the same representation may assume various forms at the different levels of abstraction, depending on the actual
perspective taken. As I exemplified on a Hungarian word form (lássa 'see' ImpIPSg, cf. [14], 132) submitting it to analyses ( $=$ segmentations and structural parsings) of varying depth both in a syntactico-morphophonological and a phonemic perspective, we get different, but equally valid, results in terms of the set of primitives as well as their arrangement. In this instance the stratified PR includes following layers:
a. /la: $\iint a /$
b. //\#la:t\#/-v-/\#j\#/-ms-/\#j(ae)\#/p
c. ///\#latVback\#//=//\#sV\#/-
-/\# C(a e)\#/I/
(Needless to say, (a), (b), and (c) are to be considered as partially independent abstract forms; they do by no means appear to be the variants of one and the same basic word form.) The different results we get will be interrelated and derivable from one another.

In the example, above, (b) is related to (a) via morpheme structure rules and phonological-rules; the same obtains for (c) and (b) with the proviso that this relation may involve nonproductive morpheme structure rules and phonological rules (along with productive ones). Whereas (c) obviously has no role in speech production, i.e. it is 'extra-conscious' with respect to both speaker and listener, (b) is an active component of the speaker's mental processes at a 'pre-conscious' (vorbewusst) level, i.e. as a piece of unconscious knowledge that can be elevated to a conscious status and, as such, it may acquire surface realization in special communicative situations (e.g. in spelling).

The level of (a) of PRs generally, and in the above example /la: $\iint a /$ for lássa, must be invariant, i.e. discrete and of a constant form, whereas the corresponding word form in actual speech production is not. A set of interface rules must therefore be assumed to mediate between PRs and implementations. In particular, I will assume that two types of interface rules, viz. 'levelling' rules and 'gestalt' rules, will operate on phonological base forms.
'Levelling' rules will effect transformations like /la: $\iint a / \Longrightarrow$ la: $\int: a$ (where $\Longrightarrow$ indicates level shift, and the omission of / / is meant to reflect the fact that the form right of the arrow is neither phonological nor phonetic: rather, as a realizational program, it is an independent category constituting an intermediate level between those two). So we here will have to accept the assumption that morphemes are psychologically real, even if we cannot actually specify to what extent linguistic elements can be taken to be isomorphic with psychological facts (cf., e.g. (5], 10-12). In the above example, levelling rules turn a type (a) pre-implementational, intermediate phonological representation into the corresponding next-to-phonemic phonetic representation by removing the morpheme boundary feature from between $/ \mathrm{t} /+/ \mathrm{j} /$ and replacing $/ \iint /$ by $f$ : via a pronunciation subroutine, in a way corresponding to the mechanism involved in the notion of Kiparsky's [4] Bracket Erasure.
(ii) However, the form lássa $\longrightarrow$ la: $\int: a$ will also undergo further operations, including the relativization of the [+long] component of /a:/. This follows from one of the gestalt rules - that of temporal organization -, a set of rules whose common property is that they always involve a portion of an utterance as a whole. A correspondence like /a:/ [a] ] or [a], in fact, cannot be interpreted in terms of isolated segments if we wish to maintain the criterion of biuniqueness. The motivation for a derivation /a:/ $\longrightarrow[a] \sim[a]$ can only be found in the structural effect of a word form as a whole, in the present case most immediately in the architecture - $V: C:-$, in particular, the occurrence of $f:$ after $a$ :, i.e. a (temporal) foot organization fac-
tor. The main properties of gestalt rules (omitting details) are as follows. (ii/a) Gestalt rules determine the utterance unit in speech production in a global way. This is unambiguously shown, in terms of my own experimental results, by 'sequence reduction' and 'sequence size truncation'. Another type of evidence comes from the stage of a child's first language acquisition where nonadult, "crude" programming with respect to a given word form results in a disorderly arrangement of the articulatory components involved, one that does not match the order imposed by the phonological base form. For instance, Smith's [10] data include squat surfacing as [ğap], queen as [ği:m], etc. by transposition of the bilabial component (cf. also [17], 411). (ii/b) The units undergoing gestalt rules may be of various sizes. They may involve single morphemes, but also several, semantically connected word forms (the latter case is observable primarily in sequence size truncation). (ii/c) In lenition processes, gestalt rules may exhibit varying effectiveness in modifying individual articulatory elements within a global articulatory program. For instance, of several units within a single word form, all of which are underlyingly specified as the same phoneme, e.g. $/ \mathrm{k} / \mathrm{l}_{-3}$ in gyerekeknek 'children+Dat.', some will, and others will not, lose the element involved in the lenition process, in this case the stop component. This depends on the phonotactic position of the unit in question, the genre and the tempo of speech, the degree of lenition, the phonetic makeup of the segment, and so forth. In addition, it also depends on the component itself; in vowel substitution errors, according to Shattuck-Hufnagel's data [9], esp. 124), the standard deviation of the feature [+tense] in erroneously substituted items exceeds the expected probability values several times more than that of [+back].

GP is made up by the totality of gestalt rules. The question of what sort of a cortical equivalent might be ascribed to GP is difficult to answer. Anyway, linguistic signs and processes are still considered to be best described, in terms of the functional hierarchy of the operation of language, by the
model first proposed by Wernicke [16]. In essence, psycholinguistics also traditionally accepts this three-step mediation model as one that confirms the authenticity of gestalt theories exactly "in the realm of perceptual organization" (see e.g. [7], 146). In Wernicke's model, the levels wedged in between sensorium and cognitive representation are a bilaterally-connected "representation of specific 'gestalt' elements" and, on the speech production side, a "representation of motor commands (concepts of movements)" (cf. Creutzfeldt [1], 5).
(iii) The domain of application of GP including gestalt rules is, obviously, phonetic implementation, especially that of lenition processes. (Remark: the concept of 'lenition' as exposed in its classical form in Natural Phonology, cf. [12], [2], etc. does in fact not cover the whole typology of phenomena occurring in spontaneous speech production. On the basis of a collection of data taken from Hungarian a larger-scale typology may be established when also lenition processes manifesting themselves in sequence size portions of speech are taken into consideration, cf. [15].)

In the rest of this paper my main concern will be the way gestalt rules fit into the rule hierarchy (P-rules, MPcules, MS-rules, etc.) that is amply discussed in post-SPE phonologies (cf., e.g. [11], [3] [6]). In terms of a typology of lenition processes observable in Hungarian, gestalt rules fit into this traditional classificatory pattern rather badly. The facts are as follows. (iii/a) One particular lenition type, covering a set of essentially identical changes, may equally embody rules of diverse categories. 'Reduction', for instance, may simply be a change that we normally classify as a phonetic rule: the slight delabialization of $a$ in változása 'its change' calls for that label. In other cases, reduction results in a change that can be characterized as a rule of phonological nature in that, by deleting a phonologically relevant feature, it alters the phonological status (e.g., class membership) of a segment as in $\mathrm{m} \longrightarrow \tilde{w}$ (mondták 'say' Past3PPl). By eliminating a major classificatory feature, the realization may turn into
he phonological base form of another lexemic alternant: by devoicing $u$ in azután 'then' we get a result like $a z \mathrm{~V}$ tán which appears to be the 'fortis' version of aztán 'idem' (cf. [13]). (iii/b Theré is not a complete and mutual overlap in that all types of lenition permit the occurrence of all possible rule categories. 'Truncation', for instance, is by definition a phonological category not a phonetic one; indeed, there are clear examples (e.g. szóval! 'in other words' - [so]) to show that truncated forms may fail to exhibit any further phonetic change (the omission of suffix being obviously not an instance of reduction). In other cases, it must be admitted, truncation and phonetic change may simultaneously occur within a single sequence, e.g. valami ilyesmi 'something like that' - [vã mije $\left.\int m i n\right]$ where final i undergoes reduction by centralization and changes in height and degree of illabiality. Consequently, the notions of truncation and phonetic rule are mutually exclusive. As for 'deletion' and 'loss', both lenition process types destroy a complete segment at the actual point in PR. The rules effecting these processes are undoubtedly of a nonphonetic character; but they may either be phonological like in cases of $t$-elision, e.g. in ext 'this + Acc.', or result in morpholexemic switch as in the various versions of miért 'why' (cf. [13], 182). (iii/c) Scope properties are also nonrelevant for the classification of lenition rules. Larger-scope processes, i.e. those involving a sequence of adjacent segments, can be realised by phonetic rules (such as sequence reduction) as well as by morphophonemic or morpholexemic ones (as detailed above for cases of truncation). On the other hand, lenition phenomena involving single segments can also qualify as instances of any of these three rule types. (iii/d) Finally, it is appropriate to point out that rules responsible for lenition processes may also lead to results that do not lend themselves to a neat interpretation in terms of a linguistic systemoriented classification. Whenever sequence size truncation yields a realization that further undergoes elimination of backness contrast in a vowel - as in ötkor $\longrightarrow$ ötkōr '5 o'clock' with $0 \longrightarrow \phi$ - the speaker in fact (over) applies vowel
harmony in a way that, in terms of var ous lines of reasoning, can be taken to be of a phonetic, or morphophonemic, or (potentiaily) morpholexernic character.

The lack of correspondence between phonetic, morphophonemic and morpholexemic rules on the one hand and the set of gestalt rules on the other is conspicuous enough to make one wonder if those two systems of rules actually occupy different levels within the total system. However, the source of such mismatch is not that their structural descriptions reveal rule-governed phenomena of different depth: it is not the case that the former set of rules refer to phenomena restricted to underlying form and the latter account for events at some level intermediate between underlying and surface representation. (Aphasiacs' errors, in particular cases of syllable elision as in catholicize - $/ \mathrm{k} \neq \theta$ olāyz/, solidification - /salafakēyšan/, demonstrate that syncope applies to underlying form, not (some level of) surface representation, cf. [8], 24-29.). Rather, the difference actually lies in the fact that the rules categorized as above and gestalt rules can be stated for (a typologically diverse range of allegro phenomena, whereas rules of the former type cover lento forms only. All that this distinction entails in itself, however, is that the number of gestalt rules is larger. But the punctum saliens of the comparison is that gestalt rules refer to sequences (utterance units) as wholes, whereas traditional types of rules refer to segments or concatenations of segments appearing between boundary features, even if their structural descriptions involve boundary features themselves as well. So, gestalt rules represent an independent category of rules; cover a set of phenomena exhibiting higher variability; and, consequently, phonetic, phonological and morpholexemic rules can, to a significant extent, be logically subordinated to them.
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#### Abstract

Phonostatistic differences between English paronomasic (heterophonic) puns on the one hand and malapropisms and running text on the other are shown to be due to speakers' metaphonological control over the former. It is hypothesized that this control results from the action of metalinguistic subcomponent of functional competence, which, together with structural competence, forms human language faculty.


## 1. INTRODUCTION

Speech play: puns, 'secret languages'. tongue-twisters, rhyming. impersonations, etc. are usually regarded as but providers of external evidence in phonology. exclusively used to assess plausibility of theoretical claims concerning rules and representations. They are hardly ever linguistically studied in their own right, as exponents of what has been referred to as pragmatic or functional competence. The reasons for this neglect have been variously stated in the pertinent literature: speech play is volatile, variable, literary, deliberate, artificial, nonreferential. hence extralinguistic. The common view of science as necessarily dealing with serious subjects has not been irrelevant in "excluding scholarship from this realm where lightness is all" ([4]:5). My aim in this paper is to show that speech play - puns in particular can no more be treated as a 'mere
performance phenomenon' than e.g. code and style switching, simplified registers, 'baby talk', and dozens of other phenomena routinely studied by socio and psycholinguistics.

## 2. THE MODEL

For the purposes of this presentation I adopt the following model of human language faculty. Linguistic perfomance is normally driven by two types of competence. One is structural (grammatical) competence a la Chomsky, which provides the necessary substratum of representations and rules on various levels of language structure: phonological, morphological. syntactic, semantic. The other. by and large ignored in the stardard generative tradition, is functional or prasmatic competence, which is responsible for how the knowledge of language structure is actually put to use in a commuicative setting. Halliday and Hymes were the first to attempt a coordination of the two so far disparate - views of language competence in the early 1970's.

Functional competence itself is far from being a compositional monolith. One of the most influential views of the many langrage functions has been that of Jakobson [6]. Jakobson relates functional modes of language to the components of a communicative situation: expressive function is focused on the speaker, impressive - on the listener, fatic - on the channel, etc. In the context of
this paper, it is the metalingual (henceforth: metalinguistic) function which is of most interest. Functioning metalinguistically speakers/listeners concentrate on the language itself, deliberately inspecting and manipulating it 'from the outside'. This I call metalinguistic competence. This is not only involved in scholarly discussions of grammar or philosophy, as most authors would have us believe. It lies at the very foundation of the human ability to play with language, and - in particular - to indulge in punning. More specifically, it is the metaphonological competence which is predominantly implicated in paronomasic (heterophonic) purning, which is the subject of this paper.

My hypothesis is the following: if punning (and other types of speech play) crucially involves metaphonological control over and above other types of functional indexing normally encountered in communication, this fact should have statistical ramifications in some phonological aspects of performance so controlled. Thus, if puns are phonologically different from 'ordinary' texts or speech errors - both of which are presumably not controlled metalinguistically - the argument that there is a dedicated metalinguistic subcomponent of functional competence would be corroborated. The view of performance as essentially a statistical reflection of competence goes back to Cedergren \& Sankoff's [3] approach.

As this presentation is part of a larger project [7], it will be possible to present only some of the relevant results.

## 3. DATA AND RESULTS

Paronomasic puns (e.g. Freud s---- afraid, sanctuary <---thank you very) appear in an amazing variety of playful genres: conundrums. knock-knocks, fake book titles, alphabet games, 'daffynitions', fractured French, graffiti. They are put to com-
mercial use in advertisements and to jocular use in conversation. They are ubiquitous. I have collected - from about ninety printed sources - a corpus of 3850 items (types) like those at the top of this paragraph, transcribed them phonemically (American accent, fast/casual speech, stress ignored) and entered them in a computer database for further processing. To allow calculation of segmental identity, puns (intrusions) and sources were segmentwise aligned, Vitz \& Winkler [8] style, e.g.
intrusion: /sankcu.eri/.
source : /Өænkjuveri/
This corpus was phonostatistically compared with Fay \& Cutler's [5] collection of malapropisms (the type of speech error showing closest structural affinity to puns) and with Carterette \& Jones's [2] data on phoneme frequencies in running English speech. The results of this comparison are as follows.

### 3.1. Overall similarity

Intrusions appear to be significantly more alike their sources, in terms of segmental identity, in puns than in malapropisms, as seen in the following table, which is arranged by proportion of nonidentities to the segmental length of source/ intrusion, the VITZ index:

TARIE 1. Overall segmental identity of sources and intrusions

| VITZ | PUNS- | MALAPROPS |
| :--- | :--- | :---: |
|  | $\%$ | $\%$ |
| mean= | 33.17 | 50.13 |
| $=10 \%$ | 1.5 | 0.0 |
| $<=208$ | 25.6 | 0.6 |
| $<=30 \%$ | 21.4 | 14.8 |
| $<=40 \%$ | 27.2 | 23.5 |
| $<=50 \%$ | 14.4 | 30.1 |
| $<=60 \%$ | 4.2 | 7.1 |
| $<=70 \%$ | 3.1 | 9.3 |
| $<=80 \%$ | 2.0 | 8.2 |
| $<=90 \%$ | 0.3 | 1.1 |
| $<=100$ | 0.3 | 5.5 |
| $N$ | 3850 | 183 |

The difference between frequency distributions of puns and malapropisms, relative to VITZ, is significant by $x^{2}$ test. There is a mismatch of one phoneme in three in puns, as opposed to one in two in malapropisms, on the average. And this despite the fact that the mean length of malapropisms exceeds that of puns by 1.5 segment (7.1 vs. 5.6), which could favour low-VIIZ figures by boosting the denominator of the proportion.

Punning intrusions are also more alike their sources in terms of featural similarity. Using an ad hoc system of 14 distinctive features (SYLL, CONS, SONO, CONT, VOIC. LABI. APIC, CORO, HIGH, MID, LOW, BACK, ROUN, GLID) I calculated frequency distributions of puns and malapropisms relative to DF difference. The results are presented in TABLE 2. Thus, for example, the proportion of cases where the two corresponding phonemes of the source and of the intrusion differ by only one DF equals $36.1 \%$ in puns, and $24.1 \%$ in malapropisms.

TABLE 2. Overall featural similarity of sources and intrusions

| DF DIFF. | $\begin{aligned} & \text { PUNS } \\ & \text { \% } \end{aligned}$ | MALAPROPS $\%$ |
| :---: | :---: | :---: |
| 1 | 36.1 | 24.1 |
| 2 | 34.4 | 30.7 |
| 3 | 17.4 | 27.0 |
| 4 | 8.4 | 12.3 |
| 5 | 3.3 | 3.4 |
| 6 | 0.4 | 2.4 |
| C vs. C | 44.7 | 61.7 |
| V vs. V | 55.3 | 38.3 |
| Nm | 4620 | 381 |

Similarly, at the first position of segmental nonidentity, counting from the left, puns exhibit more featural similarity than malapropisms. Failing to append pertinent tabulation for reasons of brevity, let me add that in about 50\% of puns the first diverging segments differ by
one or two features, with the figure for malapropisms being $32 \%$. Another interesting effect transpiring from TABLE 2 is the relative preponderance of vocalic oppositions in puns, as opposed to malapropisms. Relative to the latter value, which is close to that of a running English text ( $C=58.7 \%$, $V=41.3 \%$ according to [2]), the figures for puns are almost completely reversed: punsters apparently prefer to alter a vowel than a consonant in the source.

## 3. 2. Lef ward and Rightward Segmental Identity

Another significant point of difference between puns and malapropisms is the amount of segmental identity counted from both ends sources/intrusions. As is seen in DIAGRAM 1, puns behave like a near-perfect mirror-image reflection of malapropisms in this respect. In puns. sources/intrusions are more alike at the end than at the beginning, which means that punsters are more apt to change word-onset segments, whereas victims of malapropisms tend to mess up the offsets, keeping the onsets constant (which is also significantly the case in tip-of-the-tongue states; cf.[1]).

DIAGRAM 1.


Segmental identity from extremities of sources/intrusions

## 3. 3. Phoneme Frequencies

Finally, puns differ from malapropisms and running texts in terms of phoneme frequencies. relative both to static distributions in sources/intrusions and to distributions of phoneme ousting, i.e. those cases where a phoneme is changed in transition from source to intrusion.

Thus, in malapropisms the phoneme frequency distributions of sources and intrusions are not significantly different from each other ( $x^{2}=15.5$ at 33 df, about 1200 phonemes), while in puns they are ( $x^{2}=391$ at 44 df , about 20,000 phonemes). Similarly, there is a significant discrepancy between the phoneme frequency distributions of intrusions in puns on the one hand and both malapropisms and text data ([2], about 48.000 phonemes) on the other.

Similar results are obtained in calculating frequency distributions of phonemes which oust (substitute) or are ousted. Malapropisms do not differ significantly from Carterette \& Jones's [2] data in this respect, but puns do: both ousted and ousting distributions differ from those of running text, and from each other. Further interesting effects in grouped data are that: (1)stops are more frequent as ousting sounds in puns. (2)sonorants in puns are more stable (less amenable to ousting) than they are in malapropisms, (3)as are consonants as a class.

## 3. CONCLUSIONS

If puns are phonostatistically different from both malapropisms and running text, we can reductively infer that the differ ences are due to the additional factor of metaphonological control exercised by a subcomponent of speakers' functional competence over the performance mechanisms. Such control is absent from 'andinary' speech encoding in a communicative situation where refer ential functions of language pre-
dominate. Puns, and - by extension - speech play of all kinds, are thus shown to be respectable areas of language study, properly belonging to - sensu lar8o-linguistic competence.
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## ABSTRACT

A phonetical-phonological comparative study of accent in the dialects of CASABLANCA and TUNISIA reveals a certain homogeneity in the phonological and the perceptual level. It shows also a difference in the parametric level.
bREF RAPPEL SOCIOLINGUISTIQUE Dans les deux villes CASABLANCA et TUNIS, plusieurs systèmes linguistiques sont présents: L'ARABE, LE FRANCAIS, LE BERBERE. Le système arabe présente une diversité de niveaux: l'arabe classique, l'arabe standard, l'arabe formel et l'arabe dialectal. Il ne s'agit pas ici d'une discussion sur le plan sociolinguistique de ces différents niveaux .Notre étude porte sur le parler de CASABLANCA et de TUNIS, langue maternelle des Casablancais et des Tunisois. Elle est constituée de deux parties:

- Une analyse phonétique qui traitera de l'accent du point de vue perceptif et instrumental.
- Une analyse phonologique qui permettra d'interpréter les données phonétiques.


## 1- ANALYSE PHONETIQUE

Le corpus est composé de mots du lexique et de syntagmes (nominaux et verbaux) répondant à des critères doublement organisés:
a. Selon des structures syllabiques des deux parlers.
b. Selon les catégories syllabiques que sont les bissyllabiques et les trisyllabiques.
L'analyse a été effectuée au laboratoire de phonétique de I'UFR de Linguistique de l'université Paris 7.

### 1.1 TEST DE PERCEPTION

Les auditeurs de chaque parler ont noté intuitivement la syllabe qu'ils percevaient comme accentuée.

## RESULTATS DU TEST

Nous constatons que l'accent est perçu sur la pénultième dans la structure CV-CV dans les deux parlers, en revanche dans la structure CDC-CDC la place de l'accent diffère ,sur la pénultième dans le parler de Tunis et sur la dernière dans le parler de Casa. Pour la structure CVC-CVC c'est la pénultième qui est accentuée dans les deux parlers. Quant aux autres structures c'est toujours la syllabe dite lourde qui porte d'une façon générale l'accent. Si l'hypothèse du poids syllabique s'avère valable en général, cela posera un problème majeur pour la structure CV-CaC car dans les deux parlers l'accent est sur la syllabe légère CV alors que l'on s'attend à ce qu'il soit sur la dernière $\mathrm{C} \partial \mathrm{C}$. Ce résultat nous mène à poser la question sur la nature et le statut de la syllabe CวC : peut-on lui attribuer le même statut que la syllabe lourde ou bien lui en attribuer un autre?

Nous pensons que la syllabe CaC ne doit être considérée comme lourde qu'en deuxième degré alors que les autres CVC le sont en premier degré. Pour les trisyllabiques CV-CVCV l'accent est sur la pénultième.

Les résultats du test sont donnés dans les tableaux suivants:

| s/s | CV | CV | s/s | CDC | CV |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Casa | 61,5 | 38,4 | Casa | 62,2 | 37,5 |
| Tunis | 73,5 | 26,4 | Tunis 75 | 125 |  |

s/s CV :CDC s/s CVC;CVC Casa 78,5 121,4 Casa 42,2 57,7 Tunis $80 \quad 20$ Tunis $43,6: 56,3$
s/s CaC:CวC s/s CVC ;CV
Casa $32 \quad 167$ Casa 65,3 134,6
Tunis $78,7: 21,2| |$ Tunis 65,2 134,7
s/s CV :CVC s/s CV CV:CV
Casa 27,6 172,3 C. $39,649,7110,7$
Tunis 26,4 773,5 T. 35,4 ! 50 14,5
1.2. ANALYSE INSTRUMENTALE

Le corpus a été analysé essentiellement sur l'analyseur de mélodie de
P. Martin qui nous a permis de relever les valeurs de Fo, I (sommets) et de durée. L'analyse a été effectuée principalement sur la syllabe ouverte CV et la syllabe fermée CVC en position accentuée et inaccentuée. Le contexte où sont étudiées ces syllabes est neutre excluant toute influence de l'intonation ou des processus de focalisation et d'emphatisation.

## RESULTATS

Le résultat indique en général que la syllabe accentuée possède une Fo plus élevée, une intensité forte et une durée plus longue par rapport à la syllabe inaccentuée. Dans les deux parlers la fréquence fondamentale est le parametre le plus important dans la mise en relief, cette prééminence n'a pas d'autonomie car elle se combine toujours avec l'un des
deux autres paramètres, avec le paramètre l chez tous les sujets dans le parler de Tunis et seulement chez les sujets féminins dans le parler de Casa. En revanche chez les sujets masculins la Fo se combine avec la durée. Quant au caractère spécifique des deux parlers on remarque que pour la syllabe CV le parler de Tunis possède une Fo moyenne plus élevée et qui est de quatre quarts de ton chez les sujets masculins et de deux chez les sujets féminins. Quant au paramètre durée il semble que les tunisois allongent plus que les casablancais. En ce qui concerne le paramètre 1 on remarque peu de différence. Pour la syllabe CVC on constate qu'il y a une différence au niveau de Fo de quatre quarts de ton entre les sujets masculins des deux parlers alors que chez les sujets feminins il n'y a pas de différence Pour le paramètre Durée on enregistre les mêmes résultats que la syllabe cv c'est-à-dire l'allongement de la syllabe accentuée des sujets tunisois. Le paramètre I ne présente que peu de différence.

CV parler de Casablanca
Homme Femme
acc. n/acc. acc. n/acc.

| Fo Hz | 125 | 114 | 247 | 255 |
| :--- | :--- | :--- | :--- | :--- |


| 1 | $d b$ | 39 | 37 | 40 | 38 |
| :--- | :--- | :--- | :--- | :--- | :--- |


| D. Cs | 15 | 10 | 17 | 11 |
| :--- | :--- | :--- | :--- | :--- |


| Fohz | CV | parler | de Tunis |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Hom |  | Fem | me |
|  | acc. | n/acc. | acc | n/acc |
|  | 156 | 142 | 246 | 184 |
| 1 db | 38 | 36 | 39 | 38 |
| D. cs | 22 | 14 | 25 | 16 |

CVC parler de Casablanca

|  | Hom |  | \|femme |  |
| :---: | :---: | :---: | :---: | :---: |
|  | acc. | n/acc. | acc. | n/acc. |
| Fohz | 126 | 106 | 241 | 216 |
| db | 39 | 35 | 40 | 36 |
| D. cs | 8 | 5 | 9 | 7 |


|  | CVC parler de Tunis |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Homm |  | Fem |  |
|  | acc. | n/acc. | acc | n/acc. |
| Forz | 158 | 132 | 263 | 224 |
| db | 38 | 34 | 39 | 35 |
| D. cs | 11 | 7 | 14 | 11 |

## 2. ANALYSE PHONOLOGIQUE

Le traitement phonologique que nous proposons pour le processus d'accentuation entre dans le cadre de la phonologie métrique élaborée par Prince (1983) et B. Laks (1988). En effet ce cadre est fondé sur une structure rythmique reflétée par une grilie métrique représentant "le seul instrument formel d'assignation des proéminences" (B.Laks. 1988, 141). Dans ce modèle les structures accentuelles se manifestent directement au niveau de la grille; celle-ci est construite sur la base d'éléments accentuables qui sont de simples positions métriques pures organisées temporellement. Ainsi l'organisation de la grille ne fait-elle référence ni au contenu phonétique, ni à la substance phonologique de ces éléments. Tous les éléments susceptibles de porter un accent sont designés par un astérisque au niveau 0 de la grille. Le plan syllabique détermine les distinctions qualitatives que la grille doit prendre en considération dans l'organisation des séquences. Les deux mécanismes formels qui sont à la base de la construction de la grille sont :
a. le principe de la grille parfaite (GP), défini par le paramètre de la directionnalité (de droite à gauche ou de gauche à droite) et par la nature de l'élément de son point de départ (fort ou faible).
b. le principe de l'augmentation des extrémités:
RE (la règle d'extrémité) augmente un temps fort d'une extrémité, cette dernière est paramétrique. Ces deux principes sont contraints par le principe d'évitement d'antagonisme (EA). En outre une position accentuable
peut être considérée comme extramétrique soit au début du mot (extra,l) soit a la fin (extra, F), (ct.B.Laks. 1988, 164-5).
Partant des résultats de l'étude phonétique des deux parlers nous proposons l'organisation suivante:
les syllabes qui comportent une voyelle périphérique sont marquées par un astérisque au niveau $\sigma$ de la grille.
Les voyelles qui se trouvent à la fin du domaine métrique sont considérées comme extramétriques.
La règle d'augmentation s'applique au niveau M qui est l'étage supérieur par rapport à celui de $\sigma$.
L'unique distinction que nous soulignons entre les deux parlers concerne la construction de GP; bien que les deux parlers soient caractérisés par la même directionnalité ils se distinguent néanmoins quant à la nature du temps initial. Nous pouvons ainsi résumer ces paramètres de la manière suivante :
Parler de Casablanca : extra ( $\mathrm{O}, \mathrm{F}$ ), RE (M,F), GP ( ,GD,f).
Parler de Tunis : extra( $O, F), R E(M, F)$, GP (, GD,F)
Les séquences bissyllabiques:


Nous constatons que l'accentuation de ces séquences est similaire pour les deux parlers; quant à la forme CaC-CวC qui se caractérise par une accentuation qui diffère dans les deux parlers, nous lui réservons le traitement suivant:
-Parler de Casablanca
e. 1

| M |  |  |  | $*$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma$ |  |  |  | $*$ |
| 0 |  | $*$ |  | $*$ |
|  | t | $\partial \mathrm{f}$ | t | $\partial \mathrm{f}$ |

Suivant le paramètre qui définit GP comme allant de gauche à droite avec un temps initial faible, nous obtenons au niveau $\sigma$ un temps fort sur la deuxième syllabe qui sera augmenté au niveau $M$.
e. 2


Pour le parler de Tunis GP est défini ayant comme temps initial un temps fort d'où la mise en relief de la première syllabe dans cette séquence.


Les structures trisyllabiques:
L'étude phonétique nous a montré que c'est la pénultième qui est accentuée dans les deux parlers. Le mécanisme proposé est le suivant :
h.

| M |  |  | $*$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma$ |  | $*$ | $*$ |  |  |
| 0 |  | $*$ |  | $*$ |  |
|  | b | u | h | a | I |
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## INTERRELATION OF PERCEPTION AND PRODUCTION IN INITIAL LEARNING OF SECOND-LANGUAGE LEXICAL TONE
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## ABSTRACT

One group of native Dutch-speaking subjects were trained to perceive the lexical tones of standard Chinese (Putonghua) and were then tested on their ability to produce them, while a second group were trained (using a visual display, and without auditory exemplification) to produce the tones, and subsequently tested on their ability to perceive them. From longitudinal records kept of subjects' perceptual decisions and of acoustic parameters of their productions, the interrelation of learners' evolving perceptual and productive abilities was examined - and found for both groups to be significantly correlated.

## 1. INTRODUCTION

This paper reports on experiments designed to explore the interrelation between perceptual and productive abilities in the initial learning of a new sound (sub-) system. The phonetic proficiency goal was the citation-form tone system of Putonghua - i.e. standard Chinese or "Mandarin". These tones are phonetically realized as time-varying patterns of voice fundamental frequency: level, rising, dipping and falling contours respectively (see [1] for a review).

## 2. METHOD

The subjects were two groups of native Dutch speakers aged between 19 and 28 , and with no knowledge of any tone language. One group underwent computer-managed tone perception training involving: (i) presentation of (digitized) tokens of the four tonally-distinguished words $/ \bar{y} /, / \bar{y} /, / \bar{y} /$
and /y/ ('mud', 'fish', 'rain' and 'jade') produced by one Beijing native; (ii) presentation of tone tokens of first one female, then two male and two female speakers, for tone labelling. All labelling responses (collected through keyboard input) were logged under program control. Information feedback was provided in L1 in the form "Yes, correct." or "No, it was X" (X being the intended word). Trials continued until a proficiency criterion was satisfied of at least $80 \%$ correct identification of randomly-ordered tone tokens from all four speakers, at which time production ability was tested. In the production test the subject was asked to say the Putonghua word (again one of the four minimal quadruplets) corresponding to the L1 gloss displayed on the screen. The tones thus elicited were in a fixed random order ( 24 trials in all). In both this production test, and the production training of the second group of leamers described below, larynx period data were recorded with a Laryngograph and phonetically assessed using a speaker normalization procedure and assessment algorithm described elsewhere [2, 1].

To enable the second group of learners to acquire tone production ability without prior experience in tone perception, it was necessary to use alternative means of exemplifying for them the F0 contour shapes of the tones, and to provide them with external information feedback on the phonetic consequences of their production attempts. The training system designed for this purpose collected larynx period data and provided on the screen visual and verbal feedback on the learner's F0 contours (the signal processing and task
control routines used are detailed in [1]). A real-time plot of smoothed, speakernormalized learner F0 was displayed beneath, or (if the learner preferred) superimposed upon, a similar plot of the exemplar F0 contour. The learner could thus make a visual appraisal of the match between his/her own tone production attempt and the model. Each production was phonetically assessed, and a record kept -again under program control - of all assessment parameters: the pitch level at $20 \%, 50 \%$ and $85 \%$ of the F0 contour, and its duration. Screen messages were provided for each parameter that in any trial was assessed as unsatisfactory. In the first stage of training, learners were presented on the screen with the F0 contours of the same single-speaker exemplars as were heard by the perceptually-trained learners. Subsequent stages of the training required subjects to produce the tone words in response to L 1 glosses presented (on the screen) embedded in a question frame meaning "What is the word for ...?" No target F0 contour was displayed in this stage of the training until a learner's production attempt for a word elicited was unsatisfactory. Subjects continued this training until, if they satisfied the proficiency criterion by producing two consecutive "good" tokens for each of twenty randomly-ordered tone type elicitations, their ability to perceive the tones was tested. The tone stimuli in this perception test were the same digitized natural speech tokens of four Beijing natives ( 2 male and 2 female) used with the perceptually-trained group Subjects were first presented with tone tokens of one (female) speaker, and then heard all four speakers; throughout, the tones were varied in a fixed random order.

## 3. RESULTS

3.1 Perceptually-trained group

Of the 17 learners who attained proficiency in tone perception, 9 were able without any productive training to produce tones with acceptable F0
contours in a fully contrastive system. Since these subjects' only experience of the tones was auditory, their targets for tone production must have been derived from representations developed for tone perception. Moreover, a consistency in subjects' productions suggests that these representations were fairly stable -as might be expected of the hypothetical tone prototypes they had established by the end of the training. Detailed analysis of the production assessment records reveals a fairly high degree of acoustic-phonetic invariance a particular error type was recorded significantly more often in all, or only one of, the five test productions per tone than in two, three or four of them. In other words, those productions not assessed as "good" tended to be characterized, for individual subjects and tones, by certain recurrent patterns of deviance.

To investigate the correlation of learners' perceptual abilities with their production performances, both were quantified. A general measure of perceptual ability, M1, over the duration of the perceptual training was provided by multiplying the number of trials required to reach criterion by the mean number of misidentifications per tone type. The otal number of detail errors in the production test was taken as a measure of production ability, M2. Over all 17 subjects who satisfied the proficiency eriterion there is a significant positive correlation of M 1 with $\mathrm{M} 2(\mathrm{r}=.65, \mathrm{p}<.01)$, indicating that subjects' productive skill was generally commensurate with their ability in perceptual learning. In greater detail: by subject, and by tone, the correlation of (i) the proportion of tokens misidentified in the final stage of the perceptual training with (ii) the proportion of production trials characterized by errors other than of duration is moderate ( $\mathrm{r}=$ .42) but again significant ( $p<.01$ ). To a noteworthy extent, then, learners produced more accurately the tones which they could more accurately label.

### 3.2 Productively-trained group

Some subjects were able after only production training to make correct identifications of all or some of the tone tokens in the perception test. To investigate the correlation of these subjects' productive abilities and perceptual performances, the number of production trials resulting in an 'unsatisfactory' assessment was taken as an inverse measure of productive learning, and the number of types of identification error recorded in the perception test as a measure of perceptual ability. The correlation of these measures is noteworthy among the 15 subjects who satisfied the production proficiency criterion: $\mathrm{r}=.70$ ( $\mathrm{p}<.05$ ). Among these subjects there is a similar correlation between the number of types of error observed in production attempts on the one hand, and in perceptual decisions on the other ( $\mathrm{r}=.69, \mathrm{p}<.05$ ). These positive correlations between measures of tone-productive ability and toneperceptual accuracy would suggest that F0 patterns learned for the direction of tone production were referred to for the perceptual categorization of tone tokens heard from other speakers.

In a comparison of the performances of the perceptually-trained and productively-trained groups, it appears that the perceptually-trained learners enjoyed some overall advantage. By the sign test, they made fewer errors in tone perception yet no more in tone production (in each case $p<.05$ ). This is perhaps not surprising, considering the comparatively unnatural learning conditions of the productively-trained group. Secondly, for each of the respective tones the performances of the two groups prove to be significantly correlated in both the perceptual and productive modalities (for perceptual confusions Pearson's r = .72, p <.01, and for production errors, $\mathrm{r}=.76, \mathrm{p}$ <.001).

## 4. DISCUSSION

The present learners did not, it appears, need to be trained in production to be able to produce, or in perception to be able to perceive, the F0 patterns of the target phonetic system: training in one modality tended to be sufficient to enable a learner to perform in the other. A learner who, after perceptual training, was able - in some cases from the first attempt - to produce the tones correctly, must have correctly inferred the requisite acoustic targets, and drawn upon his knowledge of the articulatory-acoustic characteristics of his own speech to attain them in production. A learner who, after production training, was able to identify correctly the tokens of other speakers, presumably exercised the ability to map the acoustic output of others into the phonetic space of his own. Theoretically, this could have been accomplished by fitting time- and range-normalized candidate F0 contours to learned contour prototypes -by means, for instance, of fuzzy logical patternmatching (see e.g. $[3,4]$ ). While the outcomes of an experimental study should not be too freely generalized to natural learning situations, the present findings would support a model of L2 speech pattern learning in which the learner's primary goal is the construction of phonetic prototypes to which the operations of both perception and production may be geared. These prototypes capture the central acoustic tendencies of 'good' tokens, and serve both perceptual decisions (cf. [5,6]) and production activity (cf. [7, 8]). However, since there may be no simple correspondence between learners' perceptual and productive values for acoustic-phonetic parameters (e.g. [9, 10]), these prototypes, it may be postulated, are operationalized by means of schemata (ie. structured plans) which define the serial and hierarchical orderings of cognitive and motor activities, providing the algorithmic bases for psychoacoustic decisions (in perception) and feedback-based adjustments (in production). An association of independent perceptual and productive schemata with each phonetic prototype will account for any divergences
that may be observed between a learner's perception and production of a phone (see $[9,10,11]$ ). With operational schemata mediating between it and the phonetic events in relation to which it is defined, the prototype would theoretically satisfy one of the classic requirements of a phonological unit ([12]): that it be neutral with respect to the activities of production and perception.
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#### Abstract

Results are presented from a 4-year developmental study of intonation in an unselected group of deaf children educated in an oral environment.


## 1.INTRODUCTION

Although intonational competence is still developing at 10 years of age in normal children [4], basic pattems are appropriately used by about 3. The speech perceptual and productive abilities of profoundly deaf children are delayed compared with their normally hearing peers [2], but some profoundly deaf children develop good conversational ability and highly acceptable and intelligible speech [3]. Clearly, pragmatic, syntactic, phonetic and phonological features are all important, and, in the area of pronunciation, both segmental and prosodic control have to be achieved.

## 2. SUBJECTS, TESTS \& MEASURES

In this paper we illustrate certain findings relating to intonation development from a 4year study of aspects of the speech perceptual and productive abilities of a group of 16 severely-profoundly deaf children (from age $7-8$ ) educated orally. Results have already been presented for some of the children's intonation after 2 years [1]. Here, we now discuss the fundamental frequency and intonation development of the 2 children with the least impaired hearing and the 2 with the most impaired hearing (according to pure tone audiometry) after 4 years. All four are congenitally deaf. Their pure tone average losses in the better ear at $0.5,1.0$ and 2 KHz are
Child 1-83dB HL; Child 2-90dB HL; Child 15-112dB HL; Child 3-115dB HL.

Their speech has been recorded at regular intervals and analysed using laryngographic and acoustic techniques. Fundamental frequency measures obtained are compared with qualitative auditory analyses: larynx frequency histograms (Dx plots) derived from recordings made during story telling sessions can be related to perceived pitch range, and modal values related to judgments of perceived high or low voices. Scattergrams (Cx plots) of all pairs of successive vocal fold vibrations in the recording correlate with perceived vocal roughness or smoothness. Figs 1-4 show Dx and Cx plots for Children 1 \& 16 in March 1985 and May 1989.

## 3. RESULTS - QUANTITATIVE

Table 1 shows the frequency ranges and main frequency modes in the children's speech. Second order histograms are used to eliminate creaky voice contribution from the measurements, and the range estimates are from $90 \%$ of the digram occurrences. This is our standard procedure in UCL work with deaf adults as well as with children.

Table 1. Fx ranges and modal values Child Mode (Hz) of Range in octaves 2 nd order range of 2 nd order Dx

|  | '85 | $\prime 87$ | $\prime 89$ | $\prime 85$ | $\prime 87$ | $\prime 89$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 265 | 272 | 225 | 0.52 | 0.47 | 0.44 |
| 2. | 321 | 312 | 157 | 0.55 | 0.47 | 0.53 |
| 15. | 296 | 348 | 312 | 0.47 | 0.63 | 0.36 |
| 16. | 511 | 484 | 304 | 1.44 | 0.91 | 0.51 |

Note: The 1987 distributions for Children 15 \& 16 are multimodal.

## 4. RESULTS - QUALITATIVE

Apart from Child 15, the other children all
show a decrease in modal frequency as one would expect with age, and Child 2's voice has broken in a nommal manner. Except for Child 2, the other three still have perceptually high voices.
There is no simple relationship between Fx range measures and perceived narrowness of pitch range and monotonous voice [1]. Apart from Child 16 whose 1985 Fx values represent his physiological rather than his speech pitch range, these 4 deaf children have largely normal octave widths compared with Hunt's normally hearing group [6], but they differ markedly in their control of voice pitch contours to organise their speech in terms of an intonation system.
Over the four years of study (during which time they had no speech-language therapy) the four children show different pattems of intonation development. In 1985 Child 1 was already using pitch to organise her speech into word groups, and using major pitch changes for focus, although most of these nuclear tones were falling and often over-long. Perceptually she had a narrow pitch range. In 1989 nuclear lengthening has disappeared and she is using a full range of nuclear tones in syntactically and attitudinally appropriate ways. Her pitch range no longer seems narrow although the octave width is, in fact, smaller than 4 years earlier. Child 2, similarly, in 1985 showed the demarcative and focussing functions of pitch control but with nuclear lengthening and almost exclusive use of rise-fall tones. (His segmental phonology was much less mature than Child 1's.) He has also made progress by 1989, despite still showing some nuclear lengthening. Most of his tones are falls, but contrast appropriately with rise falls, and some rises are correctly used. With less variety of nuclear tones, his pitch range still sounds narrow. Children 15 and 16 are much more delayed but have made some progress: in 1985 Child 15 had a narrow pitch range but was using pitch for demarcation and focussing. In 1989 his syntax is still very immature but nuclear placement is usually correct. Most tones are falls but rises are beginning to appear. Over the years Child 16, despite his profound hearing loss, has successfully reduced his wide physiological Fx range to one which is
speech-like, and has leamed to use his vocal output in the give-and-take of conversation; his speech is not very intelligible but is organised in terms of pitch control: he has clear tones, often utterance-final, and nearly always falling. All the children have improved voice quality in terms of regularity of vocal fold vibration.

## 5. CONCLUSION

There is a dearth of normative data on the pattem of intonation development but these four hearing-impaired children, using conventional amplifying hearing aids from an early age show that even profoundly deaf children can acquire facility with linguistic pitch control in several ways. Nevertheless, their progress is slow and delayed, and it remains to be seen whether gains in phonation quality and in pitch control and use could be obtained at the right moment in development through systematic visual feedback therapy and speech-processing hearing aids that focus attention on the low frequency elements of speech [5].
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Figure 1 Fundamental Frequency histograms ( Dx ) and Scattergrams (Cx) for Child 1 in March ' 85


Figure 3 Fundamental Frequency histograms (Dx) and Scattergrams (Cx) for Child 16 in March ' 85

Figure 2 Fundamental Frequency histograms (Dx) and Scattergram (Cx) for Child 1 in May ' 89 \{analyses based on period by period measurements\}
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Figure 4 Fundamental Frequency histograms (Dx) and Scattergram (Cx) for Child 16 in May '89 \{ar.alyses based on period by period measurements \}

# THE ROLE OF LANGUAGE FORMULATION IN DEVELOPMENTAL DISFLUENCY 
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#### Abstract

The disfluency pattems of two 2-yearolds are compared. In both children, disfluency shows an increase and a subsequent decline. In one of the children, disfluency is mild, in the other it is excessive. The excessively disfluent child shows many word part repetitions, and relatively few sentence incompletions. Moreover, most of his self repairs are phonologically motivated. In the other child, word- and word-string repetitions as well as sentence incompletions are more frequent, and a relatively large number of self repairs involve syntactic alterations. It is concluded that the disfluencies are related to phonological encoding in the excessively disfluent child, and to sentence planning in the mildly disfluent child.


## 1. INTRODUCTION

In most children speech fluency deteriorates temporarily between ages 2 and 3 [9], although there is considerable interindividual variation in the extent of the problem. In some cases the child becomes a stutterer. Several studies have pointed at a connection between developmental disfluency and language development [4]. It is often argued that fluency decreases as a result of the increasing grammatical complexity of utterances, which poses progressive demands on the child's language production ability. In [6] I developed a specific version of this hypothesis: The Development of the Formulator Hypothesis (DFH).

The DFH starts from the observation that language development around age 2.5 is characterized by the transition from telegraphic speech, which lacks almost all function words and morphosyntactic elements, to a morphosyntact-
ically more mature level of language competence. The acquisition of closedclass elements and morpho-syntax necessitates the development of a component of the speech production mechanism that is dedicated to morpho-syntactic processing and serial order planning, which can be identified with the positional planner in Garrett's speech production model [1]. Due to the positional planner's initial lack of automaticity and imperfect co-ordination with other components in the speech production mechanism, speech planning will start to break down more often, which produces an increase of disfluency. Usually, however, speech fluency will be restored as the new system gets settled. More importantly, the DFH predicts that as the rate of disfluency rises, its distribution over sentence positions will change. Disfluencies will start to concentrate at loci in speech that coincide with moments at which the positional planner is highly active, viz. the onset of clauses and major constituents. This prediction was confirmed in a longitudinal case study. The subject in this study showed a disfluency peak at age $2 ; 8$. Before this age, disfluencies were distributed randomly over sentence positions. As of $2 ; 8$, however, they occurred predominantly at sentence onsets and phrase-initial function words.

The preliminary results of a second longitudinal case study, however, showed a different pattern [7]. Again, a significant and quite dramatic increase of disfluency was observed, followed by a decrease. However, the disfluencies were concentrated at sentence onsets from the beginning of the observation period onwards. Moreover, the subject appeared to be more advanced linguistically than would have been expected on the basis of
the DFH. These results agree with the general observation that there are considerable inter-individual differences in the rate of language development. Furthermore they suggest that the developmental process underlying the disfluency episode in the second child cannot be the one described by the DFH. It is unclear as yet what other process may be responsible for the increase of disfluency in this child.

The primary aim of this paper is to contribute to the solution of this problem. To achieve this aim, I will present some new data with respect to differences between the patterns of disfluency in the two children mentioned before. I will try to corroborate the conclusion of [7], viz. that the disfluencies in the two subjects have different sources. Particularly, I will argue that disfluency in the second subject mentioned is primarily related to another component of language formulation, viz. phonological encoding, i.c., the unpacking of word form information from the mental lexicon [3]. In order to do so, I will make two assumptions. First, I will assume that a disfluency always results from a disturbance in the planning of an utterance segment that is yet to be uttered. The second assumption, which is based on Levelt's work on selfrepairs [3], states that speakers avoid interrupting a word, unless it is a source of trouble itself. The corollary of these assumptions is that different types of disfluency may signal utterance planning problems at different levels. In particular, the repetition of an initial word fragment will predominantly signal problems in preparing the remaining parts of the word for articulation [8]. A word repetition, by contrast, would point at a planning difficulty with regard to some aspect of the subsequent sentence fragment.

## 2. METHOD

### 2.1. Subjects

The data in this study are derived from longitudinal language corpora of two Dutch boys, T and H. Both children were observed between ages 2;4 (years; months) and $3 ; 0$. Language development was assessed with the aid of TARSP, a Dutch adaptation of Crystal's Language Acquisition, Remediation and Screening Procedure [5]. TARSP divides the course of grammatical development into

7 phases. At age 2;4, T appeared to be a relatively backward Phase 3 child, whereas $H$ was at an advanced Phase 4 level. This implies that T could produce sentences containing up to 3 constituents; he was not yet able to expand constituents into word groups and he had very limited morphology. $H$, on the other hand, could produce 4 -constituent sentences, expand constituents into word groups and use some verbal and nominal inflections productively. To advance from Phase 3 to Phase 4, the average child needs about 5 to 6 months.

### 2.2. Recording and Transcription

The children's speech was recorded at home while interacting with their mothers. Roughly one hour of conversation was recorded per week. Apart from the literal content of the children's utterances, their phonetic structure was transcribed in places where this would clarify the interpretation of speech. The types of disfluency that were transcribed are repetitions (of word parts, words and word strings), revisions, incomplete sentences, blocks and prolongations, word breaks, and senseless sound insertions.

## 3. RESULTS

### 3.1. Disfluency Rates

At $2 ; 4$, T produces an average of 2.7 repetitions per 100 words. H is slightly more disfluent with an average of 4.2 repetitions per 100 words. In both children the repetition rate increases in the subsequent months. When disfluency is at its peak, at age $2 ; 8, \mathrm{~T}$ is still very mildly disfluent, with an average of 4.5 repetitions per 100 words. H's repetition rate reaches a maximum of 29.5 repetitions per 100 words at age $2 ; 7$, which amply exceeds the normal limits. It may not come as a surprise that H's mother consulted a speech therapist, who nevertheless advised not to interfere. In both children disfluency rapidly declined. At age $3 ; 0$, T had 2.7 repetitions, and H 5.9 repetitions per 100 words. Both children are now normally fluent speakers.

### 3.2. Disfluency Types

In the remainder of the Results section, two segments of the observation period will be singled out, viz. the first month, around age $2 ; 4$, and a period of roughly one month around the time when disfluency was at its peak, corresponding to
age $2 ; 8$ in T and $2 ; 7 \mathrm{in} \mathrm{H}$.
Table I shows a breakdown of the repetitions according to the size of the utterance fragment involved. Collapsed over both periods, $T$ appears to have much more word and word-string repetitions than H . In H , on the other hand, the word-part repetitions are predominant. Ignoring the category of indeterminate repetitions, this difference reaches significance $\left(\chi^{2}=27.29, \mathrm{df}=2, p<\right.$ .001).
TABLE I. Distribution of repetition types in $\mathbf{T}$ and H. WST = Word string repetitions; WRD $=$ word repetitions; W.P = word part repetitions; IND $=$ indeterminate. Percentages in parentheses.

| Corpus WST | WRD | W-P | IND | Total |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| H 2;4 | 3 | 22 | 18 |  | 43 |
|  | $(7)$ | $(51.2)$ | $(41.9)$ | $(-j)$ | $(100)$ |
| H 2;7 | 4 | 48 | 165 | 16 | 233 |
|  | $(1.7)$ | $(20.6)$ | $(70.8)$ | $(6.9)$ | $(100)$ |
| H Tot | 7 | 70 | 183 | 16 | 276 |
|  | $(2.5)$ | $(25.4)$ | $(66.3)$ | $(5.8)$ | $(100)$ |
|  |  |  |  |  |  |
| T 2;4 | 3 | 17 | 38 | 1 | 59 |
|  | $(5.1)$ | $(28.8)$ | $(64.4)$ | $(1.7)$ | $(100)$ |
| T $2 ; 8$ | 14 | 61 | 46 | - | 121 |
|  | $(11.6)$ | $(50.4)$ | $(38)$ | - | $(100)$ |
| T Tot | 17 | 78 | 84 | 1 | 180 |
|  | $(9.4)$ | $(43.3)$ | $(46.7)$ | $(0.6)$ | $(100)$ |

Note however that the developmental pattern differs between the two children. T shows a transition from a predominance of word-part repetitions to a predominance of word and word-string repetitions. By contrast, an opposite development can be witnessed in H. H's pattern accords with the 'classical' observation that repeated elements are progressively truncated in the developmental course of stuttering [4].

Under the assumptions made above, this finding suggests a difference in character of the planning difficulties underlying the observed discontinuities. In particular, it may be expected that H experiences more problems in constructing the phonological shape of words than $T$. A first, indirect piece of supportive evidence for this conjecture can be derived from a quantitative analysis of sentence incompletions. These disturbances can be considered to result from a failure at the level of sentence planning. If H's disfluencies are reflective of phonological encoding processes at word level, whereas T's discontinuities reflect sentence planning, one would expect less sentence
incompletions in H than in T . This is precisely what Table II indicates. Collapsed over both periods, the ratio of incomplete to complete sentences is significantly lower in T than in $\mathrm{H}\left(\chi^{2}=9, \mathrm{df}=1, p<\right.$ .005). An inspection of the figures in Table II suggests that this difference is primarily determined by the figures relating to the late periods.
TABLE II. Sentence incompletions (SI) and fully interpretable, non-interrupted sentences (NS)( $\geq 1$ word; yes's and no's excluded). Percentages in parentheses.

| Corpus | SI | NS | Total |
| :--- | ---: | ---: | ---: |
| H 2;4 | 8 | 457 | 465 |
| H 2;7 | $(1.7)$ | 16 | $(98.3)$ |
|  | 295 | $(100)$ |  |
| H Tot | $(5.1)$ | $(94.9)$ | $(311$ |
|  | 24 | 752 | 776 |
|  | $(3.1)$ | $(96.9)$ | $(100)$ |
| T 2;4 | 24 | 1284 | 1308 |
|  | $(1.8)$ | $(98.2)$ | $(100)$ |
| T 2;8 | 127 | 1162 | 1289 |
|  | $(9.9)$ | $(90.1)$ | $(100)$ |
| T Tot | 151 | 2446 | 2597 |
|  | $(5.8)$ | $(94.2)$ | $(100)$ |

### 3.3. Self-Repairs

A final piece of evidence can be derived from an analysis of the kinds of speech repairs that are made by the subjects. Speech repairs involve the interruption of an ongoing utterance, some delay, and a retracing that encompasses an alteration of the original utterance [3]. According to the nature of the alteration the repairs were classified as phonological, lexical, or syntactic. It seems reasonable to expect that if a particular type of planning problem is predominant, the number of errors related to this problem that penetrates into overt speech, where they may be monitored and repaired, should also be relatively large. Table III shows the number of different types of repairs in T and H. It is clear that the distribution of repair types differs between subjects ( $\chi^{2}=13.85, \mathrm{df}=2, p<$ .001 , disregarding the 'other' category). The difference is concentrated in the categories of phonological and syntactic repairs. Proportionally, H has approximately twice as many phonological repairs as T, whereas Thas almost 9 times as many syntactic repairs as H . This outcome supports the previous conjecture that the sources of planning trouble underlying disfluency differ between T and
H.

TABLE HI. Self repairs involving phonological (PHO), lexical (LEX), syntactic (SYN), and other (OTH) alterations. Percentages in parentheses.

| Corpus PHO | LEX | SYN | OTH | Total |
| :---: | :---: | :---: | :---: | :---: |
| H2;4 12 | 4 | - | - | 16 |
| (75) | (25) | - | - | (100) |
| H2;7 13 | 3 | 1 | - | 17 |
| (76.5) | (17.6) | (5.9) | - | (100) |
| H Tot 25 |  | 1 | - | 33 |
| (75.8) | (21.2) | (3) | - | (100) |
| T2;4 12 | 5 | 4 | 1 | 22 |
| (54.5) | (22.7) | (18.2) | (4.5) | (100) |
| T 2;8 ${ }^{16}$ | 16 | 17 | ${ }^{(4.5}$ | 53 |
| (30.2) | (30.2) | (32.1) | (7.5) | (100) |
| T Tot ${ }^{28}$ | 21 | 21 | 5 | 75 |
| (37.3) | (28) | (28) | (6.7) | (100) |

## 4. DISCUSSION

The results presented here support the interpretations in [6] and [7]. There appears to be a difference between T and H regarding the origin of speech disfluency. $T$ shows a prevalence of word and word string repetitions, a relatively large amount of sentence incompletions and a relatively high number of syntactic selfrepairs. H, by contrast, shows mainly word-part repetitions; he has relatively few sentence incompletions and his repairs mainly involve phonological alterations. Consequently, T's disfluency seems to be mainly related to planning operations at sentence level, whereas H's disfluencies appear to be associated with the programming of word forms.

Of course it is sensible to entertain some reserve with respect to this interpretation, in view of the fact that it is to some extent based on assumptions which are, although they appear quite plausible, in need of external validation. This will be an issue in further research.
According to one of these assumptions, disfluency results from a breakdown of planning processes. Alternatively, it has been suggested that disfluencies reflect covert repair operations, i.e. self-repairs which precede articulation, by virtue of the speaker's ability to monitor so-called 'internal speech' [2, 3]. This hypothesis suggests an even closer relation between repetitions and (overt) self-repairs than is proposed here. The confrontation of these opposing views should also be a topic in further research.

It seems fair to conclude that the DFH is too narrow an explanation of developmental disfluency. Apart from sentence planning, phonological encoding may also be associated with childhood fluency problems, which accords with certain views on adult stuttering [8]. It remains to be clarified, however, what developmental process affecting phonological encoding is responsible for the reduction of fluency.
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#### Abstract

This paper reports an acoustical investigation of the development of the voicing contrast in Italian word initial stops produced by three groups of infants: premature, low-birth and controls. The purposes of the study were to compare the patterns of acquisition of the acoustic-phonetic cues for voicing in the speech of atrisk infants and controls and to discuss the inter-group differences in relation to phonological proficiency. The cues investigated were VOT values for stops in initial word position. The productions of the subjects were recorded at the ages of $18,21,24,27$ months. The results are discussed in terms of similarities and differences among the three subject groups, of the rate of changes in the acoustic-phonetic cues across ages, and in terms of the differences existing at each age level.


## 1. INTRODUCTION

This research is a part of a larger investigation concerning possible effects of different handicapping conditions present at birth on language learning. It is well known from the literature that newborn children at-risk have inferior maturation level as compared with controls, and that the alterations of language learning and phonology proficiency could be due to these causes. Speech timing and its variability as source of information about speech motor control development in children have been object of much recent interest. Developmental studies indicate that it takes children several years to establish
the motor-control skills needed to realize phones in mature fashion.
However, the relationship between development of accuracy in the control of acoustic-phonetic cues and phonological development has not been investigated extensively. The purposes of this paper were: to compare the patterns of acquisition of the acousticphonetic cues for voicing in the speech of at-risk infants and controls; to discuss intersubject different results in relation to phonological proficiency. The measure studied was initial stopconsonant Voice Onset Time (VOT), which is known to be the most reliable acoustic cue separating voiced-voiceless stops. Apparent differences in the ages at which similar phonemic voicing distinctions are made across languages may actually be the result of the different phonetic categories employed in those languages.
The establishment of mature VOT does not arise from a single principle: both speech motor control capabilities and auditory factors are important in this regard.
The discrepancy in VOT acquisition between at-risk subjects and controls can be seen as an adaptation to perceptual constraints as well as to production factors.

## 2. PROCEDURE

The total population of this study consisted of 4 infants born at less than 37 weeks gestation and 4 full-term weighing less than 2500 grams. A control group of 4 children born full term at normal weight and 4 adult aged from 24 to 26 years also participated. The test was administered to small (S) and normal infants (N) at 18,21,24,27
recorded under standard recording conditions (using Uher model 4200 portable tape recorder with Electrovoice model 635A microphone) saying each of 12 test words at least three times. The test items were the following minimal pair pseudo-words, contrasting labial, dental and velar voiced and voiceless stops: 'papa, 'baba, 'pipi, 'bibi, 'tata, 'dada, 'titi, 'didi, 'kaka, 'gaga, 'kiki, 'gigi. The infant and adult productions were collected in randomized order. VOT values of each initial stop were measured using Sygnalize 1.2 (1988-90 by Eric Keller). All VOT values reported here are from tokens produced with oral and velopharingeal complete closure.
Means and standard deviations were computed for each syllable for each subject group.

## RESULTS

A pair-wise comparison of the VOT means in subject groups for age level is given below. As shown in Fig. 1 the adults' VOTs for voiceless and voiced stops are greater before high vowel /i/ than before low vowel $/ \mathrm{a} /$. Taken together the results shown in Fig. 2.3.4. indicate that: 1 . the distinction between voiced and voiceless stops in word initial position emerges relatively late as measured by differences in mean VOT within each age group: 27 month-old normal children have acquired all voicing contrasts except $/ k /$ vs. $/ g /$, however as measured by differences in mean VOT they still do not produce $/ d /$ or $/ g /$ in an adult-like manner. 2. VOT values differed significantly between Normal and Preterm infants but not between Normal and Small infants. 3. the children's standard deviations are generally greater than the adults, and inter-Preterm subject's variability was greater than controls. We interpreted these findings as further evidence that long lead voicing is more difficult to produce than zero or short lag voicing. The ability to control relative timing of the articulatory and laryngeal events necessary for the production of voiced italian stops (long lead) appears to be physiologically more complex than initiating both events simultaneously and thereby producing phonemically voiceless stops. Thus, the frequent substitution of $/ p /,|t|,|k|$ for $|b|,|d|,|g|$,
in young children's meaningful speech are most likely a result of speech motorcontrol factors than of linguistically based rules.
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Fig.2. Mean VOT values at 18 months


Fig.3. Mean VOT values at 21 months


Fig.4. Mean VOT values at 27 months
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In addition to some consensus on the preference of lower left quadrant vowellike sounds, there is some general tendency to favor different areas of expansion on the vowel space (i.e. toward high-front area for English and back for Cantonese: See [5]); such trends have also been tested in perceptual experiments [4].

MacNeilage and Davis theory of speech production [10] addresses the problem of coarticulation in acquisition of speech : an elementary unit of speech production is postulated, a pure "syllabic frame", observable in single or repeated episodes of mandible oscillation; when these episodes are accompanied by vocalization, the basic sequence of Labial consonant + Central vowel is produced.

Elementary movements of the tongue can cooccur with the frame provided by mandible oscillation: pre-fronting or "consistently-held" tongue fronting would result in a sequence of Alveolar consonant + Front vowel and a pre-backing, or "consistently held" tongue backing, would result in a Velar + Back vowel sequence. The $C$ and $V$ segments, at this stage ("nonvariegated babbling"), would not be independent, but produced with the "frame", as a whole unit.

In variegated babbling, local modifications due to tongue positioning on the front-back/low-high axes, can appear: in these forms, real differentiation between segments begins to emerge and the segments start to be produced independently within the frame.

This view of early babbling differs basically from the classical hypothesis on coarticulation in adult speech, that assumes "a) discrete and invariant units serving as input to the system of speech production and b) eventual obscurations of the boundaries between units at the articulatory or acoustic levels"[7].

## 2. METHOD

### 2.1. Subjects

The subjects studied were 3 French monolingual children, Camille, Louis and Myrtille, and 3 Italian monolingual children, Luca, Francesco and Evelina. The age range was $0 ; 9$ to $1 ; 5$.

An average of 4 sessions has been considered for each child.

### 2.2. Data collection

The French material has been kindly provided by the Experimental Psychology Lab.,C.N.R.S., Paris.

Two of the Italian children have been recorded in Rome, by a procedure similar to the one used for the French children in Paris: the sessions took place at ome, every 15-20 days, in the presence of at least one parent and one or two experimenters; Luca's recordings have been kindly provided by the Phonetics Lab., C.N.R., Padua.

### 2.3. Data analysis

IPA Transcriptions of the disyllabic utterances by the babies have been stored on MacIntosh computer by IPAPlus fonts, kindly made available by Prof. G. Boulakia, of the Institute of Phonetics of the Charles V University, Paris.

A distributional analysis has been performed on the database by the software "Quatrieme Dimension": ad hoc formats and procedures were created by Mme C. Carcassonne of the Center of Mathematics applied to Humanities, C.N.R.S., Paris.

Two analysis have been performed separately on babbling and speech:
I) Computation of total number of vowels by class (nine classes are considered :BackHigh,
BackMid,BackLow,CentralHigh,CentralMi d, CentralLow, FrontHigh, FrontMid, FrontLow).
II) Computation of child vowels in first syllable vs. second syllable, with respect to the consonant preceding every vowel (four consonant classes have been considered: Labials, Alveolars/Dentals, Palatals, Velars).

## 3. RESULTS

Results of the vowel frequency analysis show an overall preference for the MF LC and MB vowels (Fig.1) by French and Italian babies, in both babbling and speech: LC appear to be more frequent, both in babbling and in speech; higher numbers of LC and MB, though, are found in Italian than in French.


Fig. 8: Totel distribution of vovela in betbling ( $B$ ) and spoech ( S ) of italit
and Fronch chifidren (exprossed ss percentagos).


A comparison of the percentages shown above (Fig.1) with the frequency of occurrence of the phoneme classes in each language (from [6], [1]) shows that the LC presence in the data reflects the situation of he adult languages: [a] has a frequency of $31 \%$ in Italian and of $17 \%$ in French; actually, in Italian this vowel appears twice as often as in French

MF vowels, the second preferred set, have $25 \%$ frequency altogether in Italian and $31 \%$ in French, although according to my classification, the French MF space contains a higher concentration of phonemes than the Italian one (see Fig.2).

Overall French and Italian patterns are very similar, although Italian babies have significantly less MF in speech with respect to the French ones.

The CVCV results (Table 1) show highest frequency of cooccurrence of Front vowels with Palatal consonants in Italian, whereas in French Front vowels tend to be articulated after Palatal and Denta consonants.

Central vowels cooccur consistently with Labials in Italian, but they are equally frequent with Labials and Velars in the French data.

Finally, Back vowels cooccur with Velar consonants in two Italian subjects and with Labials in Luca, whereas in French they show a different tendency to be coarticulated with Palatals.

A comparison with the frequencies of vowels in CV syllables from the most frequent 200 disyllables in Italian (from [3]) and from the most frequent 100 words in French ([9]), shows some correspondence between the French babies preferences for Front Vowels to occur with A/D consonants, and the frequency of this constraint in the language ( $20 \%$ ); also, Central vowels in French show high frequencies with Labial and Velar consonants (19-14\%), as well as in the babies productions. In French, though, occurrence of Central vowels is also high after A/D consonants (19\%). Finally, Back vowels appear most frequently in an A/D environment in French (13\%), but they are preferred after Palatals in the data.

The Italian language frequency pattern favors $A / D$ consonants in the
environment of all classes of vowels ( $\mathrm{F}: 29 \%, \mathrm{C}: 15 \% ; \mathrm{B}: 22 \%$ ): this tendency is not reflected by the Italian children.

## 4. DISCUSSION

The differences that have emerged between the French and Italian patterns and the English patterns reported in MacNeilage and Davis [12] can be interpreted as follows:

1) The higher number of LC found in Italian with respect to French/English can be attributed to a target-language influence.
2) The drop in MF vowels from babbling to speech, stronger in Italian than in French, reflects different properties of the target-vowel spaces, as well: French children are drifting toward a space where four phonemes are concentrated in the MF area (see Fig.2), whereas the Italian space is more [a]-centered, and MF vowels are represented only by two phonemes ([e][ $E$ ]).

Overall French and Italian patterns differ from English in the following: a) MF are not present in high percentages in English babbling; accordingly, MF have a low frequency ( $11 \%$ ) in the language.
b) The greater number of LF vowels reported by MacNeilage and Davis [11] reflects the high frequency of [ae] in English; the result could also be due to the classificatory system adopted in this study, where both French and Italian [a]'s are included in the LC category, even if the French articulation is intermediate between the English and the Italian one (see Fig. 2).
3) The Italian CVCV data reflect the scenario postulated by the 'frame/content' theory; French data, on the other hand show an overall preference for Front and Back vowels to be produced in Palatal/Dental context, and for Central rowels to occur in Labial/Velar context.
The question therefore arises as to whether there exists a progressive shift towards coarticulatory patterns preferred in the target language, as has been shown for single vowels.

The comparison with the frequencies of vowels in the most frequent CV syllables in the language shows some evidence for a drift towards target coarticulatory patterns for Front and Central vowels in French children; this trend is absent in Italian children.

This effect might be due to a slower rate of transition from infant to adult articulatory patterns. It could be argued that the acquisition of coarticulatory constraints develops after the ability to produce independent segments is acquired: in this view, acquisition of speech production consists in separating segments from a holistic production frame' and consequently reassemble them as independent units in the speech chain.
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## CONTOURS MELODIQUES DANS LA REDUPLICATION SYLLABIQUE: ETAPES-CLES DANS L'ACQUISITION DE LA PAROLE.
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## ABSTRACT

Our studies on logorrhea and dyslalia throw into light the systematic presence of an intonation pathology.Its origin is to be found probably in the babbling genesis and above all during the key-period of syllabic reduplication development. The syllabic reduplication acquisition can be viewed through 3 specific steps being marked by the development of specific melodic shapings. The longitudinal study of some infants from 7 to 28 months of age without disorders and of 2 infants having heavy psychiatric disorders have pointed out that the coming out of the first words seems to be conditioned by the control of the last step described in the syllabic reduplication acquisition.

## 1. LOGORRHEE ET DYSLALIE

Nos études sur des póles fluants et non fluants de la parole chez l'enfant (logorrhée, dyslalie) ont mis en évidence la présence systématique d'une pathologie de l'intonation.

### 1.1.Dans le cadre de la

 logorrhéeNous notons [1]

- une courbe intonative présentant un caractère répétitif et musical. Si le caractere musical de cette courbe se révèle différent dans son expression, le caractère répétitif est marqué par l'aspect systématique du schéma mélodique, et cela, très souvent, quelque soit le type d'enoncés (interrogatifs, assertifs, etc.).
-la valeur musicale de la parole peut selon les enfants correspondre soit
au principe de la mélodie en musique, soit appartenir plus au genre de la musique tonale où l'harmonie et la mélodie sont réglées par l'obligation de respecter un ton principal. Dans ce dernier cas, la notion de chant vient de la capacité de l'enfant à parler tout d'abord en maintenant une même fréquence ou un ton durant une longue durée, mais surtout de son aptitude a réaliser des pas mélodiques, c'est à dire de passer brutalement d'un ton à un autre sans transition à l'inverse de la parole usuelle.
1.2. Dans le cadre de la dyslalie.Nous notons [2]:
-une courbe mélodique pauvre marquée par une double absence de relief intonatif due à la faible variation de la fréquence fondamentale le long de l'énoncé et à la petite variation intrasyllabique du fondamental. L'impression de recto-tono donnée par la faible variation du Fo se trouve renforcée par le fréquent maintien d'une note où frequence dans une syllabe durant une longue durée ou/et par la production de pas mélodiques.


### 1.3.Discussion

Nous relevons étonnament, dans les deux pôles fluants et non fluants, la présence de traits mélodiques communs qui sont le maintien d'une même fréquence ou note et les pas mélodiques.

Nous constatons entre ces deux pôles un degré quantitatif dans l'utilisation de ces traits spécifiques. Le pole fluant differe du pôle non fluant par un usage répétitif systématique de ces schémas mélodiques lesquels ne se rencontrent ni dans la parole de l'adulte, ni dans celle de l'enfant sans troubles âgés de plus de 12-15 mois.
Chez les enfants sans troubles plus jeunes ces schémas mélodiques sont retrouvés lors de la reduplication syllabique dans le babillage, mais ils constituent alors une étape normale.

## 2. LA REDUPLICATION SYLLABIQUE DANS LE <br> BABILLAGE.

Une étude longitudinale d'enfants ágés de 7 à 28 mois nous permet d'envisager l'acquisition de la reduplication syllabique à travers la maîtrise de trois étapes ciefs.
2-1. La première étape se singularise dès l'áge de 7 mois par une succession de syllabes redupliquées produites sur la même note que nous pouvons représenter selon le schéma suivant:

$$
\overline{\text { da da }} \quad \overline{d a} \overline{d a} \quad \overline{d a} \overline{d a}
$$

2-2. La deuxieme étape ( $8-9$ mois) se manifeste par une rupture tonale au sein de la reduplication concrétisée par le passage d'une note à l'autre correspondant au principe des pas mélodiques que I'on peut schématiser ainsi:


2-3. La troisième étape (9-12 mois) se distingue des deux premières par l'apparition de contours mélodiques descendants
pouvant être visualisés ainsi :

## ta ta tata ta ta

Le dernier contour d'une série de "ta ta" est souvent marqué par un allongement sur la dernière syllabe pouvant indiquer l'assertion, la résolution, la finalité etc...
La maîtrise de cette étape conditionne et annonce dans la parole des enfants l'apparition massive et rapide de contours complexes syllabiques ainsi que celle des premiers mots ou de leur ébauche au niveau du signifiant attendu en regard du signifié désigné.
Progressivement la production des schémas mélodiques de la première et de la deuxième étape va diminuer puis disparaitre définitivement au fur et à mesure de l'augmentation de la fréquence d'apparition des contours ascendants,descendants, complexes et des premiers mots.
La prise en compte et la confirmation de limportance de cette troisième étape nous sont apparues à travers l'étude de 2 enfants présentant des troubles psychiatriques graves.

## 3- CAS DE 2 ENFANTS

 AUTISTES3-1. Etude du premier cas

- L'apparition de la première étape a eu lieu vers 9 mois et s'est maintenue très longtemps.
- L'apparition de la deuxième étape se situe à 18 mois coinncidant parfaitement avec celle tardive de la marche à quatre pattes. Il est à noter que l'enfant se déplace sans regarder devant lui la tête tournée de cóté. La mère signale sans que nous ayons pu le vérifier que l'enfant prononce [ma ma] pour maman, [pa pa] pour papa et [abwa] pour a boire.
- L'apparition de la troisième étape intervient seulement à 28 mois apres l'acquisition de la marche. Un mois plus tard nous relevons fréquemment des contours variés, montants et descendants, de types exclamatifs, assertifs, interrogatifs, ainsi que l'apparition des premiers mots comme [gato], [bato], [mama].
3-2. Etude du deuxième cas
Nous n'avons pas pu mettre en évidence aussi nettement une corrélation entre les étapes motrices de cet enfant et le passage d'une étape de la reduplication à une autre. Cet enfant a été par ailleurs moins bien suivi en raison des contraintes données par la famille. Néanmoins la troisième étape intervenue à 30 mois va amener comme chez les enfants sans troubles et chez le premier enfant autiste, une explosion langagière.


## 4- CONCLUSION

Nos études sur des enfants sans troubles et sur 2 enfants autistes semblent bien montrer que l'apparition des premiers mots est conditionnée par la maîtrise de la troisième étape decrite dans l'acquisition de la reduplication syllabique.
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The most important changes characterizing Slavic such as the many palatalizations and the vocalic opposition contrasting back and front vowels especially in endings are not independent developments, tho' some of them are perfectly compatible with the I.-E. character of the language, but are frankly due te an imitation of Altaic (more precisely, , probably Proto-Turkic) speech habits where they can be explained by the agglutinative morpholgey. This latter was not imitated by the Slavs, though, as being entirely alien to an inflexional I.-E. idion. Huns and dvars dominated the Slavs for the four critical centuries ca. 400-800 A.D.

In this talk we will proceed from the assumption, which I have tried to justify olsewhere, that there was indeed a Balto-Slavic language apeken in a dialect continugan in Eastern Europe, roughly from the shores of the Baltic to momewhere north of the Black Sea, still in the firat half of the firat nillonaium A.D.

I cannot, of course, supply a phonological system of Balto-Slavic any more than anybody olse, but have to proceed from the one attributed to the parent tongue in 1161. 31-64, with due allowance for some changes which may be assumed to have intervened in the formation of Balto-Slavic. I 12 , 65:and I 101,22 , have characterized I.-E. by and large as a con-
sonantal type of language, and an inspection of the inventories given both by Szemerényi and GamkrelidzeIvanov would seem to bear out such a judgment. Thy type of I.-E.from which Blt.-Sl developed had at least three rows of velars (gutturals), whether we adopt those postulated by the former or the latter authors. In either case we arrive at about a dozen velars ( I 161,64, I 5 2, 34) and six to eight alveolare and labials; furthermore, there are spirants, of which the latter authors have three, all of the hiseing sibilant kind, the former one, plus two nasals, liquids and glides each, for a total of 25-29 consonante, as opposed to the five cardinal vowela, long or short, plus diphthongs (none in Slavic any more than Altaic). There are no humbing sibilants or afficates in either I. -. system.

It is of particular interest to us that although palatal(ized) consonants may be attributed at least to part of Proto-I.-E., their reflexes in Slavic certainly show no palatalization, thus prase 'pig' and zima 'winter' with Satom, I.E. "k', "g'h are not in any way to be considered palatalized in Proto-Slavic. No incentive seems, therefore, to have come for palatalization from the parent tongue, although many of its daughter idioms have undergone such a process, so that it cannot have been in conflict with its evolutionary tendencies. There is, of course, a physiologi-
cal foundation for such a tendency, and that is the broad adaptability of velars to the influence of onsuing as well as preceding vowels, because their acoustic locus is espevially apt to adjust itself to its environment ( $132,67,114,124,133$ ). To this day, Lith. has e.g. kimŝtas 'stuffed' againet O.C.S. cestr, skýstas 'liquid' vs. čists, from the same root alse slavic cllsta 'clearing', or, with the voiced counterpart, gélti 'to prick' against Com.Sl. "ž̧̧dlo 'sting', or gelà 'pain' against O.C.S. žalb. It:is, therefore, in my opinion not enough to say that the velars simply were palatalized in Slavic, and that this feature distinguishes it from Baltic, but we have to find the cause of this difference, which cannot lie in the initial system. For the mere anticipation of the rowel articulattion mast originally have been the same in both branches, but eventually led to different phonemes in Slavic presumably many centuries before what palatalization there evelved in Baltic. There cannot have been many more "empty slots" in the South than in the North. The effect was both earlier and much stronger in Slavic, although it eventually also did percolate to the North, especially to Latvian.

However, Blt. -Sl, had already added to the stock of I.-E. spirants in the shape of a $/ \mathrm{s} /$, as a result of the change of $/ \mathrm{s} /$ following the so-called $r-u-k-1$ formula, consisting in an adjustmentof its upper formant to that of these sounds if they immedtiately preceded (I 10 I , 30). Also here the physiological/ acoustic conditioning can be explained, but does not suffice for a stament of causality. Since it is a very old change and fell still within the period of B1t.-S1. neighbourhood with Indo-Iranian tribes, which likewise carried it out, Burrows (I 21,79 )excludes a coincidence in the change $s>8$, which means that the link is causial; it is significanct that the more northern Baltic has
carried it out
much less aystematically, and not shared in the subsequent Slavic development $\mathrm{s}>\mathbf{x}$ (ch) before back vowels, This also goes to show that the Slavs were much more sensitive to the division of vowels into back and front, and thet the /s/ in Slavic became a palatal which was in some sort of harmony with its environment. Again, the physiological mechanism is not far to seek. In his still unrivaled "Slavische Phonetik", 01af Broch (I 1 I,59) otates explicitly that the boundary line between $/ \mathrm{s} /$ and $/ \mathrm{x} /(\mathrm{ch})$ is fleeting, and that a small change in the positionof the articulating organs can bring it about. If an ever greater part of the tongue tip is bent down from the area of the teeth and alveolae, he says, involving a bigger concentration of the bulk of the tongue in the posterior area, the /s/will be seen to gradually change into the velar fricative. The question remains for us to be tackled as to why the Slavs should have carried out such a shift, which their Baltic cousins did not. It was carried out before back vowels, which apparently did not combine very well with palatals at a certain stage in the genesis of Slavic. This change, then, shows a strong degree of adaptation between the consonant and the tautosyllabically following vowel.

Nor is this the only example of its kind. The three Slavic palatalizations, for which we will follow the traditional order, show the same sensibility, only to front vowels, in the case of the third even extending to preceding $/ 1 /$, with due allowance for the labialized character of the following one which prevented it. We notice that the first is carried out in a true neogrammarian spirit all over the Slavic territory, while the second and the third seem to fade in the Far North of the Slavic world, as becomes more and more
clear from the birch-bark writs of the Novgorod and Pakov area[91,118. Another sound which is susceptible to the effects of its vocalic enviroment is the $/ 1 /$, which in Slavic aplit into two phonemes / / / and $/ l^{\prime} /$, the first with a hard allophone In, the second palatal and due to a mefger of $1+1$. It is important to realize that say lists 'leaf' differs by this consonsent and not by the rowel from the second ayllable of vol' 1 'to the will'. I make a special point of thie, because there is a teaching of an alleged Slavio, synharmony of the syllable about, according to which entire syllables in Proto-Slavic were either hard or soft (labio-velarized vs. palatalized), so that their symbols can precede the notation of the whole sylleble. How does this theory account for such facts? Are there different degrees of syllabic harmony, greater in /1'i/ than in/ /1i/with its neutral phonare? Bew sides, under the muspices of this theory wo are always treated to theoretical examples like aay ta - $t^{\prime \prime \prime}$, ny - in , which, if put togethor, would yield Japanese rather than Slavic words. Slavic remained true to the I.-E. type in that, however much it may have opened its syllables at the coda, it permitted very rospectable sequences ("clusters") at their beginning, where no reduction occurred; do we have say in ra-zdru-si-ti 'to destrof' a labio-velarized syllable $\frac{0}{n d r u}$ as against a palatalized 'zdrä- in razdrasiti 'to solve'? The great Dutch slavicist N.van Mijk ( 18 1,45) explicitiy mentions cases like O.C.S. bregb 'shore', where there is absolutely no reason to attribute even a mere phonetic palatalisation to the initial $/ \mathrm{b} /$, while fully admitting, of course, that the effect of front vowels also on directly greceding non-velars muat have been stronger in Proto-5lavic than in the other I.-E. languages, without changing their phonemic atatus.

The palatal conmonants arose
from paletalizations, as in the case
of velars, or sequences of alvoolare plus $/ \mathrm{J} /$, and for thia, I might add, there was no ready pattern in In- I. . all those moververe Slavic innpration which get off that idiem from Baltic and were essential In copetituting Slavic as suoh. With the:different results of some of thesersequences ve cannot concern purselves here, suffice it to say thit the results were at first all palatal in $a l l$ subgroups, in cluding the $/ \mathrm{zt} /$, $/ \mathrm{zd} /$ of O.C.S., and the question now remains as to where this strobeis: of fect of front vovele and $/ \mathrm{d} /$ has cont frome about this, fan Mijk aaye NB that we do not keev whence such a strong offect of vovela on preceding consonants has cowe; Reran, fakebeon IRI in a way answered this question by placing Slavic within mifer Burasi $\rightarrow$ an sotting, and in Mis turn, P. Irió (ITA,51) has taken up this auggeatien, but would like to know when, where, and under what histerical circuastancea auch an influence has taken place.

The answer to Iolc's very partinent question can presumably be supplied by a reference to the historical circumstances under which the Slavs ilved in the oritioel perted, roughly from 400 to 800 A.D. 1 firet answer has been supplied by Scholenniker [14], who belieres, though, in the synharmonial of the Slavic syllablo, but i.a, correctly appreciates the importance of the change *a $>/ J /$ (for which there was no "case viden ${ }^{\text {( }}$, as well as of the progressive (Altaic) direction of the thind palatalization. Again in the case of the former change, it cannet be eufficiently etressed thet the torm "delabialization" explains absoluter iy nothing, but is mere label.

In the period in question, the Slavs were dominated by various Altaic tribes, foremost the Avary, whose empire ceme to an abrupt ond shortly before 800, but before that by Euns (who also roped in the Slava for military service, of.f154.p.230) Buigars and Chatars. This val gat a matter of mere noigobortood or tome -stratum, but certainly at leant in
the case of the Avars an interpenetration affecting the Slavic anthropological type and - most importantlyinvolving the language of commend under which these "sqalāb" (IIII, 225, 238; 'slaves' later 'border guards') of the Avars were sent into battle for their mastera all over the bordors of their vast empire, which as a result brought about a largely unitary lingua franca - Slavic.

We can proceed from the assumption that all those peoples were Turkic (thus Abeev in I6I.141), however, the picture would not be changed in its overall outtines if they had been Mongols in view of their languages' phonetic nearness at that time ([1) 91). Now the morphological structure of these languages is dominated by egglutination, one of whese consequences is that the vowels of the morphemes attached to the stem must share its back vs. front character. This results in vocalic oppositions 2: : ${ }^{n}$ I (Slavic value) : $\underline{i}, \underline{2}$ : $\underline{0}$, u: u, plus an /e/about which there is some argument. The consonants of these morphemes undervent a strong assinilatory effect of the vowels, which comes to the fore in the eldest, Runic, alphabet of the 01d Turkic inscriptions in the Orkion and Yenisei valleys of the VIII.ct., where we find two letters each representing $b-b^{\prime}, g-a^{\prime}, d=d^{\prime}, k-k^{\prime}$, $1-1^{\prime}, n-n^{\prime}, r-r^{\prime}, s-s^{\prime}, t-t^{\prime}$ etc. There is a respectable array of sibilants and affricates $s_{2} z_{\text {, }}$ s,
梪 opinion make it clear where the model which the Slavs sought to imitate came from.

However, I still maintain that the imitation was not absolute and was limited to the phonetic inventory plus phonotactic rules, but extended neither to the agglutinative nature of the Altaic languages nor affected Indo-European syllable structure in the initial part, nor introduced a symhermonism of the syllable. The correlation of palatalization constitutes a later development.
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## ABSTRACT

The study produced on the basis of a computer version of Russian Derivational Dictionary [1]. Analysis of variation in the pronunciation of borrowings that contain hard or soft consonants followed by the vowel /e/ is presented. Some theoretical implications relevant to the linguistic system of Russian are cosidered.

Standard pronunciation in spite of its tendency to remain stable cannot but react to a constant change of the sound system. As a result, pronuncia- tions formerly considered colloquial or dialectal, become fully accepted today. This constant sound change presents a problem for the description of the system, especially for prescribing a standard.

In recent decades we have observed the process of the emergence of a unified pronunciation standard. A number of its features owe their origin to the linguistic system.

Russian, as well as other languages with a long-standing tradition, has many borrowings from foreign languages; they amount to $10-20 \%$ of the wohle lexicon.

Many of them constitute an integral part of the lexicon and are judged foreign only by origin. Examples: metp (metre), aдpec (address), культура (culture). Most of them follow the sound patterns of the words of Russian origin but there are some whose pronunciation is somewhat different.

Of great interest to this study is the pronunciation of borrowed words containing hard or soft consonants before /e/. In words of Russian origin only soft cognates can occur in this position. Examples: /v'era/ вepa (belief), /na stol'e/ на столе (on the table) etc. Hard consonants before /e/ in such borrowings as термос (flask). kaфe (cafe) are, therefore, a new feature of Russian pronunciation, but they are, at the same time, the result of the process caused by the linguistic system of Russian. A combination of a hard consonant with /e/ is not an alien feature of Russian, on the cont- rary, it is a potential feature of the Russian sound system which is evidenced by such existing words as жесть /zes't'/ (tin-plate), mects /šes't'/ (six), mect /sest/ (pole) etc.

As any linguistic phenomenon, pronunciation of hard
or soft cognates bofore /e/ follows some rules. There exist factors that influence the choice of hard or soft consonants. These factors can be divided into three groups: 1) phonetic factors, among which the type of the consonant in question seems to be the most important. The position of this consonant as regards stress is also relevant; 2) morphologicial factors. i.e. whether the borrowed word has acquired declension paradigms in Russian; 3) lexical factors, i.e. the time of the borrrowing and the degree of assimilation of the word in the Russian language.

As has been shown in special studies, the choice between hard and soft cognates before /e/ does not depend on the language from which the word has been borrowed. The choice seems to depend on such individual features as the level of eucation, age and place of residence of the speaker.

There are grounds to believe that pronunciation of borrowings with the vowel /e/ follows the rules different from those applied to the basic vocabulary. Great variation in their pronunciation makes the formulation of the rules especially difficult. They are more complicated than those' applied for the words of Russian origin because they are statistically determined and require a lot of data on the pronunciation of each word. Therefore, the first stage of the study was to get an exhaustive list of the borrowings with hard and soft consonants followed by the vowel/e/.

The material for the study has been taken from Russian Derivational Dic-
tionary (2) that contains 110 Øøø words segmented into morphemes. The dictionary has a great number of borrowings. With the help of a computer a list of all entries with rhe vowel /e/ in the room has been made. It consists of 25214 words. including borrowings. For further analysis only the latter have been selected. This final list includes 8 275 words in which 225 roots with the vowel /e/ occur; all the items have been arranged in alphabetical order. 1857 roots are represented by one word in the dictionary, 804 roots occur in 2 to 5 words; one root (metp) is represented by 355 words.

The list has been arranged as a card-index: it gives information on the time of borrowing, the language from which the word has been borrowed, the pronunciation of the word, the degree of its assimilation in the Russian language etc.

During the experiment each subject was asked to give his own variant of the pronunciation of every item in the list. All these pronunciations have been analysed and compared with the data in the card-index and with the information about the subjects: their age, level of education etc., as well as with the pronunciation of these words in the pronouncing dictionary [2].

Results

1) The choice of a hard or soft cognate before /e/ depends on the articulatory type of the consonant: about $80 \%$ of all the dentals before /e/ were hard consonants.
2) The frequency of occu-
rance of hard cognates is greater in stressed syliab. les.
3) Hard $/ \overline{\mathrm{s}} /$, $/ \mathrm{r} /, / \mathrm{n} /, / \mathrm{m} /$, /f/ occur in words having no declension para- digms. Examples: фрикасе (fricassee), амбре (scent), кащне (scarf), консоме (consommee), кафе (cafe).
4) More often a hard cognate occurs in words known to the subjects but seldom used by them in their own speech.

Thus, the experiment has demonstrated that the tendency for the occurence of hard rather than soft consonants before /e/ in borrowings in present-day Russian seems to be very strong, and, I believe, it cannot be ignored in teaching standard pronunciation.
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## ABSTRACT

The aim of the research was to investigate the communicative meanings defined in the acts of communication (CM) and intonation or 70 preverbal vocalizations of five Russian 14-22 months old children by means of auditory analysis. The determination of CM in context and in isolation significantly differed for PV of negation, agreement, request but not for emotional PV of displeasure, joy, anger, admiration. There are two types of PV:diffuse and clear-cut.

1. INTRODUCTION

Vocalizations are sounds uts tered by a child in the preverbal period. The acoustic approach to the investigation of preverbal vocalizations is being replaced by functional and semiotic approaches ( $2,5,6$ ). The experiments showed that preverbal babbling is means of percoived speech prosody mastering (8). When the child is $7-8$ months old the parents correctly perceive the vocalizations of request hunger and surprise (5). These works gave us the opportunity of putting forward the hypotheaia that in the preverbal period the child masters in vocaliza-
tions a number of CMs corresponding to the chis of verbal utterances. The aim of our research were the following: 1. by auditory analysis to investigate the correspondence between the child vocalization CMs and the CMs of some Russian utterances; 2. to investigate the intonation of the determined PV and compare it with the intonation of the corresponding Ruesian utterances. In order to achieve the first goal the independent experimentators had to determine the CMs of PVs using the full context and then Russian informants had to recognize different types of PVs in context and in isolation. In order to achieve the second aim the intonation parameters marked by the informants were compared with the intonation of the corresponding types of Russian sentences.
2. PROCEDURE

At child's home the experimentor described in a low voice the situation of the communication, the child's gestures, the expression of his face, the direction of the gaze, his actions and the actions of the adults before and after PVs. Every session lasted 1,5-2 hours. The child's PVB, the speech of the adults and the experimentior's words were
tape-recorded. 400 communicative acts of 5 children aged 14-22 months were recorded. After the analysis of all the contexts of the communicative acts by two independent experimenters five types of CMs in PV were determined: agreement or positive answer to somobody's question or request; demand or request; the request to label an object; negative answer to somebody's question; the request to repeat the just spoken sentence.

The vocalizations expressing the following emotions were also singled out by the experimentors who took the full context into consideration: Joy, admiration, displeasure, anger. The experimental corpus consisted of 20 vocalizations with emotional meanings ( $4,5,6$, 5 of every type of the emotional meanings) and 50 vocalizations of the other above mentioned meanings ( 10 PVs of every type). Both types of PVs were recorded on two tapes in random order.

Forty nine Russian informants took part in the experiment. Twenty one informants listened to 50 PVs and the description of the communicative situation contexts, 25 informants listened to these PVs in isolation. In comparison with the independent experimentors who judged the meanings of PVs using the full context, the context produced for the informants consisted only of the description of the situation, and the words of the adult. The behaviour of the mother end the child after the communicative act anc also the child's mimics and gestures when they could point directly to the type of vocali-
zation were not given (for ex.-nods and ahakes,angry expression of the face and so on).

The instruction was as follows: - Listen to every vocalization twice and define its CM. The informente were supplied with a list of meanings determined by experimentors. The number of every PV (produced on a card by the experimentor when the PV was perceived) was to be writton opposite its meaning in the ilst if this meaning was determined by an informant. The same instruction and procedure were carried out when the informants listened to the emotional vocalizations.

Three another informants (the graduates of the philological department specializing in phonetics) listened to the PVs in isolation and graphically represented the changes in voice-pitch (rise, fall, rise-fall,fall--rise); tenseness (tense, lax); loudness (loud, soft); the voice register (high, middle, low).
3. DATA PROCESSIMG AND RESULTS
There were 33 tables made dealing with the number of pVs in context and in isolation defined "correctiy" in the same way as experimentors. At first we had to verify whether the informants defined the meanings of the vocalizations at random or according to their stable perceived qualities. If the PVs of every type were guessed at random then not more than two of ten could be guessed correctly because the relation of the number of PVs of every type to the number of PVs of all the types would be 1:5.Statistical testing of the hypothesis about the part of
the variants (7) showed that both in context and in isolation communicative meanings were not guessed at random. Statistical analysis (according to T-White criterion (3) showed that the results of determinig PV meanings in context (except emotional PV significantly ( $\mathrm{P}=0,05$ ) differed from the results of determing these meanings in 180lation. The resulte of determining the emotional meanings in isolation did not differ significantly from the results of the perception in context. The mean number of correct guesses of PV of displeasure in isolation $\bar{x}-31 \%$; in context- $\bar{x}-82 \%$; anger- $\overline{\mathrm{x}}-56 \%$ : ( 1 n isolation); $\overline{\mathrm{x}}-66 \%$ (in context); joy- $\overline{\mathrm{x}}-84 \%$ (in isolation); $\bar{x}-74 \%$ (in context); admiration- $\bar{x}-68 \%$ (in isolation), $\overline{\mathrm{x}}-80 \%$ ( In context).

## 4. DISCUSSION

Perceived in isolation the request to repeat the partner's words is the most easily determined PV (the mean number of correct gue~ ses $\bar{x}-81 \%$ ). The request to label an object ( $\bar{x}-36 \%$ ) was being mixed with other requests and demands.Agreement or positive answer ( $\overline{\mathrm{x}}$ $40 \%$ ) was being mixed with a denial or a negative answer ( $\overline{\mathrm{x}}-33 \%$ ). But the PVs of agreement pronounced with the intonation of Russian utterance "aha"and the PVs of refusal pronounced like Russian utterance "ne-a" were perceived without fallures. In order to answer the question why though not being determined at random these kinds of PVs were yet being mixed up and perceived sienificantly worse than in context one should consider their graphic analysis.

As for emotional PVs in isolation those expressing anger ( $\overline{\mathrm{x}}-56 \%$ ) were being mixed with another negative emotion similar to it but a milder one-displeasure ( $\overline{\mathrm{x}}$ $81 \%$ ), the same can be said about admiration ( $\bar{x}-68 \%$ ) and pleasure ( $\bar{x}-68 \%$ ). In graphic representations of 3 informante the coincidence in guessing all the parametres was 80\% (loudness - $\overline{\mathrm{x}}-80 \%$, tenseness $\overline{\bar{x}}-$ 83\%, the changes in roice-pitch- $\bar{x}-86 \%$, the voice re-gister- $\overline{\mathrm{x}}-56 \%$ ).
In order to understand our data we turned to the representation of the intonation of the corresponding types of meanings in Russian utterances ( ). The request to repeat the words in Russian is conveyed with the help of a high level rising tone. The same tone was represented in the informants' analysis of PVs. That is why this kind of PV was correctly perceived in isolation.
Short negative answer or refusal in Russian is expressed by a falling tone or a rising-falling tone corresponding to the Russian word In eal which means "no". The informants represented the intonation of all the negative answers, as falling but in case of /'e a/ corresponding to the Russian word In eal as rise-fall.
The intonation of the request to label an object can be compared with the intonation of Russian questions: And this one? And jou?which have a falling tune. The informants also represented this kind of request $P V$ as falling. Requests and demands in Russian have a failing tone for demands and a riging tone-for requesta. In the same way they were intoned in PVs. As both the
requests to label an object and the general request have a falling tone they were mixed up.
The tone of agreement or a positive answer in Russian can be falling and rising. The same kinds of tones were defined by the informants in PVs and that is why they were mixed with PVs - negative answers or refusals. In three cases the intonation of PV corresponded to the Russian word $/ \vec{\prime}$ h $\wedge /$ with the meaning "yes" and had a risefall tone.
In the Russian language differentiating features of different types of intonationel structures of an utterance are the direction of the vowel tone and the distributions of tone levels of the precentral part centre and postcentral parts. In PVs neither precentral or postcentral parts are observed. That is why the context is necessary to define the meaning of many PVs.
6. CONCLUSION

The results of the data analysis made it possible to draw the conclusion that PVs have diffuse and clear--cut meanings. Diffuse meanings have PVs expressing answer to a question including agreement, positive answer and denial. They have a rising and a falling intonation and are easily mixed up.
Such Chis of PVs as "a request to repeat the words', PVs with the meaning of agreement (Russian /Э'h^/) and with the meaning of denial (Russian /hea/) could be determined without any context. Their sensory patterns had been formed and were informative enough to be recognized without a precent-
ral or postcentral parts of the utterance. Requests, demands and requests to label should be included into one diffuse group. As for the emotional meanings of the PVs (anger, joy, displeasure, adoration) it appears that their sensory patterns were formed as they were successfully perceived both in isolation and in context. In this work PVs were analysed and compared with the Russian intonation mostly according to voice pitch. The role of tensness, voice register and loudness may be the topic of further investigation.
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ABSTRACT
Assuming that speakers tend to preserve the communicatively important aspects of speech, time pressure seems to be a promising experimental tool for isolating the important aspects of intonation. Linguistic hypotheses concerning the optionality of accent and boundary marking pitch movements were tested by having subjects read aloud stimuli in a normal and fast rate. Speakers did not economize on accent lending pitch movements, but $40 \%$ of the boundary marking pitch movements disappeared under time pressure, reflecting the linguistic hierarchy in obligatory and optional intonation phrases.

1. Introduction

We assume that speakers under time pressure will keep unimpaired those parts of the speech signal that are the most important. By comparing normal and fast (read aloud) speech we hope to isolate the more important aspects of intonation. In the present experiment we concentrate on the question if less important accent or boundary marking pitch movements disappear sooner under time pressure than important pitch movements.

## 2. LINGUSTIC BACKGROUND

2.1. Optionality of Pitch Accent Movements
The notion of integrative accent [1,2] offers an opportunity to distinguish between more or less important accent positions. For
example, in the sentence:
(1) There is a tear in your trousers
presenting new information, the most important accent lies on tear (the 'exponent' [2], the constituent on which the integrative accent is placed). The complete utterance can be put into focus, i.e. made important, by just this one accent. However, speakers can choose to highlight other parts of the sentence separately, by placing additional pitch accents on embedded exponents (here on trousers). We formulated the hypothesis that speakers under time pressure can omit pitch accents that correspond to focus domains that can be incorporated into a higher-order focus domain (hypothesis 1).

It is known that a strong correspondence exists between the distribution of new and given information and accent placement: pitch accents generally highlight parts of the sentence containing new information. However, under certain circumstances it is acceptable to put given information into focus by a pitch accent [5]. Assuming that pitch accents highlighting new information are more important than pitch accents focussing given information, we expect speakers to economize on the latter (hypothesis 2).
2.2. Optionality of Boundary Marking Pitch Movements
Speakers use boundary marking pitch movements to highlight communicatively important breaks
in the speech stream. We adopted the phonological theory of prosodic domains [4] to get a grip on differences in importance of prosodic boundaries. The theory presents a range of hierarchical prosodic domains (from "Syllable" to "Phonological Utterance"), of which the "Intonational Phrase" (henceforth 'I'), the domain of intonation contours, is likely to be marked off with a phonetic boundary. The $I$ is a relatively free domain; "root sentences" and "obligatory I's" (cf. [4], p 188ff.) obligatorily form I's, but the $I$ can be restructured, i.e. split up in a number of smaller domains, as a consequence of - for instance - lowering of the speaking rate. This restructuring process is optional, but not completely free; it is limited to positions with a certain syntactic structure. Generally, the optional I-boundaries can occur after a noun phrase (but one cannot separate an obligatory argument from its head) or before an embedded sentence (but an NP may not be broken up). The higher the speaking rate, the smaller the opportunity to restructure an I. From this theory of I-domains we derived the hypothesis that boundary marking pitch movements can dissappear under time pressure when located at an optional Iboundary (hypothesis 3).
3. METHOD

To test hypothesis 1 , eight stimuli were constructed of the form:
(2) (Weet je wat die gekke broer van mij, heeft gedaan? Hij heeft) een ou de Citroën ${ }^{4}$ met voor ${ }^{2}$ wielaandrijving voor z'n vriendin $^{2}$ gekocht ${ }^{3}$. (Know you what that crazy brother of mine has done? He has an old Citroen with front-wheel drive for his girlfriend bought.)
The superscript numbers indicate the degree of 'embeddedness' ('DEMB'), of the possible pitch accents ${ }^{21}$. A pitch accent on 1 (the exponent) can not be omitted, 2 to 5 are regarded as optional
(hierarchically, 5 is considered the easiest to omit). The context sentence has the function of presenting part of the stimulus sentence (not parenthetical) as new information.

To test hypothesis 2, another four sentence pairs were made:
(3) (Salman Rushdie is na lange tijd weer in de openbaarheid verschenen.) De schrijver bood in een televisie-interview zijn excuses aan./ In een televisieinterview bood de schrijver zijn excuses aan. (Salman Rushdie has after a long time again a public appearance made. The writer offered in a television interview his apologies).
The underlined parts of the stimulus have the same referent as the subject of the context sentence (in parentheses). Because we did not know what the influence of the sentence initial place of the given information in the test sentence would be, the stimulus was repeated with the given information in sentence medial position ${ }^{3}$.

To test hypothesis 3, six small texts were constructed, consisting of one to four rather long sentences. Configurations for obligatory ${ }^{4}$ ) and optional I-boundaries ('IB') were systematically varied. As obligatory I's, appositions and nonrestrictive relative clauses were used (indicated with ' $[0$ ' for the left boundary and ' 10 ' for the right boundary), next to root sentences (']R'). The end of a noun phrase ('JNP') and the beginning of an embedded sentence ('[S'') were regarded as optional I-boundary positions. Two additional syntactic configurations were systematically varied in the stimulus material. In a pilot experiment we found pauses at places which could not be described in terms of optional I-boundary positions, but only as: an $S^{\prime}$ within a long noun phrase ('([S'])') and the beginning of a prepositional phrase ('(PP'). Both configurations were regarded as optional I-boundary positions.

The stimuli were printed on
separate cards, using only full stops and capitals, refraining from other punctuation marks, in order to avoid guiding the subjects in placing boundary markers as much as possible (a rather complicated text without àny punctuation marks is virtually impossible to read aloud). Six subjects read the stimuli aloud in a normal and fast speaking rate.

## 4. ANALYSIS AND RESULTS

Two phonetically trained listeners independently marked pitch accent positions and boundaries in the relevant parts of the material. A third judge gave decisive judgements in those cases were the other two markers did not agree (138). The first author transcribed the pitch configuration at each boundary in terms of the Dutch intonation grammar [3].
table 1. Frequency of plus and minus accent scores in normal (N) and fast ( F ) speaking rate for the five grades of predicted optionality (DENB, cf. section 3).

| DEMB | $\mathrm{no}_{\mathrm{N}}$ | $\underset{\mathbf{F}}{\mathrm{accer}}$ | $\begin{aligned} & \text { accent } \\ & \mathbf{N ~} \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| 1 | - | - | 4848 |
| 2 |  | 1 | 4247 |
| 3 | 42 |  | 69 |
| 4 | 1 |  | 4745 |
| 5 | 4 | 5 | 4443 |

table 2. Frequency of plus and minus accent scores in normal (N) and fast ( $F$ ) speaking rate for words containing new information (INFO 1), sentence-initial (INFO 2) and sentence-medial given information (INFO 3).

| INFO | no accent |  | $\underset{\mathrm{N}}{\text { accent }}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 1 |  | 39 | 165 | 153 |
| 2 | - | - | 24 | 24 |
| 3 | 4 | 3 | 20 | 21 |

A hierarchical loglinear analysis of the data in table 1 shows that the effect of speaking rate on accent placement is totally
insignificant ( $\mathrm{z}=.034, \mathrm{p}=.488$ ). The same type of statistic analysis was performed on the data in table 2. Again, the factor speaking rate proved insignificant ( $z=-.024, \mathrm{p}=.492$ ).
table 3. Total number of potential boundaries ( N ), percentage of boundaries realised in a normal speaking rate and percentage thereof deleted under time pressure, broken down by seven types of I-boundary (IB, cf. section 3).


The strongest reduction in boundary marking occurs at ordinary word boundaries ( $\varnothing$ ) and at the beginning of prepositional phrases. The end of a root sentence is almost always marked, as are the edges of appositions and nonrestrictive relative clauses. In between lies the group of optional I's, extended with the category ' $\mathrm{S}^{\prime}$ in NP'. ANOVA shows that the effect of I-boundary type is significant, $\quad F(7,231=17.6)$, p<.001. Newnan-Keuls post hoc analysis shows further that there are no internal differences among the obligatory boundaries (types $1,2,3)$, nor among the optional boundaries (types 4,5,7,8). However, type 6 ('S' in NP') does not differ from either of these two groups ( $\mathrm{p}<.05$ ).

In both normal and fast tempoconditions approximately $95 \%$ of the perceived boundaries received a boundary marking pitch movement. Normal/fast boundary pairs were subjected to a further analysis, exploring the possibility that complex boundary marking pitch movements used in normal speech would be replaced by simpler movements in fast speech. Typical-
ly, the type of pitch movement remains the same in both speaking rates, with the following exceptions:

- If a boundary marking rise ('2', cf. (3] p 73) is followed by a declination reset, generally the reset vanishes in fast speech.
- When the boundary is marked by a late rise plus a non prominence lending fall ('2B'), approximately a third of these boundaries gets the simpler configuration of high declination plus fall ('㫙').


## 5. CONCLUSICNS

We reject hypothesis 1 : when reading aloud fast, speakers do not economize on the number of pitch accents placed on embedded exponents. We also reject the second hypothesis: the accent distribution on given information is the same in both speaking conditions. Simply counting the number of pitch accents realised under time pressure is apparently not sensitive enough a method to bear out differences in communicative importance of pitch accents.

The third hypothesis can be accepted. When a speaker is under time pressure, the number of boundaries dropped is approximately 40\%. Boundaries disappear mainly at optional I-boundaries, i.e. F0-markers on optional boundaries are more likely to disappear under time pressure than markers of obligatory boundaries. Of the PP-boundaries one third are marked, which indicates that prepositional phrases can play a role in restructuring I's. Two thirds of the positions with the structure '[S' in NP' are marked by a boundary in the normal speaking condition, forcing us to abandon the linguistic restriction that disallowes the formation of I-boundaries at the beginning of an embedded sentence, that interrupt a noun phrase.

Finally, boundary marking pitch configurations tend to be simplified when the boundary remains in fast speech. Changes in shape of accent and boundary marking pitch movements will be the objects of
our future research; as a first approximation we shall examine differences in excursion size of pitch accents in relation to our linguistic hypotheses.
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A la suite d'un travall
APPROFONDISSEMENTS SUR LA CO-VARIATION EATRE TO IE
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## ABSTRACT

In [1] and [2] I showed that occure Italian dialects the occurrence of the phonological phenomenon called Raddoppiamento FonosintattiCo ( + RF) is marked by an Fo contour: it differs from the one which is superimposed upon the contexts where the RF lacks ( - RF). These tonal features are not of redundant kind. for this purpose, I propose an experiment dealing with synthetic speech. The goal modifying forify if, by texts, speakers recognizen--RF and vice versa.

1. HYPOTHESES

Dans [1] et [2] fe propose dipothese suivante: dans de nombreux dialectes, le RF serait conditionne par le contour intonatif relatif au contexte
phonologigue immédiatement contigu a la consonne affectée par le phénomene (contexte V\#C:V). La nature de ces traits intonatifs est contrastive, c'est dire qu'il n'existe pas un seul contour tonal du RF qui soit valable pour tous les dialectes: pour chaque dialectes: dans $\begin{array}{lll}\text { manifestation du } \\ \text { contextes } & \text { da } \\ \text { action } & \text { (en } \\ \text { ent }\end{array}$ accompagnte dic:V) est intonatif different; toutefois a linterieur d'un
meme dialecte, ce contour est tout a fait different de celui qui accompagne les contextes phonologiques oi le RF ne se manifeste pas (contextes V倍C).

Les travaux
aissaient en cité question: question: celle qui concerne le statut theorique soit du contraste tonal entre contextes V\#C:V et V\#cv soit de la relation entre ce contraste et le phenoméne du RF linterieur d'un meme dialecte. Il s'agit d'établir si le contour intonatifest simplement un trait redondant du RF, ou bien s'il est - comme fe le crois - un trait distinctif et une contrainte de la manifestation du RF dans le cadre diun dialecte donne. Ici je me propose de rendre compte de la vórification que j'ai conduite a ce sujet.

## 2. HATERIAUX

Les matériaux utilisés sont trois phrases extraites de l'enregistrement du ricit populaire de "Saint pierre et le Jambon" (de [3]: 275). Le recit est produit par ia voix d'un locuteur parlant le dialecte diIntrodacqua (AQ), dans les Abruzzes. Introdacqua est un village ou le dialecte est encore fort enracint.

|  | Phrase 1 | Reponses |  |
| :---: | :---: | :---: | :---: |
| Couple 1 | 17 (57\%) | Phrase 2 <br> 2 (6\%) | Abstention |
| Couple 2 | 11 (37\%) | 4 (13\%) | 11 (37\%) 15 (50\%) |
| Couple 3 | 14 (47\%) | 7 (23\%) | 9 (30\%) |



| Tableau 3: ADULTES. |  |  |  |
| :---: | :---: | :---: | :---: |
|  |  | Ŕponses |  |
| Couple 1 | $\begin{aligned} & \text { Phrase } 1 \\ & 5(50 \%) \end{aligned}$ | Phrase 2 <br> 0 | Abstention $5(50 \%)$ |
| Couple 2 | $5 \pm$ 0 | 2 (20\%) | $5 \mathrm{~h}$ |
| Couple 3 |  | 1 h 1 f | 4 h 4 f |
| Couple 3 | $\begin{aligned} & 5(50 \%) \\ & 5 f \end{aligned}$ | $\frac{2}{2 h}(20 \%)$ | $3(30 \%)$ |


| Couple 1 | $\begin{aligned} & \text { Phrase } 1 \\ & 8(80 \%) \end{aligned}$ | Réponses <br> Phrase 2 <br> 2 (20\%) | Abstention |
| :---: | :---: | :---: | :---: |
| Couple 2 | $\begin{aligned} & 4 \mathrm{~h} 4 \mathrm{f} \\ & 7(70 \%) \end{aligned}$ | 1h 1 f |  |
| Couple 3 | $\begin{aligned} & 7(70 \%) \\ & 3 \mathrm{~h} 4 \mathrm{f} \\ & 7(70 \%) \end{aligned}$ | $\begin{aligned} & 2(20 \%) \\ & 1 \mathrm{~h} 1 \mathrm{f}) \\ & 1(10 \%) \end{aligned}$ | $1 \text { (10\%) }$ |
|  | 4 h 3 f | $\begin{aligned} & 1 \mathrm{~h} \\ & 1 \mathrm{~h} \end{aligned}$ | $\begin{aligned} & 2 \mathrm{f} \\ & 2 \mathrm{f} \end{aligned}$ |


| Tableau 5: HOMMES. |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | Réponses |  |
|  | Phrase 1 | Phrase 2 | Abstention |
| Couple 1 | $6(40 \%)$ | $1(6 \%)$ | $8(54 \%)$ |
| Couple 2 | $5(34 \%)$ | $2(12 \%)$ | $8(54 \%)$ |
| Couple 3 | $6(40 \%)$ | $5(34 \%)$ | $4(26 \%)$ |


| Tableau 6: FEMMES. |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Phrase 1 | Réponses |  |
|  | Phrase | Abstention |  |
| Couple 1 | $11(73 \%)$ | $1(6 \%)$ | $3(21 \%)$ |
| Couple 2 | $6(40 \%)$ | $2(12 \%)$ | $7(48 \%)$ |
| Couple 3 | $8(54 \%)$ | $2(12 \%)$ | $5(34 \%)$ |

presentent
interférences aves 8 tandard.
b) les femmes montrent genéralement une attention et un comportement linguistique plus soigné que les hommes, qu'il s'agisse de verifications ayant pour objet la compétence linguistique standard, ou qu'il s'agisse de semblables vérifications perceptives ayant toutefois pour objet le dialecte local (cf.[4]: 91). En particulier, dans un contexte social domine par l'emigration masculine, comme celui d'Introdacqua, les femmes "adultes" sont les seules qui restent et gardent la norme dialectale, que les hommes "jeunes" et "adultes" ne maftrisent plus car, en general, ils ne rentrent au village qu's l'occasion des vacances.
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## ABSTRACT

This paper aims at putting forward a new pitch parameter, which is the absolute value of the Fo gradient in the lexical word. Three sets of reading instructions which become more and more exacting with regard to discourse intelligibility, do not upset this parameter prevalence, but nevertheless exer: a significant modulation on the distribution of the three parameters analysed in this study.

## 1. INTRODUCTION <br> Généralemen

Generalement les études qui portent sur les valyse du pitch (ou Fo) s'appuient sur les valeurs moyennes calculées sur l'ensemble de la voyelle, sur la partie stable centrale [5], ou aux deux-tiers [4]. Parfois ncore 3 références sont prises, aux frontières et au centre de là voyelle [3]. Dans l'étude que nous avons mené sur les relations de coïncidence numériques entre 6 modèles prédictifs ( 2 syntaxiques 3 sémantiques, 1 pragmatique) et les paramètres prosodiques [2], nous proposons outre les paramètres de l'énergie et de la durée, et les paramètres mélodiques "classiques" du. maximum de Fo (ou FoM) et Fo moyen (ou Fom), un nouveau paramétre mélodique qui s'est révélé très efficace, à savoir la valeur absolue du gradient de Fo (ou $\mid \Delta \mathrm{Fol}$ ). Ce nouveau paramètre est dans cette étude relatif aux unités lexicales.
L'expérimentation porte sur un texte ${ }^{1}$ de

[^4]30 mots lexicaux composé de 3 phrases et de 11 "groupes minimaux". Nous rappelons [1] que ces groupes minimaux sont définis syntaxiquement et prosodiquement comme les groupes syntaxiques de plus bas niveau, immédiatement supérieurs à la structure superficielle, éventuellement associés avec le groupe syntaxique suivant de manière à fomer une structure de 5 syllabes, nécessaire et suffisante pour l'autonomie prosodique du groupe. Trois consignes de lecture ont été présentées à 12 locuteurs ( $1^{\circ}$ lecture naturelle er inteligible $2^{\circ}$ lecture très intelligible $3^{\circ}$ lecture très très intelligible pour un ordinateur). Avant l'enregisrement, les mots les plus spécialisés ont été explicités, si besoin était, car l'expérimentation ne portait pas sur la compré hension du texte, mais sur la comprenication de cette compréhension, autrement dit, sur le "faire-comprendre".
Les 36 enregistrements organisés en bas de données, ont élé segmentés et étiquetés par un expert-phonéticien.

## 2. CHOIX DES PARAMETRES MELODIQUES

L'étude dans son ensemble analyse 14 paramètres mélodiques qui se subdivisent en 3 types (valeur absolue du gradient de Fo, maximum de Fo et Fo moyen), en rois localisations (ensemble du mot, syllabe finale, "contour"), et deux contextes de référence (le texte et la phrase). Ces contextes de référence définissenten en Cait deux espaces de de réduction des des valeurs fait deux espaces de réduction des valeurs numériques, reduction qui concerne aussi bien les modèles que les paramètres mélodiques. Compte-tenu de la petite part de connaissance que véhicule chaque modele pris isolement, et de toutes les sources de variabilité tant linguistiques qu'extra-linguistiques, un espace à quatre
niveaux nous a semblé correspondre à un juste compromis.
L'ensemble de ces combinaisons aboutit à 18 paramètres, mais le nombre a été réduit à 14 par suppression de Fo maximum et Fo moyen dans le contour et dans les deux contextes de reférence.
En outre de manière à rendre égales les conditions de sélection de ces divers paramètres en vue d'une comparaison inter-locuteurs, les frontières des items ont été localisés à l'écran en prenant soin de ne pas relever aux bornes de ceux-ci, - qui sont souvent le lieu des valeurs numériques extrềmes-, les unités phonétiques réputées non voisées, de même que les $/ \partial /$ qui leur sont postérieurs, le voisement du premier ou l'existence du second relevant de la variabilité locuteurs. Dans cette communication nécessairement réduite par rapport à l'autre [2], nous n'envisagerons que les 3 types de paramètres ( $1 \Delta \mathrm{Fol}$, FoM , Fom) en neutralisant contextes de reférence et localisations.

## 3. CRITERES DE REALISATION

 DES PARAMETRES. CONTEXTE
## des Phrases

Le paramètre $\Delta$ Fo est certainement le paramètre le plus délicat à réaliser pour le ocuteur dans la mesure où il exige de positionner au sein des pentes mélodiques croissantes et décroissantes le temps de quelques ms deux cibles qui sont à la fois par rapport au mot lexica! des extrema absolus (et relativement inverses), et par rapport à la chaîne mélodique de la phrase et du texte, des extrema relatifs. Lorsque pour une raison ou une autre, l'effort est trop grand, les locuteurs positionnent une des deux cibles, en l'occurrence le maximum de Fo, en une position clé du mot lexical. Lorsque ces conditions sont encore trop difficiles, il suffit alors d'ajuster au besoin par approximations successives grâce au feed-back, les valeurs mélodiques moyennes du registre voulu pendant l'énonciation des unités phonétiques voisées du mot, soit un temps considérablement plus long. Ces 3 paramètres $1 \Delta$ Foi, FoM et Fom semblent en fait se comporter comme les avatars progressivement détériorés d'un même processus.
En ce qui concerne les phrases du texte, on remarque que la phrase 1 a la propriété a la fois d'être la plus longue (de l'ordre de deux fois) et de détenir les mots les plus spécialisés. La phrase 2 possède le lexique d'accès le plus facile. La phrase 3
est la plus courte mais présente une information inattendue.
4. METHODOLOGIE D'ANALYSE Les combinaisons modèle/paramètre of frant le plus grand nombre de coïncdences ayant été retenues, le principe d'analyse consiste à suivre d'aussi près que possible l'évolution de la distribution des modèles et des paramètres qui leur sont liés. Le groupe minimal est l'élément de base, nécessaire et suffisant, pour être la cible d'un changement de stratégie, mais dans la majeure partie des cas, il se combine à d'autres pour former des macro-structures signifiantes qui fournissent précisément le support a l'expression de la stratégie mise en oeuvre par le locuteur.
Dans ces conditions, la méthode de travail consiste à sélectionner pour le premier groupe minimal, la meilleure combinaison modèle prédictif / paramètre mélodique, -meilleure au sens numérique--, et ensuite à trouver pour le ou les groupes suivants, le meilleur compromis entre ces meilleurs taux de coïncidence et les principes de cohésion et de cohérence du système qui poussent à conserver le cadre conceptuel et mélodique, c 'est- a -dire le meilleur compromis entre la dynamique et l'économic du système.

## . RESULTATS

L'étude présente se limite à l'analyse générale de la distribution des paramètres mélodiques tous locuteurs confondus, en fonction des consignes de lecture et des phrases. Nous comparerons les paramètres sous l'angle de leurs pouvoirs explicatifs.
Le graphique 1 ci-dessous présente les pourcentages moyens relatifs des trois paramètres, toutes phrases confondues, en fonction des 3 consignes. Alors que les débits moyens ralentissent très sensiblement, nous constatons que les effectifs des consignes 1 et 3 restent voisins. Les débits de parole (plus pauses) varient en effet tous locuteurs confondus, respectivement de la consigne 1 à la 3 , de 2.23 a 1.82 puis à 1.05 mots / seconde. Il ressort des pourcentages que le parametre laFol correspond en consignes 1 et 3 , à 58 ou $59 \%$ des observations totales des 3 paramètres, alors que Fom ne compte que 15 à $17 \%$ de celles-ci. FoM quant à lui, reste très stable puisqu'il recueille 25 et $26 \%$ effectifs, score invariant en consigne 2


## Graphique $\mathrm{n}^{\circ} 3$

Graphique $n^{\circ} 1$ : Pourcentages moyens relatifs des groupes minimaux tous locuteurs confondus, toutes phrases confondues, en fonction des trois types de paramètres mélodiques, Valeur absolue du gradient de Fo (ou $\mid \Delta \mathrm{Fo} \|$ ), Maximum de Fo (ou F0M) et Fo moyen (ou F0m).
(25\%). Par rapport aux effectifs des autres consignes, la consigne 2 opère donc une augmentation de ceux de $\mid \Delta \mathrm{Fol}$ ( $68 \%$ ) au dépens exclusif de Fom (7\%). L'évolution de la distribution des effectifs des trois paramétres montre donc dans l'ensemble et indépendamment de l'évolution de la distribution des modèles linguisiques, que l'effet des consignes de ecture, s'il joue considérablement sur le débit de parole, ne modifie pas du tout au tout le choix des paramètres. La consigne 2 toutefois represente une reponse (ver ion paramètres mélodiques) à la première exigence d'augmentation de l'intelligibilité en favorisant au prix de la difficulté de realisation, le paramètre le plus délicat à


Graphique $n^{\circ} 4$

Graphique $n^{\circ} 2$ à 4 : Pourcentages moyens relatifs des groupes minimaux tous locuteurs confondus en phrase 1 (graphique 2), en phrase 2 (graphique 3), en phrase 3 (graphique 4), en fonction des 3 consignes de l'énoncé et des trois types de paramètres mélodiques, Valeur absolue du gradient de $F_{0}$ (ou $|\Delta F o|$ ), Maximum de $F_{0}$ (ou F0M) et Fo moyen (ou F0m).
mettre en oeuvre, $1 \Delta \mathrm{Fol}$. La consigne 3 apporte une autre solution qui ramenan les effectifs des paramètres à ceux de la consigne 1 , privilégie, indépendamment du domaine conceptuel des modèles linguistiques étudié par ailleurs [2], le paramètre durée de réalisation des unités phonétiques et des pauses.
Les graphiques 2 à 4 montrent l'effet des consignes sur chacune des phrases. Le graphique 2 , très proche du graphique 1 , maximalise les effectifs de $1 \Delta$ Fol avec respectivement 63 à $61 \%$ des effectifs totaux pour les consignes 1 et 3 , et $72 \%$ pour la consigne 2.
Le graphique 3 montre que la distribution
des effectifs en consigne 1 est globalement interméciaire des effectifs des consignes 2 et 3 . De manière générale les effectifs de $1 \Delta$ Fol sont, quelle que soit la consigne, toujours inférieurs (la fourchette est comprise entre 40 et $62 \%$ ) à ceux de la phrase 1 . Il est interessant de constater que cette dégradation se fait au profit du paramètre qui ne requiert pas le moins d'attention puisque Fo maximum connait une nette progression au dépens également de Fo"moyen. La consigne 3, la plus contraignante de toutes, revèle une perturbation assez remarquable puisque exceptionnellement, FoM recueille les pourcentages les plus grands ( $42 \%$ ) au détriment de $1 \Delta$ Fol $(40 \%)$, évolution négative qui alimente aussi Fom (18\%).
Le graphique 4 qui illustre la phrase 3 est caractéristique. Dans les conditions de lecture naturelle et intelligible (consigne 1 ), les effectifs de $\mid \Delta$ Fol sont toujours prédominants, mais depuis la phrase 1 , ils ne cessent de décroître, ce qui peut facilement s'expliquer par les caractéristiques des phrases elles-mêmes ou encore l'effet fatigue (respectivement 63\% -> $54 \%$-> $50 \%$ ). Lorsque les consignes de lecture exigent plus d'intelligibilité, le contrôle de l'utilisation des paramètres se révèle plus ferme. Il s'opère alors un retournement de tendance et les effectifs de $\Delta$ Fol augmentent sensiblement ( $50 \%->$ $70 \%$ ) au détriment exclusif de Fom (36\% $\rightarrow 15 \%$ ). La consigne 3 prolonge l'effet en augmentant encore les effectifs de $1 \Delta$ Fol $(70 \% \rightarrow 81 \%$ ) au dépens de Fom mais aussi de FoM et dans les mêmes proportions ( $15 \%->9 \%$ ).
Si l'on analyse ces résultats en prenant en compte d'une part la succession des phrases et leurs caractéristiques propres, il apparaît que $1^{\circ}$ le contenu de l'information de la phrase 1 est communiqué avec une grande attention en utilisant dans la proportion globale de 2 fois sur 3, le paramètre de $1 \Delta$ Fol $2^{\circ}$ dans les conditions de lecture naturelle et inte!ligible, l'effet d'un contexte moins difficile (et sans doute aussi de la fatigue) se fait progressivement sentir de la phrase 1 à la phrase 3 , détériorant progressivement les performances de $\mid \Delta$ Fol $3^{\circ}$ une consigne de lecture "moyennement" contraignante (lecture très intelligible) a pour effet de potentialiser en moyenne les ressources des locuteurs et d'augmenter très sensiblement la proportion de $1 \Delta \mathrm{Fol}$ dans les phrases 2 et $34^{\circ}$ une consigne encore
plus stricte (lecture très très intelligible pour un ordinateur) a inversement l'effet de radicaliser les comportements de la consigne 1, en accusant fortement la détérioration attestée en phrase 2, mais inversement le relâchement substantiel de a tension en cette phrase 2 a pour effet de recréer les conditions favorables à une attention plus soutenue en phrase 3 , ce qui est effectivement réalisé comme le montre la sélection massive de $\mathrm{l} \Delta \mathrm{Fol}(81 \%)$.

## 5. CONCLUSION

Cette communication a révélé l'efficacité d'un nouveau paramètre mélodique, qui se définit dans le cadre du mot lexical, et qui est la valeur absolue du gradient de Fo. Ce paramètre est sélectionné par les locuteurs dans les proportions globales de 2 fois sur 3, alors que le maximum de Fo représente aussi les deux-tiers des effectifs restants. Des consignes de lecture plus contraignantes ne remettent pas généralement en cause sa suprématie mais modulent de manière significative la dis tribution des effectifs de ces 3 paramètres. Ce paramètre possède la propriété d'exprimer de la manière la plus adéquate, la relation entre d'une part l'organisation cognitive des informations (approximées par les modèles) et d'autre part l'organisation mélodique de la chaîne parlée, mais mobilisant de ce fait fortement les facultes d'attention des locuteurs, il est nécessairement relayé par d'autres paramètres moins exigeants, mais aussi moins expressifs.
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## ABSTRACT

The units of all the subsystems of language, prosody in particular, are viewed in this paper as subprocesses or operations in the complex speech production mechanism. Each operation is determined. by its aim, so the hierarchy f the units follows the hierarchy of the aims. The operations are reproduced repeatedly in the functioning of language, and the mechanism of the relations of the units remains invariable,irrespective of the functional state of the system.

1. INTRODUCTION

Language as a system of speech production is dynamic not only diachronically but synchronically as well: it changes the structural and functional state of its units in accordance with units thought content, communicative purport and the situation in phich the intercourse takes place.
The main factor that forms language as a systemic object the production (aim), that is the production of the text or the utterance, treated as a minimal text. In other words, it is the actualization materialization of the thought content in a given situation. The aim of the
system, coordinated by the more complicated aystem nmansociety - reality "/ part of which is language tiself). determines the position,structure and functions of all the units of the particular systems and subsystems of language.
In our experimental and theoretical studies of English, Byelorussian and Russian prosodic units the position of the prosodic system and its components - temporal, accentual, rhythmic, tomporal and pausal subsystems - is defined as parallel to the system of unilateral semantic ( content) units and the system of bilateral, sign units on the horisontal plane of speech production. On the other hand it functions parallel to the system of phonemes on the vertical plane and forms together with the latter the hierarchy of phonological units of language [1].
At present there is no agreement among linguiats as to the set of distinguishable prosodic units and the relations between them in the phonological hierarchy. In this paper I make an attempt to give my interpretation of prosodic units as well as a general presentation of the idea of a processual prosodic system in the functioning of

## 2.THE FUNCTIONING OF PROSODIC

 UNITSThe specific function of prosody in language is to integrate segmental units into larger segments on all the levels of speech production the level of the syllable, the word level and the utterance level -, to transform a segment into a unit of a higher level and to differentiate segments. But the distinc tive function is not characteristic of all the units and levels of prosodic hierarchy. In thése three functions prosodic units are qualified as unilateral units of expression.
Unlike these, the prosodic units of the utterance $/$ e.g. tonemes, contouremes, function as linguistic signs and, consequently, take part in the production of both the formal and the semantic structure of the utterance.
The interaction of different subsystems of prosody in fulfilling the common communicative task is determined by their identical structure on the one hand, and by the specific quality and functions of their units, on the other hand. Common to all the subsystems is the presence of two types of units - elements ( microprosodemes ) and structural complexes of elements or " phonological syntagms ( macroprosodemes ).
The first type includes syllable chronemes, accentemes tonemes. The second type is represented by temporal, accentual, rhythmic and tonal structures. The structures as syntagmatic units contain the rules of positional and combimatory variation of microprosodemes as well as the variation caused by the interaction of one subsystem with
another. At the same time structures serve as patterns (rules) of as grouping microprosodemes and when opposed to one another, form a paradygm in each subsystem. Besides the elements and structures as units of expression, the prosodic subsystem ( tonal in particular) contains semantemes i.e. generalized meanings of definiteness/indefiniteness, finality/nonfinality, completeness/incompleteness, etc. The prosodic mechanism of language is aimed at establishing relations between the formal and the semantic units of prosody, i.e. at the production of the prosodic structure of the utterance or that of its meaningful part. utterance prosody is formed by the interaction of all the prosodic subsystems, starting from the level of the syllable, and stands out as a polycomponental and polyfunctional sign unit.
The processual character of all the prosodic units is conditioned by the syllable the basic point of prosody. Due to the integrative quality of its temporal component (syllablechroneme) it demonstrates the mechanism of the interaction between phonemes and prosodemes. The syllable chroneme is the elementary unit of the temporal subsystem of prosody [2]. It forms macroprosodemes temporal structures lof words, rhythmic units, intonation groups, utterances) and indicates the tempo of speech. The temporal (syllabic) structure of the word is transformed into the minimal unit of the rhythmic subsys tem - the rhythmic group when rhythm is stress-timed. The new. temporal quality of rhythmic groups, as minimal
units of utterance rhythm is their relative isochrony, which does not depend on the number of the syllables, whereas in the temporal structure of words and rhythmic groups viewed as macroprosodemes this factor is significant. When rhythm is syllable-timed the syilable chroneme functions as a minimal unit.
Actually, the rhythmic structure is derived from the interaction of the temporal and accentual structures. The relations between the accenteme, the two parallel structures and the sign they constitute take the form of a structural frame, or a cell in the general structure of language, thus demonstrating the principle of organization of a particular subsystem on the horizontal plane and the interpenetration of adjacent subsystems on the vertical plane. The number of the cells on each level correlates with the number of the microprosodemes that take part in the production of the sign unit. The higher the level, the larger the number of the prosodic units.
So in the process of organization of the utterance the prosodemes of a lower level (both elements and structures ) provide a basis for the prosodemes of a higher level: the syllable chroneme, as a measure of linguistic time, conditions the occurrence of the accenteme; the accenteme initiates the toneme. Similar are the links between the structures of these units, whereas the structures of one subsystem acquire the status of minimal units on each higher level. A particular subsystem on each level can therefore be regarded as a two - level subsystem with
dynamic objects (Cf [3]).
3. CONCLUSION

The systemic description of prosody, i.e. the functional, elementaristic and structural analyses combined make it possible to give a more precise presentation of prosodic hierarchy as: 1) a hierarchy of the prosodic subsystems conditioned by the levels of speech production; 2) a hierarchy of the subsystems on each level of speech production; 3) a constitutive hierarchy of micro- and macro-prosodemes; 4) a subordinative hierarchy of microprosodemes within macroprosodemes.
Moreover, it permits to reconsider such linguistic problems as speech segmentation, semantic structures, variant invariant relations.
The units of the prosodic system as subprocesses in the complex mechanism of speech production can be presented in the form of algorhythms, which can be helpful in dealing with problems of applied linguistics.
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## ABSTRACT

This study explores the differences between discourse intonation and the kind of pitch contours typically found in isolated sentences. Three kinds of material are evaluated systematically: (1) orally read lists of semantically unrelated sentences, (2) orally read narrative texts, and (3) dialogues. The material consists of equivalent samples of Swedish, English and Japanese speech, produced by native speakers (both female and male) of the respective languages. It will be shown that discourse intonation differs from intonation in semantically unrelated sentences with respect to practically all $F_{0}$ parameters investigated in this study.

## 1. INTRODUCTION

Human speakers typically associate their verbal speech utterances with intricate patterns of voice fundamental frequency. This phenomenon has been widely attested, and is acknowledged as a universal, innate quality of speech, common to all speakers, in all languages, and in all kinds of spoken utterances. Numerous scientific studies within a variety of disciplines have been undertaken to investigate the form and function of these fundamental frequency patterns, to establish their communicative status, and to disentangle the seemingly infinite variety of linguistic and paralinguistic conditioning factors that human speakers so aptly and without apparent effort combine into one single contour. Most of these studies have been restricted to the domain of the sentence as maximal
unit of linguistic processing, thus adhering to the traditional view that larger units like paragraphs, text and discourse are formed by mere juxtaposition of autarchic, independently prefabricated sentences. There is, however, convincing evidence that human speakers use variations in voice fundamental frequency in a systematic way to signal cohesion, structure and prominence in connected speech according to criteria other than purely syntactic, and that listeners at the other end of the speech communication chain are able to detect and to decode these prosodic messages, and to make use of them in order to gain information about the intended meaning of the utterance in its situational and co-textual context. The purpose of this study is to investigate these differences, i.e. between discourse intonation and the kind of pitch contours typically found in isolated sentences.

## 2. DATA

Three kinds of material are evaluated systematically: (1) orally read lists of semantically unrelated sentences, (2) orally read narrative texts, and (3) dialogues. The material has been selected from the ATR [7], [8] and the CTH [2] speech databases and comprises equivalent samples of Swedish, English and Japanese speech. The English and Japanese dialogues consist of simulated telephone conversations conducted within the applications domain of conference registration, whereas the Swedish dialogues were conducted spontaneously.

Ten native speakers of the respec-
tive languages participated in the recordings selected for this study: 3 speakers of Standard Swedish (2 male, 1 female), 3 speakers of American English ( 2 male, 1 female) and 4 speakers of Standard Japanese ( 3 male, 1 female). Registration of the speech samples was conducted in anechoic, sound-insulated recording studios both at ATR in Kyoto (Japan) and at CTH in Gothenburg (Sweden), using high-quality digital recording equipment.

## 3. ANALYSES

Approximately one minute of recorded speech per speaker and speech style was analysed for this study. Pitch extraction was performed using the DWAPIT pitch determination algorithm presented earlier in [3]. Pitch estimates were obtained at 16 -ms intervals for both periodic and aperiodic (laryngealized) stretches of speech. Segmentation of the $F_{o}$ tracings into intonation units (IU) was performed following the approach published in [4]. According to this approach, two global declination lines which approximate the trends in time of the peaks (topline) and valleys (baseline) of $F_{0}$ across the utterance, are computed by the linear regression method. Computation is reiterated every time the Pearson correlation coefficient drops below a preset level of acceptability. Segmentation is thus performed without prior knowledge of higher level linguistic information, with the termination of one unit being determined by the general resetting of the intonation contour wherever in the utterance it may occur. The $F_{p}$ onsets (intercepts) and offsets (endpoints), durations, declination line slopes and key values of these intonation units, as well as their timealignment with features of linguistic structure were established individually for each of the speakers participating in this study.

## 4. RESULTS

4.1 Number of Intonation Units A total of 586 intonation units has been established in the accumulated material for all ten speakers. The dis-
tribution of these intonation units per language and speech style is summarized below in figure 1.


Figure 1. Intonation units per language and speech style. The bar heights, depict the ratio between the number of intonation units and the number of sentences contained in the respective material.

These distributions reveal a clear and consistent tendency, observable in each of the three languages, to subdivide orally read texts into a larger number of prosodically cued chunks than both the list and the dialogue material. All ten speakers produced predominantly one intonation unit per sentence in the list reading task, as predicted by most studies of sentence intonation, whereas in the text reading task the individual sentences were processed on the average in terms of between 2 and 3 intonation units.

Quite obviously, differences in sentence structure and informational content need to be taken into account for a comprehensive assessment of these ratios. This is particularly relevant with regard to the $r$ values obtained for the dialogues which clearly reflect (1) the comparatively larger proportion of short and incomplete sentences included in the material, and (2) the more frequent use of intonation units that stretch over the time extent of several consecutive sentences (cf. [6] for a more detailed discussion). Also, the dialogue material investigated in this study contains significantly less subordination than the texts and sentences, and only few examples of it-clefts and wh-clefts that typically occur as separate, prosodically cued chunks in read narrative.

Considering the higher degree of interlanguage variability found in the
dialogues, it must also be appreciated that the Swedish material consists of spontaneous conversations, i.e. including a larger proportion of hesitations, false starts, fragmentary constructions, etc. than the simulated dialogues in the English and Japanese samples.

### 4.2 Prosody-Syntax Alignment

The overwhelming majority ( $84.6 \%$ ) of intonation units identified by the segmentation algorithm correspond in a clearly defined way with units of syntactic structure. This regular syntax-prosody correspondence, however, is significantly more prevalent in the Japanese $(98.2 \%$ ) than in English ( $82.2 \%$ ) and Swedish ( $79.9 \%$ ) material. It is also slightly more pronounced in the orally read texts ( $85.5 \%$ ) as compared with the dialogues ( $83.8 \%$ ).

Most commonly in our accumulated dialogue material, intonation units correspond in a regular fashion with single sentences ( $40.3 \%$ ), whereas in the text material the results are more inconsistent between the three languages investigated in this study. In $36.6 \%$ of the English and $32.4 \%$ of the Swedish texts, intonation units time-align with clauses. In the Japanese text material, on the other hand, only about one tenth ( $10.1 \%$ ) of the intonation units pertain to the clause correspondence class, thus indicating a markedly different prosodic processing behaviour.

Larger structures beyond the sentence domain (i.e. stretching over two or three consecutive sentences) are almost exclusively found in the dialogues, with only $1.1 \% 3$-sentence occurrences in the English and 2.1\% 2 -sentence occurrences in the Swedish texts. Conversely, intonation units corresponding to single constituents in the subsentence domain (i.e. nounphrase-subjects, verbphrases, adverbials, parenthetical constructions, etc) occur more often in the text $(41.9 \%)$ than in the dialogue ( $24.9 \%$ ) material, with a significant prevalence in the Japanese (60.3\%) as compared with both the English (35.9\%) and

Swedish ( $\mathbf{2 9 . 5 \%}$ ) speech samples.
Only the discourse material has been scrutinized at such a detailed level of linguistic analysis. For the speech samples produced in the list reading task, a predominant one-toone relationship between isolated sentences and single, coherent intonation units has already been established in the previous section.

### 4.3 Declination Line Parameters

The declination line parameters onset (intercept), offset (endpoint), duration, slope and key were calculated separately for each of the 586 intonation units investigated in this study. Statistical evaluation of these data revealed the following tendencies:
(1) Intonation units aligning with the isolated sentences from the list reading task are on the average shorter, steeper, less varied, and start with higher baseline onsets and substantially lower topline intercepts than in the discourse material;
(2) Important features of prosodic variation such as for instance rising baselines, "bi-modal" toplines, and narrow versus wide key (cf. [5]) do not occur in the list material at all, but are frequently used in discourse;
(3) The only parameter for which no statistically significant differences could be established between the different kinds of material is the baseline endpoint, which thus appears to provide a common point of reference, marking the bottom of a speakers voice range for both discourse and isolated sentence production.

Separate investigation of both the IU initial and IU final peaks and valleys, in order to account for the potential status of these points as independently controlled linguistic variables (e.g. [1]) revealed:
(4) significantly higher measures of variability for both the very first and the very last peaks and valleys in the intonation unit contours of the dialogue as compared with both the sentence and text material;
(5) the consistent use of categorical
distinction by all ten speakers with respect to both the first and the last peak/valley of the IU contour in the peak/valse but not in the list material.

### 4.4 Laryngealization

Patterns of aperiodic voice vibration (laryngealization) were observed to occur at various kinds of textually, syntactically and prosodically induced byundaries in our material. The acoustical characteristics of these patterns and their function as complementary/compensatory boundary cues have been discussed earlier in [3]. It has also been claimed that female speakers differ in a systematic way from male speakers in their use of laryngealization in connected speech [5]. This claim, based originally on Swedish text material, is further substantiated by the results of the present investigation, which show that the three female speakers participating in this study:
(I) make distinctly more frequent use of laryngealization as a boundary marker than their male counterparts (on the average $13.4 \%$ versus $8.1 \%$ ); (2) apparently prefer to employ creak patterns at pre-boundary positions where the men - in as far as they use any laryngealization at all - produce predominantly creaky voice.

There are, however, significant differences in the frequency of occurrence of these patterns between the three languages, as reflected in the following percentages:

$$
\begin{array}{ll}
\text { SWEDISH } & 26.8 \% \\
\text { ENGLISH } & 33.4 \% \\
\text { JAPANESE } & 39.8 \%
\end{array}
$$

Even more importantly, the use of laryngealization as a boundary cue differs markedly between the three kinds of material, where it occurs least frequently in the lists of semantically unrelated sentences (Swedish 7.3\%; English 10.1\%; Japanese $13.5 \%$ ) and most frequently in the narrative texts (Swedish 60.4\%; English 54.2\%; Japanese 49.3\%). The respective figures for the dialogue material (Swedish 32.3\%; English $35.7 \%$; Japanese $37.2 \%$ ) reveal a somewhat intermediary status for the
conversational speaking mode.
In summary, laryngealization as a bundary marker (either alone or ogether with other juncture cues such as for instance pause, declination resetting, $F_{0}$-fall-rise patterns, devoicing, phonological blocking, etc) displays its strongest potential in the highly structured and optimally controlled text reading mode, whereas it is used to a significantly lesser degree in the other two speaking styles, i.e. where the boundaries are signaled by other linguistic (e.g. semantic incoherence between the sentences on the list) or paralinguistic (e.g. changes in voice quality at conversational turn boundaries) means.
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## ABSTRACT

This paper presents an experiment designed to test the effect of final intonation contours on the degree to which an utterance is perceived to be final. The utterances were taken from a corpus [3] of naturally occurring monologue. Each was syntactically complete and semantically unmarked for finality. Keeping the endpoint constant, the starting point of the final fall was sytematically manipulated to create 5 different versions of each sentence. The results of the perception experiment suggest that the higher the starting point of the final fall, the less final that utterance is perceived to be. There is no evidence for any discrete perceptual categorics.

## 1. INTRODUCTION

In abstract representations of intonation, the end of a declarative utterance is generally indicated by assigning a falling contour. Physically, a fall can be any pitch contour that ends at a pitch lower than its starting point. Since both starting point and endpoint are variable within the range of any one speaker, there are any number of falls which that speaker can produce. It is generally assumed, however, that these physical differences are not significant, and that the height of the fall is determined by the declining topline across the utterance. Any significant differences in the resulting overall contour have in the past been related
to the slope of the fall, residual fall, and endpoint. This study shows that the starting point also has a systematic perceptual effect.

Other experimental studies of the acoustic correlates of boundarics [1] [2] have compared the physical realisation of contours at the end of syntactically compiete and incomplete utterances. In contrast, this experiment uses only syntactically complete utterances. This study also differs from others in that it uscs only naturally occurring data. The availability of resynthesis techniques has allowed for at least partial control of the stimuli.

## 2. EXPERIMENT

The experiment described here poses two questions:
(i) does a change in the height of the starting point influence the perception of finality?
(ii) how does such an effect relate to fo?

### 2.1. Method

Ten subjects were presented with five versions of each of 10 naturallyoccurring utterances, 50 utterances in all, of which the final contours had been systematically manipulated. The utterances were all syntactically complete, and perceived (in a preliminary experiment) to be semantically unmarked for finality. Leaving the endpoint constant, the final falling contour of each one was assigned five different starting points, varying sys-
tematically in height. These five versions of each utterance were LPC-resynthesised. Listeners were asked to judge, on a four point scale, whether the speakers had finished or whether they had more to say.

### 2.2. Preparation of the stimuli

The ten sentences were digitised at 10 Khz , and normalised for amplitude. pitch was extracted and the resulting fo values were checked for octave leaps, and smoothed by hand. The peak of the last accented syllable in each sentence was manipulated to create five different versions of the fo contour. In each case the f0 peak associated with the accent was adjusted to one of five different positions with relation to the preceding trough and penultimate peak, as illustrated in Figure 1.
Figure 1. The five versions of each contour
Version 1 higher than penultimate peak
Version 2 identical to penultimate peak
Version 3 midway between preceding
lrough and penultimate peak
Version 4 identical to preceding trough
5

In creating each version of the f0 contour, the fo values preceding and following the manipulated peaks were adjusted to maintain as far as possible both microprosodic features and the correspondence between f0 and segments.

### 2.3. Procedure

The resynthesis of 10 sentences, each in five different versions, produced a set of 50 different stimuli. A stimulus sequence file was generated in which each stimulus was repeated five times, thus eliciting 250 responses from each
subject. They were preceded by a test sequence of 10 stimuli which were ignored in the analysis. The subjects were asked to judge whether the speaker of each sentence was

- definitely going on,
- probably going on,
- had probably finished, or
- had definitely finished.

For the purpose of the analysis, these responses were converted into ordered data. The response 'definitely going on' became a ' 1 ', 'probably going on' became ' 2 ', 'probably finished' became ' 3 ', and 'definitely finished' became ' 4 '. The lower the score, the less final the utterance was perceived to be.

## 3. ANALYSIS

An analysis of the results must aim to investigate the significance of all effects : sentences, subjects and 10 contours. It was difficult to do this formally because the responses were ordered categories 1 to 4 . This kind of response violates the usual normality assumptions for classical ANOVA. However, the package 'PLUM' [4] was used to fit the appropriate ordered responses category model. The adequacy of fit of each 'treatment' (f0 version) is done by comparing differences in deviance between models with and without the treatment effect (goodness of fit) and comparing these differences with the appropriate chi square value. The results are shown in Table 1.
Table 1. Significance of sentence, subject and fo effects.

|  | deviance <br> difference | d.f. | sig. <br> level |
| :--- | :--- | :--- | :--- |
| treatments <br> $($ (10 versions $)$ | $(2640-2199)$ <br> $=441$ | 4 | .01 |
| subjects | $(2438-2199)$ <br> $=239$ | 9 | .01 |
| sentences | $(3113-2199)$ <br> $=914$ | 9 | .01 |

As expected, all effects are highly sig.

As expected, all effects are highly sig.
nificant at the $1 \%$ level.

### 3.1. F0 effects

If we average the finality scores for all sentences and all subjects we see that there is a systematic gradient difference between the versions. It is clear that the lower the starting point of the final fall, the greater the degrec of perceived finality. See Figure 2.


Figure 2. average scores of finality: This graph shows the average scores of finality for each version.

We know, however, that both the sentences and the subjects had a significant effect on the results. In order to see the effects of f 0 manipulation without the influence of the significant between-sentence differences, the average scores across replicates for each version were ranked from 1 to 5 . The least degree of perceived finality was ranked 1 and the highest score ranked 5 . Tied scores were ranked equally.

For each of the versions 1 to 5 , the average rank was calculated across all sentences and all subjects.

The results of this ranking are shown in Figure 3.
It can be seen that the different fo versions have a marked and consistent effect on the perception of finality. A divergence from the predicted ranks is only possible in one dircetion, since no utterance could be perceived as less final than 'definitely going on' or as more final than 'definitely finished. The deviations of the


Figure 3. average ranks of finality: This graph shows the average ranks of finality (continuous line), against the predicled ranks (bro
endpoints of the line are therefore to be expected. The greater deviance at the non-final end of the scale is also predictable, since we can assume that the presence of any falling contour which falls to the speaker's base line will indicate at least some degree of finality. There are minor differences in the degree of slope between any two consecutive points, but the overall trend is a straight linc. The fo versions therefore have a significant effect on the way subjects ranked utterances in terms of degrees of finality. The closest fit would be a straight line, and the results must thercfore be interpreted as gradient rather than categorical.

## 4. DISCUSSION

### 4.1. The perception of finality

The first question posed by this experiment must be answered with yes: there is clear evidence that the starting point of a final fall influences the listener's perception of finality. There is no evidence to suggest that this perception is a catcgorical one. Whether we take the average scores of finality, or the avcrage ranking of the different versions relative to one another, the result is a gradient. This suggests that finality is perceived in terms of degrees rather than in terms of categories, binary or otherwise.

### 4.2. Finality and f0

The answer to the second question how does this relate to fO - is not so lear. Is there such a distinction to be made as 'high' and 'low' fall, and if so, how are these to be defined?

It may be that the height of final falls is not perceived relative to any preceding syllables but to the speaker's overall range. All the versions of sentence 10 , for example, were fairly low in the speaker's range. This might explain the tendency to judge this sentence as inherently more final than others.
Menn and Boyce [5] claim that the endpoint of a sentence-final falling contour can be regarded as constant in relation to the speaker's norm. This was assumed to be the case in the experiment described above. Nonetheless, a similar experiment in which the endpoint of each final contour was sytematically changed would complement the present study and perhaps throw light on results which are not accounted for here.

## 5. CONCLUSION

The tentative conclusions to be drawn from this study are as follows.

- The height of a fall given a constant low endpoint is perceived as a gradient. There is no evidence to support a categorisation of falls into high and low.
- The starting point of the final fall influences the degree of perceived finality. The lower the starting point of such a fall the more final the utterance is perecived to be. There are however other prosodic influences on the degree of perceised finality which cannot be accounted for here.
- Height seems to be perceived in relation to a speaker's norm and not in relation to the pitch of preceding syllables, accented or not.
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## ABSTRACT

This paper studies the phonetic and phonological characteristics of stereotyped, often stylised, intonation patterns used by natural speakers to express routine procedural moves in telephone information services. It considers the appropriateness of such patterns in synthesised implementations within an automated information service.

## 1. INTRODUCTION

In an automated telephone information system, of the type under development in the SUNDIAL project, the role of the agent (A) in informing the caller (C) is taken over by a message planner + linguistic generator, with output speech provided by a synthesis-by-rule system (for British English, an adaptation of the INFOVOX text-to-speech system [1]).
Rules determining prosody are sensitive to a range of pragmatic and syntactic annotations, including labels for 'dialogue acts' (House \& Youd [3]). Some such acts are primarily concerned with the phatic management of conversation, oriented less towards information transfer than to the interaction between (A) and (C). Observations of natural dialogue have verified that exchanges of this type are often associated with the use of stylised intonation.
Contexts for these acts recur on a routine basis, and will be equally applicable when (A)'s contribution to the dialogue is automatically generated. To maximise naturalness, the intonation used in synthesis should be modelled on
the patterns found in natural speech. In practice, we must also ensure that the patterns used in synthesis are acceptable to the caller.

## 2. INFORMATION DIALOGUES

Over three hours of recorded dialogues between callers and airline agents were studied. Speakers in the (A) role were predominantly female, but no notable gender-based differences in prosodic form were observed. Patterns described below were based on an auditory analysis and transcription of (A)'s speech. Individual speakers sometimes favoured particular intonation patterns, but these were not speaker-dependent.
2.1 Dialogue Structure

In the Conversation Analysis (CA) tradition, summarised by Levinson [5], there are three major components of overall structure:
(i) opening section
(ii) topic-oriented slots
(iii) closing section

To this we add an optional absence section, particularly relevant during (ii), where the agent may need to ask the caller to hold the line, while information is being looked up.
2.2 Intonational Clichés

The opening, absence and closing sections -- those parts least concerned with information transfer -- represent the most routine contexts. The stereotyped responses to these routine situations regularly triggered the use of intonational clichés (Fonagy et al [2]), contours seemingly stored as holistic tunes. A subset of the clichés we observed
involved stylisation, conventionally regarded as a phonetic correlate of routine. Our definition of stylisation follows Johnson \& Grice [4] in considering monotone to be a prerequisite. Although produced in conjunction with set phrases, the tunes themselves are considered to be independent of any specific text.

## 3. OBSERVATIONS

### 3.1 Phonetic notation

Our notation of the examples uses a three-tone system: pitch values are High $H$, Mid $M$ or Low $L$ relative to our assessment of the speaker's current range. Symbols precede the syllable to which they apply in the text. The symbol .- denotes rightward spreading of the preceding tone, as distinct from a simple interpolation between values; a final $\wedge$ denotes an upglide at the end of the domain governed by the preceding tone; and an initial $\wedge \wedge$ indicates high register. This simplified notation is adequate for the cliche tunes, where downstep and declination do not apply. 3.2 Openings

These are concerned with identifications, greetings and with eliciting the nature of (C)'s task. In our dialogues, identifications were always present, and usually began (A)'s opening move, which could also optionally include a greeting. Intonational clichés were found on all components; true stylisation occurred most readily on the identification component(s), less often on the greeting component.
The majority of openings in our study could be analysed as realisations of a very limited set of tunes. Two tunes, (i) $/ L H M /$ ('calling contour') and (ii) /HLM/, accounted for a high proportion, if one allows a gradient analysis of (i) which can accommodate both fully stylised and 'less' stylised variants (4.1). Examples:
Tune (i), /LHM/, stylised:
(1) $\boldsymbol{L}$--Flight infor $\boldsymbol{H}$-ma $\boldsymbol{M}$-tion
(2) $L$--British $H$--Air $M$-ways
(3) $L$--Good after $H-$-no $M-$ on
(4) $L$--Can I $H$--help $M$--you Tone sustention was a regular feature of
this variant; the $\boldsymbol{H}-\boldsymbol{M}$ interval was typically around a minor 3 rd.
Tune (i), /LHM/, with upglide:
(5) $L$--Flight infor $\boldsymbol{H}-\mathrm{ma}^{\boldsymbol{\wedge}}{ }^{\wedge}$ tion
(6) $L$-. $\quad H^{\wedge} \quad M^{\wedge}$

The $L$ tone was normally spread, but an upglide could occur on $H$ and/or $M$. Usually turn-final, this rising variant might be analysed as an overlay on the conventional stylised form, indicating a turn-giving cue.
Tune (ii), /HLM/:
(7) HFlight $L$--informa $M$ tion
(8) $H$--British LAir Mways
(9) HGood Lmor Mning
(10) $\boldsymbol{H}$--Can I Lhelp Myou

Spreading is only shown for this cliche tune where $\boldsymbol{I I}$ or $L$ continues over more than one syllable. The tune, phonetically similar to a fall-rise nuclear tone, or to a high (pre)head + low rise (see 4.1), lacked any genuinely stylised, sustained monotone on the final $M$ syllable.

Other recurrent tunes included:
(11) $\boldsymbol{H}$ Flight $M$--information (/HM $)$
(12) $L$--Flight infor $M$--mation (/LM/) and variants of these were also found with final upglide.
Each opening component could act as an independent domain for one of the tunes, while a succession of components typically, but not invariably, involved tune repetition. Components could also be combined into arguably composite versions of tunes (i) and (ii); in both cases this was achieved principally by extending the $/ L /$ tone:
Tune (i), $/ L H M /$, composite:
(13) $L$--British Airways flight infor $\boldsymbol{H}$--ma $\boldsymbol{M}$-tion
Tune (ii), $/ H L M /$, composite:
(14) $H$ Good $L$-morning British

Airways Hflight $L$--informa Mtion
With rare exceptions, the final pitch in these moves was at a mid-level, or rising from mid to high. A wide range and relatively high register were common.

### 3.3 Closing sections

These may be divided into two components: preclosings, in which mutual intention to close is established; and terminal exchanges, which accomplish 'signing off'. Typically, (C) began the preclosing move, using downstep + low
fall (on e.g. 'Thank you very much') to convey task or dialogue completion. (A)'s response was frequently produced as a prosodic cliché involving a $H L$ or ML drop to a very low pitch termination:
(15) $H / M Y$ You're $L$--welcome

The final exchanges regularly used variants on the calling contour:
(16) $H$--Ву $M$--уе
(17) $H$--Bye $M$--bye
(18) LBye $H$--By $M$--yc

By contrast with the preclosings, final low pitch was apparently avoided.
3.3 Absence sections

Absences in our data were proposed by (A), and accepted by (C). A wide range of prosodic possibilities included variations on the calling contour:
(19) $H$--Hold $M$--on
(20) $L$ Hold $H-$-oM--on
(21) $\wedge \wedge L$-Hold $H$-on a $M$--momemt
(22) $L$--Would you $H^{\wedge}$ hold $M^{\wedge}$ please
(23) $\wedge \wedge L$--Hold the $H$--li $M$--ine, L-I'll just $H$--che $M$--eck
Another possible stylisation was:
(24) M-Can you $H$--^hold the line please
Some speakers used different idioms, such as a downstepped contour, in the proposal position; others preferred a non-stylised cliché, a version of $/ H L M /$ :
(25) HHold $L$-on a mo $M$ ment
(26) HLet me just $L$-check that for Myou
To indicate return from an absence, (A) often made use of a calling contour, with or without final upglide. Register tended to be high, especially if a second reconnection attempt was needed:
(27) ^^LHe $\boldsymbol{H}$--llo $M-$-(^)o
(C)'s response often matched this. One major function of the calling contour seems to be line checking, ascertaining whether or not the interlocutor is present.

## 4. PHONOLOGICAL STATUS

In formal terms we have characterised the intonational clichés as sequences of the tones $H, L$ and $M$, extending over a whole intonational phrase. Functionally, the phatic role of the cliche utterances overrides any notions of information
focus. A holistic abstract representation of these tunes would seem to be better motivated than, say, a nuclear tone-based analysis, in which intonation groups are made up of component parts such as prehead, head, nucleus, and tail. Such an analysis is weak on both formal and functional grounds. Examples of the two most popular clichés, /LHM/ and /HLM/, illustrate the difficulties.

### 4.1 Nuclear tone?

Since the $H$ in the $/ L H M /$ tune is always aligned with a metrically prominent syllable, we would have to propose a stylised $\boldsymbol{H M}$ nuclear tone, with optional preceding low head (L). A problem arises with upglide $\wedge$ variants like (5) and (6): are these to be regarded as variants of the $H M$ tone, or perhaps of the fall-rise? The latter analysis would maintain a categorical stylised/ nonstylised distinction, while the former acknowledges that versions with and without upglide may be used virtually interchangeably in comparable contexts.

In a nuclear tone framework, the /HLM/ tune is ambiguous: in (7) it is consistent with a fall-rise on the first syllable, but in ( $8-10$ ) we would have to posit a low rise on the $L$ syllable, preceded by high head or high prehead. In so doing we would lose sight of the similarity between the tunes, involving the same pitch sequences but with different mappings over the text.

### 4.2 Accentual function?

Nuclear accent conventionally signals information focus and coincides with the metrically most prominent syllable. In stereotyped phatic utterances the location of this prominence may be variable (1718; 19-20). The phrase 'flight information' appears to be ambivalent between a reading as a compound with early stress (7) and a phrasal reading with late stress (1). In practice, these variations in prominence appear to be tune-dependent; versions of $/(L) H M /$ such as:
?(28) $\boldsymbol{H}$--Flight $\boldsymbol{M}$--information or of /HLM/ such as:
?(29) $\boldsymbol{H}$--Flight in for Lma Mion were not favoured.
4.3 A holistic analysis?

The implication must be that there is a trade-off between preferred prominence relations and the requirements of the cliché tune. For instance, (1) may be preferred over (28) because of a strong pressure to include the $L$ component in $/ L H M /$ where there is room to do so. Conversely, the /HLM/ tune can accommodate both (7) and (29) equally, but (7) wins because it respects the compound stress pattern. Overtly contrastive possibilities like:
?(30) $H$ Bri $L$-tish Air Mways are also avoided. Metrically prominent syllables will always be at a turningpoint in the contour, but the precise mapping of tune to text may be flexible.

## 5 SYNTHESIS: MMPLICATIONS

On the assumption that any automated dialogue system will have a structure similar to that outlined above, we must decide on an intonation for the synthesised phatic utterances. In synthesising informative utterances, the desirability of exploiting prosody to clarify information structure and communicative function has been long recognised. In phatic utterances, where the inter-personal relationship is foregrounded, we must consider the most appropriate prosodic form. It may be right to question whether what is highly acceptable in natural speech will be equally appropriate in a context where (C) knows that ( A ) is not a real person; will (C) accept prosodic clichés, and particularly stylisations, as markers of stereotype and routine when they emanate from an inanimate source? As part of a programme of acceptability part of a programme of
testing, stylised, 'less' stylised and nonstylised cliche variants of the phatic utterances are being synthesised (by hand, initially) and integrated into our automatically generated dialogues.

If any of the cliche tunes are indeed deemed suitable for dialogue synthesis, then they must be implemented by rule, and an abstract representation incorporated into the phonological model of prosody in the rule system. We of prosody in the rule system. We
propose a holistic representation, with
realisation rules bypassing the 'normal' reaclear tone assignment, but sensitive to metrical prominence. Candidate utterances will be identified by the markers passed on at the interface between linguistic generator and synthesis system.
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## AESTRACT

A new approach in intonology - the introduction or lexics into intonological analysis is put formard in th1s paper. We try to ghow that the relationship between lexical meaning and accentuation is based and certain linguistic factor The mechanism of this relationship can be described if we take into account the text-forming potential of
word accentuation.
INTRODUCTION
Following T.M. Nikolayeva
we diatinguish two func-
tionally different types of word prosodical prominence 1) the utterance:

1) the neutral sentence atress(SS) which refers to the plan of expression and serves as a means of syntagna phonetic organization and intonational segmentation of speech;
2) the sentence accent
which is related to the semantic aspect of the ut terance and is determined by the contert and communicative intention of the speaker [4, p. 486-487]. Our research deals with SA or accentual prominence (AP) (the term was proposed by T.M. Nikolayeva (5]) as " a textual communicative phenomenon" 45 , p. 97 . In the recent years scien-
tists accepting the ides of functional difference between these types of accent are inclined to treat AP as a multi-aspect object of study. Nowadays the attention of Russian intonologists is concentrated on such problems as the description of linguistic factors as regards the SS and SA [117; the accentual phrase structure 137; the interaction between words semantics and AP [6, 107 on the one hand, and AP and text organisation $[1,8]$, on the other hand.
Taking into account the latest results in the investigation of AP's functions in Russian spontaneous
speech we state that there exist certain semantic regularities in the accentuation of various lexical classes within a given type of the text. We try to establish these regularities by examining modern Rusaian Scientific Discourse (RSD) the linguistic properties of which have recently been deacribed in the fundamental work by O.A. Lapteva and others 2 J .
We would like to put
forward an idea that AP helping to reveal the speaKer's intentions in the communicative act plays an essential role in text-formation process as its one
of the main pragmatic components.
To give prove to the proposed point of view we consider two main questions: 1. What are the linguistic tic factors of AP realisation in RSD?
2. Can the degree of word accentuation potential in discourse be evaluated objectively?
The vollowing material
served as the basis for our research:

- sponteneous uttered texts of a scientific character (lectures, reports, discussions);
- summarized phonetic transcription of text fragments;
- listener's reactions to different types of accentual patterns. The experiment on perception shows that AP in RSD is perceptually marked for the audience and can be considered as a relevant linguistic feature of the text prosodical structure.

RESULTS

1. Linguistic Factors of AP Realization in RSD

The context analysis of accentually marked elements in the utterance brings us to the conclussion that word accentuation in RSD is regulated by a number of closely interrelated factors such as: thematic and situational text parameters; lexical meaning of the word and its syntactic position; different contexual loads as well as pragmatic orientation of the utterance. Let's consider the mentioned factors in detail:

1. Strong AP in RSD may be laid on the so-called keywords of the message:(terms) proper nemes, titles, etc.)
conveying information about the theme and communicative act.
2. Regularly accentually prominent become groups of words with appraisal, qualitative and attitudinal semes in their meanings. 3. As a rule, thematic and other lexical elements in the utterance are exphasized within given syntactic contexts (connections may be expressed in the following ways: $x, y \ldots ; i X^{\prime}$
 ko $X$, no i $Y$; ne $X$, a $Y$; kak $\mathbf{X}$, tak i Y etc.). 4. With the help of AP the speaker often singles out and determines the boundaries of sperch segments in RSD thus fascilitating audi tive perception of a spontaneous monologue. In this connection, certain types of functional and auxiallary words at the beginning of syntagmas and utterances as well as initial components of nominative wordcombinations and attributive constructions may acquire a strong AP.
3. Accentually marked in RSD are usually words connected by theme/rheme relations (AP marks either theme or rheme R - T; R T).
4. Semantically interrelated lexemes may also be marked with strong phrase accent in the context. AP here performs its deictic function in RSD exposing more explicitly the semantic ties of the text components.
5. Text lexical signals facilitating the orientation in the discourse and conveying different pragmatic loads (adresation, motivations, qualifications, attitudes etc.) are usually accentually emphasized and serve as prosodi-
cal markers for the listeners in RSD.
6. Evaluation of Word and a Group of Words Accentue-
Examing different parts of speech accentuation in RSD we came to a conclusion that word accentual potential in discourse can be evaluated objectively. For this purpose we introduce a special criterion - the relative accentuation index (i) showing the ratio between the number of cases when the word (group of words) is found in the accent position and the number of cases of words non-accent positions in the text.
Accentuation of the parts of speech in RSD may be presented as a following scale:

| Adjectives | 0,335 |
| :--- | :--- |
| Adverbs | 0,320 |
| Predicatives | 0,289 |
| Nouns | 0,278 |
| Verbs | 0,227 |
| Numerals | 0,217 |
| Parentheses | 0,173 |
| Pronouns | 0,144 |
| Particles | 0,135 |
| Conjunctions | 0,122 |
| Prepositions | 0,053 |

As seen from the scale adjectives, adverbs and predicatives - words with wide qualificative semantics - top the list as regerds the relative accentuation index. Accentuation potential of auxilliary words is lower if compared with meaningful words.
In this way we qualified the AP indexes of particuler meanings of the most frequently used in RSD
words as well as accentuaxemes, lexico-semantic
groups ${ }^{3}$ and wide semantic zones of the text
It is necessary to note that AP potential of different lexical groups, seperate lexemes and their meanings varies greatly within one particular part of speech.
The analysis of accentual structure and semantics of attributive word-combination (adjective+substantive) in RSD 99 testifies tive this fact.
The latest results of our research can be presented in the following way: 1. If we consider nouns, we'll see that the greater accentual load is laid on the lexical units characterizing an object or a person from different points of view ( $i=1,30$ ) as well as on those denoting qualities, properties and speaker's attitudes
(i $=1,27$ ).
2. Among the adjectives high i-valued are lexemes with opposition/comparison seares ( $i=2,7$ ) as well as lexemes denoting the highest degree of some proper-
> * Under the term of "le-xico-semantic group" we mean "any semantic class of words (lexemes) characterized by at least one Lexical paradigmatic seme in common" $12, \mathrm{p} .1107$.
> * Considering the text semantic zones we follow N.Iu.Schwedova stating that according to language functions we can single out in any text such semantic areas as nomination, communication proper,
> qualifications and attitudes, cornections and correlations [7].
ty $(i=2,2)$ and attitudes $(i=1,1)$.
3. We can observe different AP abilities of words within separate lexical classes. For example, among Russian pronouns declined like adjectives high accentually marked is lexeme drugoi ( $1=1,55$ ), medium AP-index characterizes lexemes odin $(i=0,83)$ and kazdyi $(0,59)$. The majority of pronouns of this type are within the range of low accentuation range of low accentuation
indexes: nas $(0,44)$, nikaindexes: nas $(0,44)$, nika$(0,39)$, etc.
4. As regards the total accentual loads in RSD qualificative semantic zone possesses the highest degree of AP ( $i=0,733$ ) and nomiof AP (i=0,733) and nom native one
$(1=0,427)$.

## CONCLUSIONS

1. The reaults obtained give sufficient grounds to state that such parameter as relative index of accentualion should be listed as one of linguistic characteristics of $a$ word when it is regarded as a discourse unit.
2.As soon as we can measure AP potential of words we can take a new approach towards clessificetion of towards classification ol lexics based on the relative accentual values
lexemes and their text
loads. This research will contribute to composing "a dictionary of prosodical potentiality of lexemes (their prominence and phonation possibility)" 4 , nation
p.490].
2. The main thesis of our
work comes as follows: all the pragmatic sense components (denoting qualifications, speaker's attitudes, nodelity, various text orientations) are usually prosodically marked in the
form of AP of some lexical elements in RSD.
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System interdependent between information and syntax make it possible to determine three intonems, the sense-making of the language which serve to differentiate the meanings of phrases with similar lexical-grammar components, in particular, the intomem of the rising tone, the intonem of the falling tone and the intonem of the level tone.

L'analyse de l'intonation du point de vue phonologique demande qu'une distinction de principe des unités de langage soit prise au niveau segmentaire et supersegmentaire. I'intonation a l'opposé de la phonéme, est multifonctionnelle, c'est pourquoi, il faut $y$ distiaguer les fonctions liés à la différeaciation du sens et celles qui ne le sont pas (fonctions expressives,stylistiques, modales, esthéti-
ques et autres). Seule cette intonation "nue", selon 1'expression de B.Tomachevski, peut être l'objet d'une étude phonologique. L'in. tonème, pareil a la phonème, se présentera comme une unité de langue d'importance fonctionnelle.

Puisque la phonologie ne 'roccupe que des fonctions différentielles du sens,il est nécessaire de décider quels sens peuvent être différenciés par l'intonation et lesquels sont directement liés à la différenciation du sens.
L'opposition traditionnelle des intonations ascendantes et descendantes dans l'interrogation et l'affirmation nous permet de considérer que l'opposition phonologique du mouvement du ton est liée à la transmission des différentes significations syntaxiques.L'intonation,
comme moyen d'expression des significations syntaxiques,
transmet aussi des significations qui sont propres a toutes les formations syntaxiques. C'est la signification de dépendance-indépendance ( ou de subordinqation - autonomie) et d'achevé d'inachevé. L'intonation du type ascendant nous donne le sens de la dépendance et de l'inachevé, et celle du type descendant, le sens d'indépendance et d'achevé. Le type d'intonation d'une phrase dépend de la concordance des significations, prises par paires, avec le sens de la phrase, en tant que formation syntaxique. Si la signification syntaxique de la phrase correspond avec les significations du ton ascendant ou descendant, alors l'intonation de cette phrase ne peut avoir de variantes: elle doit être présentée dans un nouvement tonal ascendant ou descendant. S'il n'y a pas de correspondance,alors il est possible de varier les intonations, c'est-à-dire, que la phrase peut être présentée avec une intonation ascendante, aussi bien que descendante et même dans un ton monocorde. La corrélation de la syntaxe et de l'intonation permet de dégager troịs in.
tonèmes, unités différencia trices, qui distinguent le sens des phrases a composition lexico-grammaticale identioue:intonème ascend. (IA), intonème descend. (ID) et intonème plate (IP).. L'intonème se réalise sur un segment de chaine du langage par une phrase égale (=syntagme) avec tout un complexe de moyens superseg. mentaires: modification du ton, frontières de la segmentation et du centre d'in. tonation.Le signe distinctif de I'intonème c'est le mouvement du ton dans la phrase.Donc trois plrases, ayant la méme composition lexicogrammaticale, mais des intonations différentes, expriment trois sens différents. Par ex.:Il neige?-Il neige. Il neige,/on ne voit pas la fin de l'hiver/. Ici, l'intonation est le seul moyen de différencier le sens.Ceci nous donne le droit de parler de trois intonèmes.
Les intonèmes se différencient par la forme(fiaut,bas, plat), le sens(IA-sens de la dépendance et de l'inachevé; IP-sens de I'indépendance et de l'inachevé; IDsens de l'indépendance et de $l^{\prime}$ achevé) et les fonctions( distinguent les ty-
pes de propositions communicatives et le caractère des relations syntaxiques.

Dans la langue parlée,les intonèmes sont réalisées par des modifications ascendantes, descendantes et pla. tes(le système du CI de Bry. jgounova est utilisé). Les nombreuses réalisations de l'intonème résultent de l'influence des particulari• tés du lexique, de la morphologie et de la syntaxe sur le caractère de l'intonation, qui en plus du sens, rendent les nuances de l'expression,du style, de la modalité.La dépendance lexico grammaticale sur le choix de l'intonème peut être plus ou moins forte. Phonologiquement cette influence peut être considérée comme une position : Eaible, si le choix dépend de la composition lexico-grammaticale(phrases avec différents moyens exprimant la question, la motivation, le recours); forte, si le choix de l'intonème n'est pas déterminé par sa position, $c^{\prime} e s t-\grave{\text {-dire, qu'une même }}$ phrase,grâce à l'intonation, peut exprimer l'interrogation, $l^{\prime} a f f i r m a t i o n ~ e t ~ l^{\prime \prime}$ nachevé d'une action. Les possibilités de différencia-
tion du sens ne se manifestent que dans des conditions de position forte, lorsque dans une même plorase, il est possible de réaliser les 3 intonèmes avec trois seas différents. Pour que la position forte puisse se réaliser,il est nécessaire que les intonèmes répondent à deux positions:
Io- Toutes les trois intone mes sont en opposition dans une phrase neutre par le sty le et à un seul composant lexico-grammatical. (Allons au bois?- Allons au bois.Allons au bois....) et, 2•- L'intonation est le seul moyen de différencier le sens, autrement dit, quand le composant lexico-grammatical n'influence pas le choix de l'intonème ou lorsqu'il n'est pas motivé par la position.Dans la position forte l'intonème se présente ainsi: ID-CI-1; IA-CI-3; IPton monocorde. Cette intonation est de style neutre, mais elle peut être utilist sée stylistiquement(intonation expressive). C'est le CI-4,6,2 pour I'IA; CI-2,5 pour l'ID. Ici,les fonctions non-grammaticales de l'into. nation vont de manifester. Selon la position(position faible),la dépendance du
choix a deux aspects. I.L'intonème est représentée par sa variation quand le choix de l'unité est max qué par la position,c'est-à-dire, quand les moyens lexico-grammaticaux expriment le sens principal de la phrase et l'intonation n'est que complémentaire. Par ex.:Pourquoi..? -Si... Ce que...-Bonjour,... Véra apportez-moi. (A comparer avec-Véra a apporté). Plus le sens est exprimé par les moyens lexico-grammaticaux, moins l'intonation a de role à jouer (Selon A.N.Grozdev) et ceci peut aller jusqu'à la neutralité totale. (Quelle heure est-il?)

L'intonation des propositions du type communicatif (question, demande...) se conforme à certaines règles dans chaque langue les sien. nes. Ici, le rôle différenciateur de l'intonème est affaibli,car des moyens dexpression du sens de la phrase,autres que ceux de l'intonation, y sont employés.
II. L'intonème est présentée par sa variante. Dans cette position, les intonèmes ne s'opposent pas.gest le cas lorsqu'est employé le type "interdit" a'into-
nème, c'est-à-dire, quand l'intonation $n$ 'est pas employée dans sa signification première lorsque prévalent les relations syntaxiques. Par ex. l'intonation de la fin d'une phrase narrative peut être dite avec le CI3,4,6. La neutralisation est aussi possible : Tu as oublié les gants?- Tu as oublié les gants.- Tu as oublié les gants (et le parapluie aussi).Ces intonations portent toujours une coloration stylistique expressive. Ainsi, les particularités de la réalisation des intonèmes dans le texte servent de base à la détermination du róle stylistique de l'intonation.

La résolution de la question des intonèmes permet aussi de juger des caractéristiques du rythme et de I'intonation d'un auteur ( ou d'un texte).

## THE INTONATION OF INTERROGATION IN TWO VARIETIES OF SICILIAN ITALIAN
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## ABSTRACT

A study of intonation contours in Palermo and Catania Italian shows that surface dissimilarities between interrogative forms may be simply due to timing differences and the existence of a non-functional tone.

## 1 INTRODUCTION

In Italian, intonation plays a major role in the communication of interrogation. In the case of yes-no (polar) questions, there are no interacting morphological or syntactic cues; it is solely by virtue of their intonation contours that they are perceived as questions rather than as any other illocutionary act. Nonetheless, the tonal pattern which marks this function in different accents of Italian is not uniform. In the two Sicilian varieties examined here, those spoken in Palermo and Catania, it is marked with a rise-fall and a rise respectively

Use is made here of recordings carried out as part of a more extensive study. These include spontaneous speech, and questions and statements which were read aloud. The latter had accompanying contexts clearly indicating the desired focus structure. An auditory and instrumental examination of these data for five speakers of each variety (all speaking regional Italian rather than a dialect) provides the basis for discussion.

## 2 THE TONAL FORM OF INTERROGATION

According to Crystal [3] (210-11) most intonologists view the final direction of pitch movement as paramount in the classification of tones; a rise-fall is therefore considered to be a variant of a fall rather than a rise. In Bolinger's pitch
accent analysis, a rise-fall lies, along with falls, within the Accent A category, except where the fall has a shallow gradient.

If it is the terminal pitch direction which is crucial to the marking of interrogation, then the two varieties of Sicilian Italian, Palermo Italian (PI) and Catania Italian (CI), make use of entirely different intonation patterns: the terminal pitch movement is falling in the former and rising in the latter. However, the two are mutually comprehensible as far as interrogative function is concerned. It is therefore of interest to examine whether there is a common element in these two contours.

It could be argued that it is the rise which signals interrogation - intonation group-finally in CI and before the final fall in PI. Although this is tenable in CI, the situation is not clear-cut in PI, where non-final clauses are distinguished from polar questions by intonational means, even though both types of contour contain a pre-terminal rise. Alternatively, interrogation could be signalled by the presence of high pitch, manifesting itself as a high terminal in Cl and as a boosted peak in PI; but there is no simple correlation here either, as boosted peaks are not confined to interrogatives. They occur on non-final clauses and exclamations, both of which are intonationally (whilst not necessarily syntactically) distinct from polar questions. A consideration of these other forms is important in clarifying the tonal form of yes-no questions.

## 3 TIMING IN PI CONTOURS

A closer look at the interrogative in PI suggests that it is the timing of the rise that distinguishes polar questions from
other sentence types. In the former, the rise begins and ends on the accented syllable; in fact it is generally syllable, in during the vocalic portion accomplished during the vocaic port with of the syllable (which is also the part with highest sonority (cf. Silverman and Pierrehumbert [5]).

Figure 1 illustrates the FO contour of Figure 1 inustion with narrow focus a PI yes-no questiol item: "Glielo porta on the last lexical domani?" (Will s/he bring it tomon, the As is most common in Italian, the final penultimate syllable is stressed. The final part of the contour (in the region of the part of the cented syllable and beyond) may be described as the following sequence of be described as this LHL sequence occurs in tones: LHL. This Lauses and exclamations the non-final clause.

In the schemata presented below, an itial $L$ tone is taken to occur at the point at which the F 0 gradient becomes positive (the beginning of the rise), the H tone the the beginhich a zero gradient is reached; point at be tuming point (peak) or the this could be a tateau. The final $L$ is the beginning of a plateau. the end of the ow point reached at the end of the utterance. Schematically:


In all cases, the final $L$ occurs at the end of the intonation unit. We shall therefore concentrate on the timing of the LH sequence.

In the polar question, $L$ occurs early In the poiar question, H late in the accented vowel. The contour may be schematised thus:
a)


In non-final clauses, $L$ occurs between one and two syllables before the accented syllable, $H$ occurs late in the vowel, as follows:
b)

c)

In certain types of exclamation, $L$ occurs before the accented syllable and H occurs early in the accented vowel, as follows:


The existence of these contours makes it difficult to account for the distinctive timing in terms of association rules, which in terms for the association of one which allow for the association of one tone with a metrically strong (accentay lead or trail. An association of the type $I H^{*}$ would have to be used for cases (b) and (c) above and L*H for case (a).
and (c) above and L*H for case (a).
Where the accented syllable is word d utterance-final, the rising movement timed in the same way as in penultiis timed in the same way as in penulimately stressed words but the fall is not completed, ie. does not terminate low; the rise(-plateau)-fall in Figure 1 has as its equivalent the rise(-plateau)-slump (Cruttenden's terminology [2]) in Figure 2."Gliel'hai detto tu?" (Did you say it?) The timing of the LH part of the contour The timing of the $L$ pad $H$ occur on the is such that both $L$ and $H$ occur on be vocalic part of there is a final $L$ if it is argued that to be undershot. It appears, considered the final drop to low does not then, that the final drop to iow signalling
play an important role in sion interrogation.

## 4 TIMING IN POLAR QUESTIONS IN PI AND CI

Figure 3 illustrates the CI contour of figure 3 yes question "Glielo porta the yes-no questent to Figure 1 in PI. doman? - equalive hypotheses might

Two alternature comprehensibility account for the mutual comprehe contours between PI and CI interrogative contours, both assuming that LH is the crucial sequence.

The first relies on the concept of alignment which has been explored in various ways in a number of theoretical frameworks. The work of Bruce and Garding [1] accounts for dialectal variation in terms of whether a FO peak is early or late in relation to the accented syllable. Ladd [4] formulates this in terms syllable. Ladd [4] fore [ $\pm$ delayed peak]. The of the binary feature notion of precise alignment is adopted here. mentioned work no constraints are placed on the
number of tones aligned with any given unit.

The second hypothesis makes use of the concept of association where one tone only is associated with a unit in the syllabic tier (cf Pierrehumbert [5]). In each case, the low end-point in PI is accounted for differently:

Hypothesis A: In PI, L is aligned with the beginning and H with the end of the accented syllable. Once the H target is reached, the pitch falls to a contextuallydetermined $L$ tone (this low is accompanied by low amplitude and reduced spectral definition). The low F0 is realised when additional segmental material follows the accented syllable with which the LH is aligned, as is more often than not the case in Italian.

In CI, the L is aligned with the end of the accented syllable and the H with the end of the phrase; alignment is consistently later.

Hypothesis B: For PI, the contour is analysed as $\mathrm{L} * \mathrm{H} \mathrm{L} \%$. However, both the $\mathrm{L}^{*}$ and the H fall on this syllable. This is due to tonal repulsion of the H (cf. Silverman and Pierrehumbert [6]), by an accent-specific, contour independent obligatory L\% boundary tone.

For Cl , the boundary tone is not obligatorily low; it may be high or low. The contour is analysed as $L^{*} \mathrm{H} \%$ or $\mathrm{L} * \mathrm{H} \mathbf{H} \%$ although no independent evidence in favour of the latter tonal form with a bitonal pitch accent has been found.

In opposition to Hypothesis $B$ is the existence of the contour in Figure 4 of the PI question "Ma e andato al cinema?" (But did he go to the cinema?) where narrow focus is underlined. Both L and H fall on the accented syllable "da". The rest of the contour consists of a high plateau followed by HL. Although the $\mathrm{L} \%$ in the contour in Figure 1 could be seen as shifting the position of the H back onto the stressed syllable, there is no reason for this to be the case here.

Another problem with Hypothesis B is that, according to Silverman and Pierrehumbert, tonal repulsion occurs in order to allow the tones to be fully produced in the time available. In the example illustrated in Figure 2, where no segmental material follows the accented syllable, the final $L$ is not fully produced. Furthermore, a comparison of a number
of contours by a number of speakers shows that there is no noticeable difference between timing of the LH in penultimate stress contexts (as in Figure 1) and in final stress contexts (as in Figure 2). A theory of tonal repulsion would predict that the proximity of the tones in the latter context would shift the H tone even further back. This is not the case.

Independent evidence in support of Hypothesis A may be found by considering the tonal timing of the other LHL contours in PI. An account of this alignment requires four alignment points, all of which can be used distinctively:

$$
\left.>\quad V_{-} \quad V_{+} \quad\right]
$$

where, in relation to the segmental tier, $>$ is prior to the accented syllable (equivalent to a leading tone); within the accented syllable, V - is early and $\mathrm{V}+$ is late; $]$ is at the end of the utterance.

The yes-no question (a) is aligned thus:

| L | H | L |
| :--- | :--- | :--- |
| V.final | $\mathrm{V}+$ |  | the non-final group in (b):


| L | $\mathrm{H}_{+}$ | L |
| :---: | :---: | :---: | :---: |
| $>$ | J |  |

and the exclamation in (c):
$\begin{array}{ccc}\mathbf{L} & \mathrm{H} & \mathrm{L} \\ > & \mathrm{V}- & \mathrm{J}\end{array}$
The status of $]$ in PI is such that it does not align with tones which carry a functional load. There is no choice on the part of the speaker, as there is a $L$ tone in this position in all utterance types. It is perhaps due to the linguistic insignificance of L in this position that it undergoes undershoot when there is insufficient segmental material for the movement to L to be achieved (ie. it is too close to $\mathrm{V}+$ ). There is certainly no evidence of the H on $\mathrm{V}+$ being lowered for this reason.
This is not the case in CI where either $H$ or $L$ may be aligned with $]$, a linguistic choice depending on the illocutionary act.
It may therefore be concluded that in PI only a $L$ tone may be aligned with a ], whereas in CI a tone of the speaker's choice is aligned with it. This suggests that in the former case the boundary tone is phonetic (ie. contextually determined) and in the latter it is phonological (implying a linguistic choice). In this case the alignment of the Cl polar question:
$\mathbf{L}_{+} \quad \mathbf{H}$
can be seen to be equivalent to the alignment of that in PI:

$$
\begin{array}{lll}
\mathrm{L} & \mathbf{H} & \mathbf{L} \\
\mathbf{V} . & \mathbf{V}+
\end{array}
$$

where both have the LH aligned with the last two meaning-bearing alignment points of the utterance.

## 5 CONCLUSIONS

What appears to be a difference in the intonation contours of interrogatives in Palermo and Catania Italian can be Palersed as a similarity of tonal form as analysed as a similarity of tonal which is follows: the rise or LH sequence whice in the marker of interrogation is aligned in both cases with the last two meaningbearing alignment points in an intonation group. The rise-fall in PI therefore group. The a LH sequence followed by a consists of a LH sequence L which has no contextually det
functional load.

The existence of functional versus non-functional tones requires further corroboration, some of which may be gleaned from a study of other languages which use the rise-fall as marker of interrogation. This may provide an explanation for why these languages do explanation for why these languages do not fit in with the universal tenden.

In addition, more detailed phonetic analysis needs to be performed on the PI interrogative contours and a more systematic comparison made with other non-interrogaive contours. In particular, non-interrogant of each tone needs to be carefully controlled. To this end, a perceptual study is planned whereby the alignment of LHL contours is systematically varied.
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Fig. 1 : "Glielo porto domani?" (PI)
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Fig. 3 : "Glielo porta domani?" (CI)


# Fo DECLINATION AS A CUE TO DISCRIMINATION OF TONAL CLASSES AND PHRASING IN FRENCH 
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## ABSTRACT

Fo keypoints follow an overall decay from the beginning to the end of French utterances. This is best accounted for when the keypoints are distributed into 3 tonal classes ( $\mathrm{L}, \mathrm{H}, \mathrm{S}$ ). We compare the significance of linear and 2nd-order polynomial regressions to account for the Fo declination of these 3 classes. This latter regression generally shows a negative second derivative, which leads to a discussion. We find that class $S$ determines the occurrence of declination resettings. The regression significance may be better, under certain conditions, inside sections delimited by S-points than in the span of the whole utterance. We discuss whether regressions may be a cue to resettings.

## 1. BACKGROUND.

This study deals with the organisation of the melody keypoints in French utterances, from both frequential and temporal points of view.
The speech material is taken from a French simulated man-machine dialog in which only users' requests have been taken into account.
Our earlier works ([10], [11], [12]) have shown the existence of a two-mode organisation of tone in this type of utterances. We distinguish between :
1-suprasyllabic tonal patterns, whose domain and function refer to the lexical relative information load,
2 -intrasyllabic contours, which, along with other redundant cues (pauses, etc.), assume a function at the syntactic level (marking of phrase ends).
These two tonal phenomena can be distinguished from three different points of view : acoustic features, phonological association with the syllable string,
functions (at lexical, syntactic, and informative levels).
2. AIM OF THIS STUDY.

Considering that the approaches involving sequences of Fo targets (e.g. [1], [7]) have to be tested on our material, we now examine this tonal organisation in a new manner. The pitch maxima of suprasyllabic patterns have been labelled as H . Those of intrasyllabic contours have been labelled as S. All syllables located off these patterns and contours are considered as unstressed (which for French means : low tone). The center of their vocalic part has been labelled as L. Both time and Fo values of these keypoints have been saved in appropriate files.
Our aim is to show that satisfactory regression functions in the time x Fo space can be found to account for these ( $\mathrm{x}, \mathrm{y}$ ) keypoints, under some conditions :

- the functions must be calculated independently for each class of keypoints ( $\mathrm{H}, \mathrm{S}, \mathrm{L}$ ),
- polynomial functions (generally second order) may often provide a better model than linear regressions
- the model may often be improved when the utterance has been parsed into sections delimited by the $S$-points (these sections generally match phrasing, since S-points have a syntactic function).
This paper actually draws the first trends, but complete results and general conclusions will be available in our thesis dissertation by September 91 .


## 3. METHODOLOGY

We deal with 125 utterances, produced by 5 speakers. Fo calculation and representation, as well as tonal labelling has been run on a Masscomp- 5400 mini-
computer, using the SIGNAIX speech signal processor [4]. Data have been transferred to a personal computer in order to run staístics.
The necessity for calculating independen The necessity ortions for $H, S$, and $L$, is regression functions way, since it relies on shown in an indiret variance of the three the analysis of variance of the three groups.
Froups utterance, and for each tona or each we compared the R-squared and the probability for linear and for polynomial probabity
When the utterance had S-points, the same When the utterance been tested on the regressions have by these points. We sections delimited $R$-squared and $p$ were could then see if the $R$-squas better in the case of sections.

## 4. RESULTS.

4.1. Regressions must be applied separately to 3 tonal classes.
We said that acoustic features allow a distinction between tonal events involving H (the so-called suprasyllabic patterns) and tonal events involving $S$ (intrasyllabic contours). The major two features are $F$ glide threshold and vowel duration. The gerge vowel duration in the corpus for all syllables except those bearing an S -point is 5 ms . As shown in figure 1, vowels 55 ms . As shown S -point have much longer durations:
durations.
\%


Fig 1: S -vowels duration, all speakers (ms) mean: 153 m standard deviation: $\quad 40$ to 304 ms (for 113 values)

The Fo glide magnitude between $S$ and the preceding $L$ is bigger than the Fo glide magnitude between $H$ and the preceding $L$ :

Ratio $\mathrm{FO}(\mathrm{H})$ / FO (L), all speakers
mean $\mathrm{Fo}(\mathrm{S}) / \mathrm{Fo}(\mathrm{L}): \quad 1.23$ standard deviation: 0.11 (for 113 values)

Ratio $\mathrm{Fo}(\mathrm{S}) / \mathrm{Fo}(\mathrm{L})$, all speakers:
mean $\mathrm{Fo}(\mathrm{H}) / \mathrm{Fo}(\mathrm{L}): \quad 1.16$
standard deviation:
(for 466 values)
Otherwise, the regression functions applied to the $S$ group alone have a higher constant than the regression functions applied to the H croup alone in $98 \%$ of cases.
The group alysis of variance of the three The analysis of confirms that the Fo groups ( $\mathrm{H}, \mathrm{S}, \mathrm{L}$ ) confirms that dimension values organisation in the time dimension must be studied for each group separately We shall call these groups tonal classes.

## 4.2. linear vs seco

polynomial regressions. Fo declination is generally dift from the progressive Fo downdrift from ance. beginning to the end of the utterance, Declination models often make a distunction between top-line and base-line downdrift ([1], [8], [9], [13]). As seen in (4.1.), and ( 11, shown in figure 2 , we find it useful to as $s$ lyse this phenomenon for 3 separate analyse which provide an L-line, an H classes, which pre
line, and an S-line.
These lines are obtained by regression functions. S-lines have low significance sunce utterances have few S. However the Since utterances ha not usually differ S-lines slopes do the slopes of other significantly from the she of the downdrif classes. The genera shapergence between shows a slight contict parallelism.
classes rather than a strict parauensit


Fig 2. L- line H -line and S -line obtained by linear Fig 2.L-ine, He is in milliseconds, Fo in Hertz. regressions. The is ais connaitre le temps prévu le Utterrance: " aimerais cent quare vingt deux sur le douze juin mille neur cestes.
The number of H points in the H -lines may 4 (nean 4.3 per ut) so that lower han 4 (mean 4.3 per be calculated no significant regression can becurrences) in these cases lines are better accounted for by a linear regression although
approximately $2 \beta$ of these do not reach the probability $p=0.1$. Actually, if we consider utterances with a greater number of H , the 2nd-order polynomial regression appears to be a better model. This is the case for $27 \%$ of H-lines, out of which more than $2 / 3$ have $\mathrm{p}<0.05$.
The same tendency can be noticed for $L$ lines, which gather more keypoints than H lines (mean 9.6 per utt.). We found that $60 \%$ of the L-lines (generally the ones provided with a greater number of L points) are better accounted for by 2ndorder polynomial functions. Most of them provide a satisfactory R-squared, and over $95 \%$ have $\mathrm{p}<0.05$
The $\mathrm{x}^{2}$ coefficient was found to be negative for over $90 \%$ of L-lines. In most cases, the lines can be divided into two temporal phases : first, they increase, but they have a negative second derivative (shorter phase); second, Fo drifts down and the second derivative remains negative (which means that Fo steepens with regard to time). See figure 3.


Fig 3: L-line and H -line obtained by a 2 nd-order polynomial function. This utterance has only one S -point. R -squared for L is $0.887, \mathrm{p}<0.0001$. Rsquared for H is $0.915, \mathrm{p}<0.0855$

A discussion of these results is presented below.
Yet $40 \%$ of $L$-lines are better accounted for by linear regressions. One explanation is that most of these $L$-lines are provided with few L-points. Moreover, only $1 / 3$ out of those cases reach $\mathrm{p}<0.1$ (which is partly due to the low number of points).

### 4.3. Utterance vs sections.

Trying to find one function to account for keypoints has less and less justification as utterances get longer. Many authors ([1], [3], [13]) have noticed that the course of declination may be reset at major boundaries. Our material provides many long utterances interrupted by silent
pauses. The pauses generally occur immediately after S -tones.
We found that roughly half of the L-tones that immediately follow an S-tone (L2) have a higher Fo value than the L-tone that immediately precedes the $S$ (L1). Moreover, if we now consider the Fo difference between L-tones and the $y$ values of the regression function provided with the same respective x -values, we find that most of the L1 have a negative difference while most of the L2 have a positive difference. This seems to indicate that the resettings must be interpreted with regard to an overall downdrift which covers the whole utterance, rather than to the rough Fo scale. This point deserves further investigation and will not be discussed in this paper.
Another criterion for resetting is the significance of the regression applied to sections delimited by the $S$-tones, as compared to the regression on the whole utterance.
This criterion is disappointing at first sight. Our hypothesis was that the utterances could be successfully parsed into sections delimited by S-tones. Some utterances do not have S-tones. Otherwise parsing has been attempted as long as $S$ split the utterance in a way which provided the resulting sections with at least one $L$ and one $H$ (thus excluding final S). Finally both linear and polynomial regressions were run on the span of sections. The main problem that we encountered is the lack of points in the sections, especially for H points.
In cases where the section slopes are obviously reset (relative Fo difference between L2 and L1, silent pause interruptions), the significance of section regressions often remains low. It is lower than the corresponding utterance regressions for $87 \%$ of sections, although $38 \%$ still provide a p below 0.05 .
Yet if we now assume that there is no linguistic reason why the declination models obtained above by regressions on models obuained above by regressions on implemented on shorter sequences, we may consider that the R-squared is a better cue than the probability (which is directly related to the degree of freedom). Actually, 63\% of section R-squared are higher than the corresponding utterance R -squared.
See illustration in figure 4 \& 5 .


Fig 4: Utterrance "Quelles sont les temperatures maxima et minima aux environs de Gérardmer à plus de huit cents metres aujourdhui". R-squared for L-line: $0.561, \mathrm{p}=0.0108$. R-squared for H -line: $0.302, p=0.4076$. See next figure for section results.


Fig 5: 2nd-order polynomial regressions for the first section of the same utterance as in figure 4. The section ends in the S-point represented by a black triangle. R-squared for L-line: 0.83 , $\mathrm{p}=0.0049$. R -squared for H -line: $0.99, \mathrm{p}=0.0011$.

Further discussions about resetting cues will take place in later publications. We wow prefer to focus on the point of the negative second derivative that has been found for most of the declination slopes.

## 5. DISCUSSION

Negative $x^{2}$ coefficient does not confirm the previous observations on the general slope of declination ([1], [5]), which was found to follow an exponential decay (phrase component in Fujisaki's model). This shape of the overall decay has been claimed to be conditionned either by subglottal pressure [6] or by crico-thyroid activity [2]. Beyond this controverse, it may be assumed that declination is mostly determined by the linguistic struture of utterances, and therefore pre-planned independently from physiological constraints ([8], [9], [13]). Since the keypoint values are linguistically conditioned, the exponential decay model cannot be conceived as language- and context-independent. We infer that the steepening slope in our material is due to
the specific structure of these French utterances. Since the slope remains a function of time, its shape cannot be conditioned by lexical or syntactic factors. On the contrary, the phatic function may be assumed to weaken smoothly as the $S$-tone linguistic information nears. The steepening slope may be a pre-indicative cue for the perception of $S$-tones (i.e boundaries). As a consequence, the pitch boundaries). As a of unstressed syllables in these French utterances should be consider
of a controlled active process.
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## RUMANIAN INTONATION STEREOTYPES
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ABSTRACT
Relying on the criterion of intonation-text relation, the author proposes a classification of intonation stereotypes (ISs) into three categories: (1) ISs depending on a grammatical structure, e.g. Verb+Indefinite Article+Noum etc; (2) ISs representing a higher degree of connection between intonation and text; e.g. intonations specific to some 1diomatic phrases; (3) ISs occurring in the absence of any text, i.e. the intonations of "hummed messages" used to express "Yes", "No" etc.
0. PRESENTATION

The term "intonation stereotype" (IS) as used here is meant to be more comprehensive than "stylized tones" or "clichés melodiques"; it refers to a more or less fixed pattern which is constantly associated with the same semantic and/or pragmatic content.

We propose the classification of ISs into three categories:

1. INTONATION STEREOTYPES DEPENDING ON A GRAMMATICAL STRUCTURE
1.1. The exclamative structures
ce "what" + noun
cit "how many" + noun may have two intonational variants:

- a one-peaked pattern: an upskip to the accented syllable of the noun is followed by a downskip; e.g.:
Ce bogătí, "What abun-
dance!"
- a two-peaked pattern, with the first peak on the exclamative word and the se cond one on the accented syllable of the noun; e.g.:

$$
c^{i} t e_{t a b}{ }^{o} u_{r i!} \text { How many }
$$

pictures!"
1.2. The structure
ce + noun can be also used with a somewhat opposite: attitude, i.e. that of rejecting the partner's statement. In most cases, this rejective exclamation is pronounced in the low part of the voice, with a slight. ly falling intonation and therefore a narrow pitch range. Since in Rumanian the main function of ce is the interrogative one, the rejecting IS may be contrasted to the "homonymous" interrogative pattern; compare:
Speaker A: Speaker:A:
Vrea să plece Am gãsito iin himalaia. dee pentru "He wants to film. "I've
leave for Hi- got an idea malayas." for the movie.
Speaker B: Speaker B:
Ce idee!
$c_{e}$

What an idea! What's the idea?
of ${ }^{3}$ qual high degree in terms be expressed in Rumanian, beside other devices, by using the structure
verb + indefinite article + noun
e.g.: Era un frig!"It was terribly cold!" (literally: "It was a cold!"). This "superlative" IS consists of a. two-peaked pattern generally ending with a suspended high pitch: the two peaks correspond to the verb and the noun, respectively, the indefinite article being constantly pronounced on a low pitch. The last peak is usually followed by the lengthening of the last vowel on a high sustained pitch:

$$
E_{o_{m i}} z^{e} \text { riee! "What a }
$$

mess!" (Lit.: It's a mess!).
1.4. Another "superlative" Rumanian structure, this time in terms of quantity, implies the same IS:
verb + preposition la "at" + noun
e.g.: au venit la oameni! "There came hosts of people!" (ilt.: There came at people!), where the emphatic effect is the result of an ensemble of factors: the necessarily undefinite form of the noun, the unusual word order, the special suspensive intonation pattern, the extra duration of the last syllable vowel:

$$
\text { Au ve nit } 1_{a} 0^{\text {meeni! }}
$$

2. INTONATION STEREOTYPES REPRESENTING A HIGHER DEGREE OF CONNECTION BETWEEN INTONATION AND TEXT

This is the case of many phrases specific to any language, where a set sequence of concrete words implies a certain IS, or, as Bolinger says: "What we find is either a set intonation or a very restricted range of intonations as part of the set meaning" [ 2,98 ].

Certainly, "there is no string of words that has one necessary intonation" [7, 57] and no intonation represents exclusively a certain text $[6,180]$. In fact, to the enormous number of idioms of a given language there corresponds a rather limited number of intonations.
2.1. Most of the idioms have resulted from an ellipsis, accompanied by their semantic reduction. This often creates homonymous utterances with the original ones (with "full" meaning). Perhaps many languages have a number of such "expressions a deux lectures" of which one is idiomatic. In these cases, the intonation represents the only element, (beside the context), which determines the meaning, so that it has a distinctive function.

Actually, a great many of the Rumanian idioms may be regarded as "minimal pairs" of some utterances with the same wording and syntax, which are pronounced generally with a different intonation; compare:
Speaker A: Speaker A: Am nevoie de care dintre aAm nevole salariul ceste două tău.

I need all your wages.
cārţi íți trebuie?
"Which of these two books is of use to you?"

Speaker B: Speaker B: $A_{t a-i}^{s}{ }^{s}{ }_{n a ̆!} A s_{t a-i} b u_{n a ̆!}$
"That'a good "This one will joke!" (Lit.: do".
This is good)
Therefore the ISs attached to the phrases function as such only in their specific linguistic and situational context [5, 4]. We have dealt with some of Rumanian examples in other papers [3; 4]: Nu mai spune! "You don't.say so!", De unde! "Not at all!", Ce folos! "What's the use of it!", De ce nu! "Why not!", Nici vorbä! "Nothig of the kind".
2.2. It seems necessary to make a distinction between the expressions with a meaning by themselves and the ones which resort to the intonation [1, 276-277].

Some idioms have become "frozen" in an odd, ungrammatical form, so that they have no homonymous free pair. Rumanian has many such examples: Ce mai!, Nici vorbă!, Ce dacã!, Cum să nu!, Ce-are a face!, Ce dracu!, La ce bun!, Vezi să nu!etc. Generally they have a specific intonation, but not a distinctive one; e.g.:

Speaker A:
O să-mi dai si cărtile tale. "You'll give me your books too."

Speaker B:
$V^{e^{z i}}$ säa $n_{u!}$ "By no means!"
(Lit.: "See to not").
3. INTONATION STEREOTYPES OCCURRING IN THE ABSENCE OF ANY TEXT

Some of these "intonation carriers" [2, 97] are uttered without opening the mouth; most of them function
as different types of replies and probably it is this "sequential" position in the dialogue which makes possible their capacity of being wordless.

According to Fónagy [5, 104], these "tonal gestures" are not less conventionalized than other equivalent responses, like "Yes", "No" etc. Revealing their full and strict meaning, Karcevskij [8, 222] calls them "real algebraic symbols of sentences". Let us see one example:

The hummed message used in Rumanian as an affirmative answer consists of two syllables formed by two syllabic [m]s separated by a "pure nasal aspiration which is generally voiced" $[9,81]$ Its specific IS represents a rise on a pretty fixed interval of a major second (a slightly greater rising interval implies more interest or participation).

In other languages the rising interval is different; for instance, Fonagy describes the French equivalent as a labial nasal [m] accompanied by an abrupt rise of a seventh, whereas in Hungarian it is characterized by a slower and smaller rise, a "bisyllabic sixth", with two peaks of intensity, one at the beginning, the other at the end of hum $[5,104]$.

In other languages still, it seems that the same IS may be used with a different pragmatic value, e.g. in United States it is heard as a gentle and shorter answer to "Thank you".

## 4. COMMENTS

All types of ISs we have dealt with are used in the colloquial, informal language, most of them being affec-
tively or attitudinally marked.

In the case of the first type, a somewhat set pattern expresses a peculiar sense (such as "superlative" or "rejective" etc). In the second case, a definite patsecond case, a definite pat
tern is assigned to a contern is assigned to a con-
crete verbal formula, the crete verbal formula, the ning in a given language; that is why the ISs associated with idioms are to be "learned as part of the whole", as pointed out by Bolinger $[2,101]$.

The functional efficiency of our ISs is obviously decreasing from type 1 to type 3.

Our first type of ISs are known in other languages too, similarly to the so-called "intonation morphemes", whereas the second type represents ISs specific to every language, the same as their corresponding idiomatic text. As for the third type, the use of hummed messages is probably universal; what differs
from one language to another is their phonetic aspect and/or meaning.
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## ABSTRACT

This paper presents a parametric description of German fundamental frequency ( $F_{0}$ ) contours as obtained by applying of Fujisaki's intonation model to German. The parameters of the model were extracted by an automatic approximation to naturally produced $F_{0}$ courses. The parameter values were standardized using statistical procedures. Finally, intonational prototypes that may be related to linguistic categories were developed by rule. tterances resynthesized with prototypical $F_{0}$ contours were judged highly acceptable by phonetically trained listeners.

## 1. INTRODKCTION

Intelligibility and naturalness of artificially produced speech of be improved considerably if one allows for prosodic information. Therefore, the generation of prosodic features by rule is an impor tant component of text-to-speech systems. This implies that an ad equate description of the intona tional variations of the language concerned is at hand. The most outstanding acoustic correlate of intonation is the temporal cous of fundamental frequency ( $F$ )
The aim of frequency $\left(F_{0}\right)$.
to separate analyticallotion is fortors that analytically those factors that determine the $F_{0}$ contour of German utterances. This is achieved by applying the quantitative intonation model presented by Fujisaki [1] to German. The model has been elahorated by Fujisaki for the analysis and synthesis of

Japanese intonation. It is based on the superposition of a basic value ( $\mathrm{F}_{\text {min }}$ ), a phrase and an accent component. The control mechanisms of these components are realized as critically damped secrealized as critically damped sec-
ond-order systems responding to impulse and rectangular functions, respectively. Thus, the model provides a parametric representation of intonation contours resulting in a considerable data reduction in analysis and synthesis applications.
The extraction of the parameters was attained by a close approximation of naturally produced $F_{0}$ curves with the contours generated by the quantitative intonation model. The fitting procedure was implemented in a computer program Prototypical parameter configuraPrototypical parameter configurations were derived by statistical analyses and related to linguistic categories, e.g., word accents.
The major issue of this paper is the classification of the parameters and the derivation of intonational prototypes. But first, the tional prototypes. But first, the speech materials and the method of extracting the parameters will be presented.

## 2. PFOCEDURE

### 2.1. Speech Materials

In this investigation, the speech material was limited to German declarative sentences containing only one prosodic phrase. 25 test sentences were realized by three male and two female speakers, respectively. For one speaker the recording was repeated two months
after the first session. The same speaker realized another corpus of 25 test sentences.

The stressed syllables of an utterance were determined in a listening test. By definition, each stressed syllable that is characterized tonally by $F_{0}$ movements, will henceforth be called accented. Following Thorsen's [2] description of "stress groups", we define an accent group as a prosodic unit that consists of a leading accent syllable optionally followed by unaccented syllables. This unit is independent of any word boundaries but sensitive to major syntactic boundaries
2.2. Parameter Extraction

Extraction of the parameter values was done automatically. Using a procedure of analysis-by-resynthesis, the original $F_{0}$ course is decomposed into the components of the quantitative intonation model. The parameter values are determined by approximating the contour generated by the model to the original $F_{0}$ curve. Based on the principle of superposition, the parameter extraction may be carried out for each component of the model separately.

In our interpretation of the model, the phrase component is considered the baseline of the intonation contour with its maximal value at the very beginning of the utterance. In declarative sentences, a standardized negative phrase conmand was introduced to allow for the final fall. Each accent group is modelled by the contour resulting from one single accent command. The accent command paraneters are determined by the method of least squares.
The parameter values extracted by this procedure were treated statistically with the aim of classification and standardization. The final goal was the derivation of intonational prototypes that are perceptually as acceptable as naturally produced contours. The results of the statist-
ical analysis are presented and discussed in the next section.

## 3. RESULTS

3.1. Basic Value $\mathrm{F}_{\mathrm{ain}}$

There is a relatively small dispersion of the basic value $\mathrm{F}_{\text {an }}$ with all five speakers. $50 \%$ of the observed values are found to fall into an interval of about 3.0 Hz around the arithmetic mean of each individual speaker. This small variation makes it reasonable to keep the value of $F_{\text {in }}$ constant in experiments with resynthesized speech.

### 3.2. Damping Factors

The damping factors $\alpha$ and $\beta$ of the phrase and accent components, respectively, are treated as constants. Fujisaki [1] has shown that the approximation of naturally produced $F_{0}$ contours by the model is not impaired if $\alpha$ is assumed to be constant. In our investigation, a fixed value of 3,1 $s^{-1}$ was used. The $ß$ range was restricted successively in the present study. Finally, the value of $16,0 \mathrm{~s}^{-1}$ proved to be suitable for all speakers and all utterances.

### 3.3. Phrase Amplitude

Since the phrase component is interpreted as the baseline of the contour, only the phrase amplitude has to be considered here. In an analysis of variance (ANOVA), individual characteristics of the speakers, structure of test sentences and corpora, utterance length, and overall speech tempo were tested as potential sources of variation of the phrase amplitude. The most important factors are speaker ( $F=13.7, p<0.0001$ ) and sentence ( $F=2.9, \quad p<0.001$ ). The significant influence of utterance length was reduced to a strong dependence on the factor speaker. Other factors were not found to be significant.
Further analyses revealed that the speakers may be classified into three groups. Taking into account the strong dependence of
phrase amplitude on the structure of the sentences, we looked for features common to those sentences with similar phrase characteristics. Since the phrase amplitude is directly related to the steepness of declination, the global downward trend, so our hypothesis, should be stronger especially in those utterances that begin with an accent syllable and end in an unaccented syllable. This hypothesis was confirmed by the result of the ANOVA showing the significant influence of the distribution of accents ( $F=36.3, p \times 0.0001$ ).

### 3.4. Accent Parameters

For this section of the study, a further restriction of the speech materials proved to be necessary. The parameters of the accent component were found to be highly dependent on the position of the respective accent group within the utterance. In order to facilitate the comparison of different utterances, we chose only those sentences that required four accent conmands. Thus, the materials consisted of 62 utterances containing 248 accent groups.
with respect to the amplitude of the accent commands, speakers may be grouped into two types. This classification is consistent for all positions of the accent group within the utterance. At the second and third positions, type of speaker is the only significant source of variation of the accent amplitude. The duration of the accent group plays a significant role in the initial and in the final position. Furthermore, in utterance initial position, the accent amplitude depends on the word classes: Adjectives require an amplitude value clearly lower than other content words. In the other accent positions, no similar effect of word classes was found.
There is a high positive correlation ( $r=0.815$ ) between the duration of an accent command and the duration of the accent group to which it is applied. This is also
shown by the result of the ANOVA ( $F=84.1, p<0.0001$ ). No other aignificant factors determining the duration of accent commands were found.

The temporal distance between the beginning of the accent group and the onset of the command varies with the position of the accent group within the utterance ( $E=13.7, p \times 0.0001$ ). While in the first, second and third positions the command is set, on the average, after $10 \%$ of the duration of the accent group, the command onset is fourd immediately after the beginning of the accent group in utterance final position.

Further analysis revealed that there is a direct link between the timing of the accent coumand and the direction of the accent lending $F_{0}$ movement; the effect is significant ( $F=52.5, p<0.0001$ ). In the speech material under investigation, there is a preponderance of rising and rising-falling movements in the first (98x), second (89\%), and third (85\%) accent positions. Utterance final accent groups, however, are marked to a large extent ( $76 x$ ) by falling $F_{0}$ movements. Since in our interpretation of the model, these movements are approximated by the decreasing part of the contour generated by an accent command, the early command onset in utterance final position is not very surprising. The particular characteristics of finsl accent commands, differing in some respect from commands in the other positions, is in accordance with the observation that accent groups are sensitive to major syntactic boundaries (cf. section 2.1.).
4. fale-cianeration of $\mathrm{F}_{0}$ Cantours In the preceding sections, we presented those factors that were found to be responsible for the variation of the parameter values. Standard values were derived subsequently on the basis of the statistically significant factors, A set of rules was formulated in
order to generate prototypical order to generaurs. By means of intonation cond resynthesis, the LPC analysis and resyntheslaced by original $F_{0}$ data were replace
the rule-generated contours. Acceptability and naturalness of these artificial the adequate reterns as word accents were alization of the listening experiment examined in a lically trained subby six phonetically trained subjects. It turned out that the prototypical intonation contours are totypical acceptable: None of the 36 highly acceptable test were rejected stimuli in thers as being not acby the listeners ceptable or unnatural. Wi th regard to the word accents, more detat led judgements were obtained that led judgene improvement of two specific to the improvencerning the slope of rules, one concern, the other prethe final accent, the of the accent dicting the duration of the accent group concormand in an accent group containing the focus of the uttertaince. An illustration of a ruleance, anted intonation contour is generated
given in Fig. 1.

## 5. CONCLUSION

Fujisaki (1983) has shown that an intonation model besed on the superposition principle is a highly useful tool for the analysis and useful tosis of the complex $F_{0}$ consynthesis of the complex $F_{0}$. The tours in various languages. .ine effects of different linguistic and speaker-specific features may easily be separated and controlled
for, an advantage that facilitates for, an advan investigations. The quantitative remain constant for a parameters rach of time and may defined stretch of time linguistic thus be related to linguistic units, in our interpretation to accent groups.
accent groups.
Our application of Fujisaki's work to (ierman has now resulted in work to cerman has now resting the paa set of rules predicting declarative rameter values fortigations sentences. Further investigations will have to comprise interrogawill have sentences, too. The modelling t.jve sentences, will be particularly of guestions, since sentence modalinteresting, since sentenced ity is supposed to be reflent of mainly in the phrase

$$
\begin{aligned}
& \text { mainly } \\
& \text { the intonation model. }
\end{aligned}
$$
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## ABSIRACT

In moroccan Arabic, the yes-no question melodic pattern is rising-falling as the assertive one.
The prosodic information concerring this modal opposition is located at the terminal part of the utterance. But, at the same time, a distinction is operated by a drastic increase of the frequency rarge in yes-no question.
Does this particular fact serve as a predictive aue below the nucleus? The results of this perceptive study confirm the melodic anticipation. The difference of frequency range assumes a predictive rôle during the activity of processing.

## 1. INIRODUCITION

Le point d'énergence de cette étude découle d'un ensemble d'observations $|5|$, $|6|$ concernant les caractéristiques prosodiques de la question totale à réponse oui/non dans le parler arabe du Maroc. Cette dernière, qu'elle camparte un mor phème interrogatif ou non, est réalisée avec une configuration fréquentielle non-tante-descendante qui évoque le patron de l'énoncé déclaratif. A première vue,cette similitude formelle entre les courbes mélodiques de la question et de la déclaration pourrait prêter à équivoque dans la mesure au la ctuite finale est généralement considénée conme l'apanage du mode assertif. Méarmoins, un examen plus atten tif des darnées acoustiques naus a permis de relever des différences notables
régies par l'opposition modale. Ainsi, contrairement à la déclarative, la partie descendante du pation intanatif de la ques tion est rigoureusement synchranisée avec la syllabe finale. Cette chute mélodique qui semble être une propriété irhérente |language specific| à notre parler est matérialisée par un glissando de Fø négatif d'une ampleur supérieure à l'octave et qui se conjugue -interdépencance des paranètres oblige- avec un accroissenent de la durée
de la syllabe porteuse finale. En revanche,dans le cas de la déclarative, la dernière syllabe est marquée par un ton statique situé dans le grave et le point d'inque situe dans le grave et le point d'in-
flexion qui inverse la pente mélodique vers le niveau plancher de la game tonale ne le niveau plancher de la game tonale ne
concorde pas forcément avec l'ultime parconcorcde pas forcement avec 1'ultine portion de l'énancé. Quant à la partie ascendante du patron interrogatif, elle carmence dès la syllabe initiale, culmine sur la pérultième et se caractérise globalement par une $F$ po plus élevée que celle de la partie assertive correspondante.Cette constatation implique que le fondamental usuel de la voix dans la question est plus haut que le niveau de voix propre à l'assertion. Sur un autre plan, les résultats d'une investigation perceptive $|5|$ indiquent que l'information ayant trait à l'opposition 1'information ayant trait a l'opposition
modale est massivement localisée sur les 2 modale est massivement localisée sur les 2
syllabes finales et que la chute mélodique syllabes finales et que la chute mélodique haute constitue la clef de voûte de la cons
truction interrogative. Cela nous a autoritruction interrogative. Cela nous a autorisé,lors d'un premier bilan, à instarer une
ligne de partage entre côté amort, les ligne de partage entre oôté amont, les deux dernières syllabes et côté aval toutes les syllabes qui les précèdent.

## 2.PRCBIDMATIQUE

Cependant, le fait que ces dernières soient systématiquement dotées d'une FD plus êlevee que celle de lars hanologues déclaratives nous suggère qu'il pourrait
faire office d'indice avant-coureur susceptible d'orienter l'auditeur pendant la saisie du signal de parole, de lui fournir la possibilité dynamique d'ajuster ses hypothèses $|7|$ et de 1 'aider à identifier avant terme, le statut modal de l'énonce.
cette problématique qui s'inscrit dans la perspective prédictive de la prosodie $|1|$, $|9|,|10|,|11|,|14|$ constituera le fil direc teur de la présente étude. Elle parfaitement résumée dans l'une des interrogations sculevees par Grosjean,F.|10|: "does the listener know that a yerno question is being asked only on the last stressed word, or does same information exist before that point ? ".Cette information étant ici de nature prosodique, il est légitime de chernature prosodique, il est legitine de cher cher à déterminer parmi les propriétés
acoustiques celles qui par l'importance de acoustiques celles qui par l'importance de
leur ontribution se haussent au rang d'inlaur contribution se haussent al rang ar in-
dice à valeur predictive. In autre, nous pourrons teriter de savoir à partir de quel moment, si information anticipé il y a, les indices disponibles permettent une identification modale efficace.far exemple, est--ce que l'auditeur est en mesure de prejuger du caractère interrogatif de 1'énoncé qu'il est en train de décoder dès la prepière sullabe? des les 2 premières syllabes miene syllabe? des les 2 prien davantage? Ou lui en faut-il bien davantage? Afin d'apporter une réponse à oes preccur-
pations, nous avons concu l'experience perpations, nous avons conçu l'expérience per ceptive qui suit.

## 3. EXPERTENCE 1

3.1. Procédure expérimentale

Une phrase a été erregistrée en chambre anéchoïquo par 2 locuteurs (A.R.)et (M.B.) de sexe masculin dant la langue maternelle est strictement l'arabe marocain (pour éviter taute interférence avec le benbère). Cette plomse a été réalisée une fois avec Cette phrase a ete realisee une fois aved une intonation déclarative sans pase $n$ i enphase et une seconde fois avec une intonation de question. Cette phrase conposee de 14 syllabes à voyelles pleines est la suivante:
|zabu|lmalika| Imaganaldjal lmakina| 3 zdidal ("Ils ant apporté|à Malika|le compteur|de la machine |newve|").
Les barres verticales correspondent,grasso modo,à des limites entre mots. L'enregistrement obtern a été numérisé (canvertisseur 16 bits $|17|$ et analysé grâce à un système de traitement du signal fanctionnant sous Unix $|8|$.
3.2.Méthodologie

Les 4 phrases ant ensuite fait l'objet
d'une segmentation opérée sur une console graphique.
De chacune des 4 phrases-mères (dorénavant Pm) now avons extrait, par trancations successives, 8 séquences ou sections/Sl. à $58 \mid$ qui servinant de suyport au test per ceptif :


La bande expérimentale est constituée des seules portions tronquées S 1 à 58 . la Pm n'apparaît jamais dans sa totalité. Fn effet la clausule|zzdidal est supprimée parce qu'elle est porteuse de l'essentiel d'infor mation concemant l'opposition modale. Les sections opérées répondent à des critères syntaxiques (cas des sections paires) a honologiques (cas des séquences impeires: S3,55,57).Ces dernières exploitent judi, cieusement le fit cre canian tent par la sequerce phaniue linal qui orrespond, dans la langue, au signifie "I'eau". Cette coinncidence a rendu possible une coupe à l'intérieur des mots quil debor de la frontière syntaxique sans,par ailleurs, porter atteinte à la cohérence sémen tique de la section ainsi obtenue.
3.4.Confection de la bande experimentale

Une fois les 8 sections générées et répertoriées, nous avons procédé à leur appa riement: les séquences extraites de la Pm assertive forment avec leurs correspondantes issues de le Pm interrogative des paires de stimuli. Suite à un tiruge aléatoire e prenier stimulus de la paire ust tanût d'origine affimative, tantôt interrogative. cette precaution permet d'obvier à l'évertualité d'un effet d'ordre sur les reponses chaque paire est amnoee par un bip scrore et comporte un silence interstimuli d'une seconde.A la fin du second stimulus, l'audi teur dispose de 3 secondes pour dorner sa éponse.Nous avans constitué par un tirage au sort automatisé 12 séries ( 6 par locuteur.) de présentation et chaque série camporte 16 paines de stimuli.

Au total,15 auditeurs marocains ant participé,par séance individuelle,au test qui se déraulait dans une pièce calme. les séries étaient présentées par écouteurs à un niveau narmal de parole ( 65 dB ). La tâche au jury a consisté à identifier, saus choix binaire forcé, les stimuli originaires de la question totale.L'muditeur disposait sur la feuille de réponse de la transcription en arabe de toutes les sections rangées selon leur ardre de présentation sur la bande expérimentale et devait apnès l'écarte de chaque paire, désigner le stimulus reconnu conme interrogatif soit par le chiffre 1 quand le premier sti mulus de* la paire est interrogatif, soit par le chiffre 2 dans le cas contraire. dans le but de familiariser le sujet avec la bende,une écoute non comptabilisée de la première série a été effectuée.
4.RESULTATS DE L'EXPERIENCE 1

Si I'an admet que le seuil significatif de détection se situe à $75 \%$, alors corme cela ressort des résultats confinés ous forme de pourcentages (\%) dans le tableau 2,les taux de réponses, pour toute section, sont largement supérieurs à cette valeur liminaire.

Tableau 2: Scores (en \%)d'identification des stimuli interrogatifs en fonction des ections et des 2 locuteurs. (Variables en jeu: Fめ et Durée)

|  | S1 | S2 | S3 | S4 | S5 | S6 | S7 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| A.R. | 84 | 100 | 95 | 100 | 95 | 100 | 98 |
| M.B. | 93 | 91 | 95 | 100 | 95 | 91 | 100 |

## 5iscusston

L'ensemble du jury a fait preuve d'une conduite cohérente et ne semble pas avoir té gêné par' l'effet de troncation et par son corollaire la réduction de l'em pan temparel des séquences stimuli. Cela indiquerait que l'information prosodique siúée en aval de la clausule suffit à l'iden tification précoce de la question. La variabilité acoustique interlocuteurs n'a exerđé aucun effet notable ( $\mathrm{p}=.1$ ). Cependant, au vu des résultats, le score qui est relativenent le plus faible ( $84 \%$ )est le fait de la séquence monosyllabique SI du locuteur A.R. Cette atténuation de la perfornance, toutes proportions gardées, est vraisemblablement imputable à l'insuffisance
des indices prosodiques dans ce contexte n effet, le seul indice opérant dars ce cas demeure l'écart mélodique (3.2 DEMITONS), la durée étant pratiquement similaire par s'en convaincre, il suffit de considé rer, dans le cas de M.B., le score de $93 \%$ nregistré dans le même contexte et ce,à la unière des factours en jeu : un écart mélo dique de 5.6 demi-tons et une différence de drée supraliminaire |15|, ici de l'ordre de $0 \%$. Cette amélioration du score $(+9 \%$ ) est-elle due à I'effet curulé des 2 faoteurs (FD + Drée) ou bien à l'importance de l'écart mélodique seul?
Cette interrogation qui mérite d'être éterure à l'ensemble de nos résuitats mous a incité à déterminer de façan stricte la part de la Fø dans le processus de décodage anticipé de la question.L'expérience suivente sera menée dans cette optique.

## . EXPERIENCE 2

La neutralisation des différences de urée va nous permettre d'ume part, d'être dans une situation expérimentale rigoureuse à une seule variable et d'autre part, d'éva luer l'impact d'ure telle réduction de la dorne prosodique sur les performences.
6.1. Procédine expérimentale

Pour cela, nous avons repris les mênes équences S1 à S8 assertives et interrogatives des 2 locuteurs de I'expérience 1 et procédé à l'égalisation de leurs longueurs réciproques en ramenant la durée de chaque section affirmative à celle de sa correspon dante interrogative et vice versa.De la sorte, l'égalisation temporelle interstimuli a été effectuée dans chaque paire, une fois per réfénence à la durée plus longue da stimulus affimatif (dilatation) et une utre fois en prenant pour cible la durée plus courte an stimulus interrogatif (canpression). Ces procédures de dilatation et de compression ont été réalisées automatiquament grace a un programme informatiqua implanté sar PDP 1123.
La bande expérimentale a été confectionnée selan le mêne canevas décrit dans le protocole précédent.Elle est camposée de 12 séries ( 6 par locuterr)comportant 16 paines de stimuli chaceme. Les sujets qui ont parm ticipé à l'expérience 1 n'ont pas été sollicité pour la seconde. Les 20 auditeurs qui ant bien voulu se prêter au nouveau tos ant reçu la mêne consigne et passé l'expérience dans des conditions conformes à celles de la prenière.

Toutes sectians confoncues, les stimuli du locutar A.R. recueillent en moyerme $95.3 \%$ des suffrages (écart-tupe $=6.1$ ) et ceux du locuteur M.B. 96.8 \% (écart type-2.4), soit pratiquement les valeurs moyernes obtenues dans le cadre de l'expérience 1. Le tableau 3 suivant fournit le détail des résultats enregistrés.

Tableau 3: Scores (en \%)d'identification des stimuli interrogatifs en fanction des sections et des 2 locrteurs. (Variable e jeu: F F )

|  | $S 1$ | $S 2$ | $S 3$ | $S 4$ | $S 5$ | $S 6$ | $S 7$ | $S 8$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A.R. | 82 | 90 | 99 | 98 | 98 | 98 | 98 | 99 |
| M.B. | 92 | 95 | 98 | 99 | 99 | 97 | 98 | 96 |

8. DISCASSITAN ET CANCLLSIONS

Les très faibles fluctuations observees entre les résultats des 2 expériences ne sont dotées d'aucune signification sur le plan statistique. Est-ce à dire que le faoteur currée, présent dans la prenière et nel tralisé dans la seconde,doive être term pour quantité négligeable ? Nous pouvons répondre par 1 'affirmative dans la mesume aù, sur le plan de l'enoodage, les différences temporelles entre question et déclaration deneurent dans 14 sections sur 16 suffisamment en decà du seuil de durée |15| par susciter un effet perceptible. Cela justifie de faire l'impasse sur une possible troisième expérience aù $F \varnothing$ et intensité seraient neutralisées au profit de la durée. En conséquence, c'est recannaitre que dans la palette des paramètres prosodiques qui contribuent à dresser un profil de la question distinct de celui de la déclaration, c'est la $\ddagger \varnothing$ qui exerce sans conteste, ce parvir séparateur. Il y a danc lieu de parler d'anticipation mélodique, puisque le rehaussement du registre fréquen tiel de la question en regard de 1'asser tion est porteur, réellement, d'une valeur indicielle et préindicative. A ce propos, nous aimerions rappeler que l'écart mélodique moyen entre les 2 courbes considérées est supérieur à 3 demi-tons; valeur critique si l'on croit les résultats d'une étude de T'Hart rapportés dans Sorin |16|.Dans le même sers,nous avans établi dans $|5|$ Me lorsque l'écart mélodique tonbe au dessous des 3 demi-tans, les réponses du jury s'accompagent d'une grande incertitude.

En définitive et malgré les réserves t les limitations auxquelles notre étude n'échappe pas,l'orientation cohérente des réponses et le fait que les résultats de la seocnde expérience étayent celux de la première, tout cela abonde dans le sens de l'anticipation mélodique et confír me , dans les limites du paradigne expérimental adopté, la fanction prédictive assumée par la prosodie.
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## ABSTRACT

Production data from American and British English speakers are examined to see whether the discourse parameter 'new/given' has phonetic correlates as regards accentual patterning in initial subject constituents. The results show no significant difference for the American speakers. For the British English speakers, however, it was observed that differences in Fo register width in the $\mathrm{H}^{*}$ tone as well as the use of categorically different tonal patterns correlate with the discourse parameter 'new/given'.

## 1. BACKGROUND

In a previous study [3], we made a preliminary investigation to ascertain whether British and American speakers use intonation to distinguish between sentence-initial subjects which are contextually 'new' (brand new) versus those which are contextually 'given' (i.e. mentioned previously). In a related study, Eady et al. [2] measured Fo peak height and found no significant difference in this parameter for a group of American English speakers. In our study, we decided to measure in addition Fo register width on the subject, since it is known that differences in the size of an Fo obtrusion can lead to perceptually significant differences in prominence levels [4]. Results of our study indicated that, for both dialects, speakers do not make any distinction as regards Fo peak height on the stressed vowel (this result is in agreement with Eady et al. [2]). As regards register width on the tested word, however, it was found that the British, but not American speakers tested used this parameter to distinguish between new and given, with new information being assigned a wider register than given. That is to say, significant variations in the $\mathrm{H}^{*}$ (igh) $\mathrm{L}(\mathrm{ow})$ tonal contour on the head
word of the subject phrase were used to distinguish between contextually new vs given information. However, the data presented there were very limited (subject constituents containing one lexical word with one accentable syllable (man, Mormon) as well as the structurally ambiguous young man (compound or phrase?). Since there was for the most part only one accentable syllable present in the data, the speakers were very restricted in their choice of tonal contours for the subject constituent. This is because an accented syllable ('nucleus' [1] (which is normally $\mathrm{H}^{*}$ in the dialects studied) is necessary somewhere in the intonational phrase ('tone unit') if it is to be well-formed. Thus, it is not possible to delete the accent ( $\mathrm{H}^{*}$ tone) on the subject if it is the only accent in the intonational phrase even if it is contextually given Consequently, varying register width within a tonal category is a possible strategy for creating linguistic distinctions using prosodic parameters. For the present study, therefore, we decided to examine an additional number of cases with more than one lexical word and consequently more than one accentable syllable to ascertain if speakers use the same or different strategies in handling these more complex cases. With more than two accentable syllables, e.g. new, miller, one could expect that in the 'given cases, either the speaker could narrow the $\mathrm{H}^{*} \mathrm{~L}$ tonal contour register as the British English speakers did in the previous study, or even use a different Fo contour (e.g. delete the accent on miller, provided an accent on new was realized in order to make the intonational phrase wellformed).

## 2. DATA AND SUBJECTS

The data in (1) were used in the investigation. Four speakers participated
in the experiment ( 2 American English, one male (Kansas) and one female (Louisiana), and 2 British English, both female (one from N.E. England and one from N.W. England). All but the speaker from N.W. England had participated in the previous experiment and all but this subject have some degree of linguistic and/or phonetic background. The andor phonetic background. The sentence pairs were typed on order along with 10 other filler sentences used in other experiments. The heads of the subject constituents in the final sentence of each sentence pair constituted the of each sented in detail, i.e material to be investilgated in detail, i.e miller, milliner, millionaire, Milan and Milwaukee. The test words were also recorded in sentences where they functioned as subjects of embedded cases have not been analysed.
(1) (a) According to the farmers, there is a shortage of workers. A new miller will be very welcome.
(b) According to rumours, there wil soon be a new miller. The new miller wil be very welcome.
(2)(a) According to the merchants, there (2)(a) According to the merchats, milliner is a shortage of shop
(b) According to rumours, there will on be a new milliner. The new milliner will be very welcome.
3)(a) According to the bankers, there is a hortage of investors. A new millionaire will be very welcome.
(b) According to rumours, there will
(b) According to rumours, there new soon be a new millionarre. The
millionaire will be very welcome.
millionaire will be very welcome.
(4)(a) According to reports, there is a need for a new tourist attraction. A new Milan will be very welcome.
(b) According to reports, a new Milan (b) Accorded in the future. The new Milan will be very welcome
(5)(a) According to the dope dealers there is a shortage of marijuana in the East. The marijuana in Milwaukee is wanted in Washington.
(b) The gangsters in Milwaukee have just got a message from the East. The marijuana in Milwaukee is wanted in Washington.
Notice that in (5), it is just the phrase final lexical item, and not the whole phrase, which is either given or new as is the case in the other test sentences.

## 3. ANALYSIS PROCEDURE

The sentence pairs in (1) were read four times and recorded in the sound studio at the Dept of Linguistics, U. of Lund. This resulted in 5 test words $\times 2$ This resulted 5 test words $\times 2$ parameters (new/given) $\times 4$ speakers $\times 4$ readings $=160$ target sentences. Acoustic analysis of the final sentence in each of the pairs was performed using Lund University Prosodic Parser, a program developed by Lars Eriksson and implemented on a Macintosh II computer. The speech was first digitized at a The speech was 1 kHz . Examination of sampling rate of 10 kHz . Examination of the Fo contours revealed that the speakers In the majority of cases, the lexically stressed syllable of the subject head bore a $\mathrm{H}^{*}$ tone as in our previous study However in a number of the given However, cases, the British English speaker produced another pattern, with a faling or L(ow) tone on the stressed syllable of the phrasal head. These categorically different cases were not analyzed together with the $H^{*}$ tone data. The results, which are thus ased on between 2 and 4 readings, are presented below. The following presented below. The following measurements were made: a) Fo peak (highest Fo value) in the lexically stressed syllable of the phrase-final lexical word, and b) the size of the Fo register on this word, i.e. the distance between the Fo peak and the bottom of the fall (L) after the final $\mathrm{H}^{*}$ on the subject.
4. RESULTS

Results are presented below in Table 1.

Table 1. Means, standard deviations and ratios ('new/given') for four speakers Test words are printed in bold type.

| Fo Peak | Fo Register |
| :---: | :---: |
| $(\mathrm{Hz})$ | $(\mathrm{Hz})$ |
| NEW GIVEN | NEW GIVEN |


| Am.Male |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Miller |  |  |  |  |
| $\overline{\mathrm{x}}$ | 167 | 178 | 63 | 73 |
| S | 6.1 | 7.4 | 6.1 | 8.8 |
| Ratio | 0.94 | 0.86 |  |  |
| Milliner |  |  |  |  |
| $\overline{\mathbf{x}}$ | 166 | 178 | 67 | 75 |
| $\mathbf{s}$ | 13.0 | 12.0 | 10.0 | 8.0 |
| Ratio | 0.93 | 0.89 |  |  |


corresponds to an actual difference of around 18 Hz , or 0.8 ST which is not sufficient to create any perceptual difference between new and given cases. However, in $25 \%$ of the given cases here, the speaker actually used a categorically different tonal pattern, 'deaccenting' the subject head (see Fig 2). This suggests that the speaker does have the option of distinguishing prosodically between the two discourse categories. The speaker from NW England, however, presents more convincing results; a mean 'new' vs 'given' ratio of 1.42 in register width corresponds to an actual difference of about 35 Hz or 2.44 ST , a difference which can be assumed to be perceptually distinct. This speaker, furthermore, used a categorically distinct tone in $35 \%$ of the 'given' cases, i.e. without a $\mathrm{H}^{*}$ on the stressed syllable of the subject head.
5. CONCLUSION

The data presented here indicate that the discourse parameter 'new/given' can, but does not necessarily have prosodic correlates. The American speakers studied show no difference on this parameter. With respect to the difference in register width of the $H^{*}$ tone, it was seen, however, that one of the two British


Fig. 1a. Fo contour produced by Br . Eng. (NW) speaker for Milwaukee 'new'.


Fig. 2a. Fo contour produced by Br . (NE) speaker for millionaire 'new'.

English speakers used perceptually significant differences between 'new' and 'given' as regards this correlate. Moreover, in $30 \%$ of the given cases, categorically different fonal patterns with respect to those produced in the 'new' cases were produced by the Br . English speakers.
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Fig. 1b. Fo contour produced by Br . Eng. (NW) speaker for Milwaukee given'.


Fig. 2b. Fo contour produced by Br . (NE) speaker for millionaire 'given'.
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## ABSTRACT

An algorithm for the automatic modelling of fundamental frequency curves as a quadratic spline function was applied to a continuous text in French. The output of the model, a sequence of target pitches <ms; Hz>, was then coded using four successively more complex models which were subsequently used to Which were subsequently used to
generate synthetic versions of the generate synthetic versions of the
recording, each version respecting the statistical distribution of the modelled target pitches. The resulting recordings were evaluated subjectively by native speakers. The two more complex codings obtained over $80 \%$ of the score obtained by the resynthesis of the text using the measured targets.

## 1 INTRODUCTION

A number of speech synthesis systems are available today for several different languages, capable of intelligibly synthesising isolated sentences. Results for continuous texts, however, are far less satisfactory. It is generally agreed that one of the principal weaknesses of such systems is the inadequate modelling of prosodic parameters : fundamental frequency, intensity and segmental duration.
In this paper we present the preliminary results of a project investigating the fundamental frequency structure of continuous texts in French.

## 2 METHOD

The research makes use of an automatic fundamental frequency modelling program MOMEL [6] combined with the PSOLA technique for time domain
prosodic modification of speech [2].The F0 modelling program uses a dissymetric version of robust regression to provide an optimal fit for a sequence of parabolas,factoring the F0 curve into two components, a microprosodic profile and a macroprosodic profile [1]. The output of the program is in the form of a sequence of target-points <ms; Hz>
These target-points These target-points can subsequently be used to generate a quadratic spline function [3] which is then directly usable as input for PSOLA resynthesis. For very high quality synthesis the microprosodic profile can be reintroduced, although owing to the high quality of the PSOLA synthesis, even without microprosodic correction, the resynthesis using this technique is practically indistinguishable from an original recording as far as the intonation is concerned.

## 3 CORPus

The corpus used in the experiment was recorded from an introduction to science for French children. The text consists of 3 paragraphs, 8 sentences, 140 words and 232 syllables and develops a single topic "the atom".
The text, presented in normal orthography with its original punctuation, was recorded in an anechoic chamber by 6 subjects : 3 male and 3 female, all native speakers of French. The recording used for the experiment described here was that of a 30 year old female.subject whose reading was considered the most satisfactory of the six, presenting a harmonious rhythm and no hesitations. The complete recording including pauses lasted 55 secs.

## 4 ANALYSIS

The fundamental frequency of the recording was analysed by means of spectral comb analysis [8], and the F0 was subsequently modelled by the automatic modelling program described above resulting in a set of 170 target points. Of these 170 values 3 were deleted and 3 others added manually after visual and auditory evaluation of the modelled curve. The resulting values, (the first 40 are illustrated in Figure 1) (the first 40 are illustrated in Figure 1 )
constitute the reference set A0. constitute the reference set A0.


Figure 1 : first 40 target values from the reference set $\mathbf{A O}$.

## 5 PROSODIC CODING

Four approximations to the original prosody of the text were obtained.by successively more complex prosodic coding of the different target points. In this analysis only the F0 values of the target-points were modelled : the time values being taken as given.
5.1. Model A1

The first approximation consisted of a sequence of values assigned randomly but with the same statistical distribution (i.e. the same mean and standard deviation) as the reference set A 0 . :

| $\mathbf{A 1}$ | $\mathbf{N}$ | mean F0 | s.d. |
| :---: | :---: | :---: | :---: |
|  | 170 | 199 | 37.1 |

This approximation was introduced to test the possibility that the only relevant function of fundamental frequency variation is to avoid monotony.

### 5.2. Model A2

In a second approximation, each value was coded as either Higher (H) or Lower (L) than the preceding target point. This
coding was intended to introduce a distinction between relatively high and low points of an F0 curve corresponding to the distinction used in a number of phonological models of intonation between High and Low tones constituting pitch accents [9], [3], [4]. In a preliminary attempt, a set of target points was generated such that the intervals between successive points had the same statistical distribution as those corresponding to similarly coded points of the reference set A0. Informal listening showed however that such a model was very unsatisfactory since there was a tendancy for a sequence of values to drift into very high or very low regions, beyond the normal range of the subject's voice. To counteract this, a form of asymptotic declination needs to be introduced [7]. An extremely simple model of declination is given by the formula: $h_{1}=\sqrt{h_{i-1}} * h_{A}$ [4] where $h_{i}$ is a pitch target and $h_{\mathbf{A}}$ is an asymptotic value. This formula was originally intended to model pitch lowering but the same formula can be used for both lowering and raising assuming simply distinct asymptotic values. Estimates of $h_{A}$ can be then made simply, from each successive pair of values using the formula : $h_{A}=\left(h_{i}\right)^{2 /} h_{i-1}$ The successive values can then be generated using the declination formula and an asymptotic value with the same statistical distribution as that of similarly coded values of the reference set a0

| A2 | code $N$ | mean | asymptote | s.d. |
| :---: | :---: | :---: | :---: | :---: |
|  | L | 82 | 166 | 57.1 |
|  | $H$ | 87 | 255 | 100.3 |

### 5.3. Model A3

In a third approximation, the text was segmented manually into Intonation Units on the basis both of textual content and of the FO contour. The highest point in each Intonation Unit was then coded Top (T) the lowest point Bottom (B). The first point of each unit was coded Mid (M) if not already coded. Other points were first coded Higher (H) and Lower (L), as in A2 and then recoded so that an H immediately followed by H or T was recoded as Down (D) while $L$ immediately followed by $L$ or $B$ was
recoded as $\mathbf{U}$. This coding corresponds to a transcription using INTSINT (an INternational Transcription System for INTonation) as proposed recently [5] in an attempt to set up a system capable of transcribing significant pitch patterns in any language. The coding incorporates two types of symbols : absolute symbols $\mathbf{T}, \mathbf{M}$ and $\mathbf{B}$, and relative symbols; $\mathbf{H}$, D, U and L. Target points coded with absolute symbols were assigned F0 values having the same statistical distribution as similarly coded points of the reference set $\mathbf{A 0}$.

| A3 |  |  |  | code $\mathbf{N}$ |
| :---: | :---: | :---: | :---: | :---: |
| (absolute) | mean | F0 | s.d. |  |
|  | M | 17 | 146 | 19.6 |
|  | T | 13 | 204 | 23.7 |
|  |  | 17 | 263 | 19.0 |

Targets coded with relative symbols were assigned values using the declination formula already used for A2 and an asymptotic value with the same statistical distribution as that of similarly coded values of the reference set A0:

| A3 | coden | mean <br> asymptote | s.d. |  |
| :---: | :---: | :---: | :---: | :---: |
| (relative) | L | 44 | 152 | 24 |
|  | U | 10 | 208 | 28 |
|  | D | 24 | 147 | 20 |
|  | H | 45 | 262 | 39 |

### 5.4. Model A4

The absolute values coded in A3 all show a fairly large standard deviation reflecting considerable variability. The final approximation A4 tested here was designed to limit the variability of $\mathbf{T}$ and B by restricting these symbols to target points respectively higher than 281 Hz and lower than 141 Hz .


Figure 2 : distribution of target points from the reference set $A 0$.

These thresholds were set to include only values which were beyond an octave range centred around the mean F0 of the recording. As can be seen from the frequency distribution in Figure 2 these values isolate fairly well the extreme values of the distribution which also correspond well to the beginning and end-points of paragraphs.


## 6 EVALUATION

In order to reduce the quantity of material to be evaluated, only the first two thirds of the text were used for the evaluation test. Three different series of recordings were obtained, each containing one version generated from the reference set A0 as well the four approximations A1, A2, A3 and A4 described above. No corrections were made for microprosodic effects.The five recordings in each series were presented in random order. The actual set of target values for each of the four models was different for each series but respected the statistical constraints described above. The first series was used as practice material. Subjects were asked to listen to the 5 recordings which, they were told, had undergone a number of different treatments which might affect the way the readings sounded. Subjects were then asked to listen to the second and third series of recordings and to underline portions of the text which they felt sounded least satisfactory. At the end of each recording subjects were asked to attribute a global score out of 20 reflecting their overall satisfaction with the recording.

## 7 RESULTS

12 subjects took part in the evaluation test, all students or personnel of the Université of Provence. None of the subjects had any particular training in
phonetics. An analysis of variance of the subjects' scores showed a significant difference between the scores for the various models $(\mathrm{F}(4,110)=13.286, \mathrm{p}=$ 0.0001 ) but no significant difference between the two series ( $\mathrm{F}<1$ ) and no between the two series ( $\mathrm{F}<1$ ) and no
significant interaction between model and series ( $\mathrm{F}<1$ ). The reference set A0 received a mean score of 16.5. The four approximations received the following mean scores :

|  | A1 | A2 | A3 | A4 |
| :---: | :---: | :---: | :---: | :---: |
| score | 8.5 | 11.1 | 13.4 | 13.6 |

## 8. DISCUSSION

Listeners showed a clear preference for the binary (H,L) coded targets (A2) compared to the random distribution (A1). They also showed a clear preference for the two versions of INTSINT tested as compared to the other approximations. The version of approximations. The version (A4)
INTSINT incorporating a threshold (A) received a slightly better score than the other version (A3) but the difference was not significant here. Both versions of INTSINT attained more than $80 \%$ of the score attributed to the reference set A0. This suggests that while improvement is still possible, these two models provide a very reasonable approximation to the estimate values. Further experimentation will be necessary, however, to decide whether the incorporation of a threshold provides a distinct improvement to the coding.
It is worth emphasising that the only manual intervention in the coding concerned the determination of the position of the boundaries of Intonation Units. Once these boundaries are determined, the coding used in both models A3 and A4 is entirely automatic. Inspection of the means of both the absolute and the relative values for the two versions of INTSINT suggests an interesting further generalisation. The mean values for T, $\mathbf{M}$ and $\mathbf{B}$ are quite close to the mean asymptote values for $H, U$ and $L / D$ respectively, with $L$ and D seeming to have identical asymptotic values. An extremely simple approximation to these values can be obtained from the mean F0 and the two extreme values covering an octave range centred on the mean, the same values which were used as threshold values in
model A4. This means that the phonetic implementation rules described above could be implemented using a single individual parameter : the mean speaker F0 together with a standard deviation of say $10 \%$. It remains to be seen, however, how far such a model can be generalised to other speakers and other languages.
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## ABSTRACT

This study was designed to observe individual differences in the production of intonation by normalhearing (NH) and hearing-impaired (HI) children. Three types of intonation curves (declarative, Whand Yes/No questions) were produced in orally read sentences by 18 HI and 10 NH children (age group 9-12). Fo measurements were obtained at the midpoint of vowels along the sentences. The results show that NH like HI may have some deviation in so-called normal patterns.

## 1. INTRODUCTION

It is known that hearing-impaired speech is characterized by high fundamental frequency, pitch breaks and difficulties in the production of the usual language-related intonation patterns. These characteristics, apart from articulation errors, may contribute to the general lack of intelligibility in the speech of the hearing-impaired. There have been a number of studies employing different approaches, which have demonstrated significant differences between normal-hearing (NH) and hearingimpaired (HI) children in both perception and production of intonation [4,6,7,8,9,11,12,13,14].

In many of the studies acoustic analysis concentrated on group values of NH children's intonation patterns which were compared with the values
of HI children. In this study special interest was focused on the intonation curves produced by each of the normal-hearing children in order to observe possible individual differences.

## 2. METHOD

Eighteen HI children, $9-12$ years old (mean age 10.4 years) and 10 NH children (mean age 9.9 years) were recorded in quiet rooms in their respective schools. The HI subjects who attended special classes for HI students in a regular school, were orally educated and were reported by their teachers to be good readers. Their average hearing loss in the better ear was 99.2 dB , SD 8.9 dB . The NH children were randomly selected. They had no hearing problem.

The recorded material consisted of 18 orally read sentences as follows: 3 short ( $5-7$ syllables) and 3 long (1114 syllables) sentences of each type: declarative, Wh- and Yes/No questions. The short sentences were taken from a previous list of one of the authors [2] and were extended by a modifier and a content word. Each sentence ended with appropriate punctuation and was written separately on a card. All of the children, NH and HI , were familiar with the function of punctuation. Each child read the sentences quietly to himself, and then he read the sentences aloud in random order. The recording was done by a SONY Casette Recorder TCM-848 with the microphone held at a steady distance of 12-15 centimeters from the mouth. Spontaneous speech was
elicited by a picture of a simple family-scene. The children were instructed to describe some of the objects in the picture and then to ask the examiner questions about them. In this way we succeeded to get declarative sentences and also some questions from all the children.

The acoustical data consisted of 18 read and 4 spontaneous sentences. Measurement of $\mathrm{F}_{0}$ was done at the midpoint of vowels, using a Kay Elemetrics Visipitch 6087 instrument. In this study only the data of the read sentences will be presented.

## 3. RESULTS

The mean fundamental frequency of the 18 sentences produced by the HI children was compared with the mean fundamental frequency of the NH children. The measured average $\mathrm{F}_{0}$ of all the 18 sentences for the normal-hearing group was 247.73 Hz SD 26.10 Hz and for the hearingimpaired 316.73 Hz SD 38.03 Hz The mean $\mathrm{F}_{0}$ of the HI children was significantly higher ( $\mathrm{T}=5.60$, $D F=24.70, \mathrm{p}=.000$ ).

In evaluating the intonation patterns, a grading system was used that presumed the possible configurations of the intonation curves (in relation to the 3 sentence types). It was found that there were no significant differences between the children of the two groups in the production of all the declarative sentences, neither the short nor the long ones. Also there was no significant difference in the intonation production of the short Whquestions, while in the longer Whquestions the difference was significant at the $5 \%$ level ( $\mathrm{T}=2.46$, $\mathrm{Df}=25.87, \mathrm{p}=.021$ ). Even so, statistical analysis of the measured values of all the Wh- questions together did not show a significant difference between the HI and the NH children. Only all the Yes-No questions, short and long, showed a significant difference $(T=3.60$,
$\mathrm{df}=25.99, \mathrm{p}=.000$ ) between the NH and the HI children.

Until now group differences were presented. Examples of productions of individual children that may be informative are shown in the following two figures.

Fig. 1 shows two NH individual expressions of a short declarative sentence as compared to the mean $\mathrm{F}_{0}$ pattern of the HI and the mean $\mathrm{F}_{0}$ pattern of the NH. While the mean patterns of both groups show a declination, the individuals (A \& B) are very different. B expresses the sentence in the usual way and A expresses it with a rising contour.


FIGURE 1: "axalti et hatapuax" (I ate the apple). $1=$ the average $\mathrm{F}_{0}$ curve of $\mathrm{NH} .2=$ the average $\mathrm{F}_{0}$ curve of HI . A and B: different versions of 2 NH children

Fig. 2 shows 3 HI individual expressions of the same sentence as compared to both group means. In this example all the expressions have a falling contour.


FIGURE 2: "axalti et hatapuax (I ate the apple). $1=$ the average $F_{0}$ curve of NH. $2=$ the average of HI. C,D,E different versions by 3 HI children.

## 4. DISCUSSION AND CONCLUSION

Higher average $\mathrm{F}_{0}$ of HI children is a known phenomenon [9], although the measured values across the publications differ. It may be that different techniques for the measurement contribute to the varied values. In this study the mean $\mathrm{F}_{0}$ of HI children is higher than that of the normal-hearing children of the same age group.

The evaluation of the patterns of the intonation curves showed that the Yes/No questions, short and long, were the most difficult to produce for the HI children. This result is in agreement with previous findings [13,2,91]. In the Hebrew language this type of sentence is identified by rising intonation only without any other syntactic cue. This type of production requires voice control and preplanning and therefore, may be very difficult for the HI child. Whquestions allow for much more freedom of choice: after expression of
the question word the rest of the sentence may show either a declination or a rise. Since HI children in this age group are able to produce the rise in a single word [2] they succeeded in executing this type of sentence when it was short. In the latter part of the longer sentences $\mathrm{F}_{0}$ deviations may have occurred.

Declination of $F_{0}$ at the end of simple, neutral, sentences is considered to be a basic way of the intonation curve [1]. Observation of the mean $\mathrm{F}_{0}$ curve of the declarative sentences, produced by the NH children as a group, confirmed this statement. However, when examining the individual curves of these NH children it was found that 2 out of the 10 children finished all their sentences with a rise of $\mathrm{F}_{0}$. One child exaggerated in pronouncing a final velar $R$, changing the declination to a rising curve, another one produced only flat and monotone curves. It is difficult to decide whether this phenomenon is "situation dependent" [10], a habit of expressing their wish to arouse attention, or it may be language problem (they produced statements the same way in the spontaneous sentences).

Deviations in intonation patterns like these are generally attributed to the intonation production of HI children $[7,5,9]$. By grading the individual curves of the NH and those of the HI with the same expectations, according to the $\mathrm{F}_{0}$, the results showed no significant difference between the children in the production of simple read declarative sentences. The deviations in the intonation curves in the speech of HI children, as well as in the speech of the NH children, may be due to individual characteristics of expression and not necessarily to their hearing loss. This may be a way to explain the variations in intonation production by HI children with a similar hearing loss.

In applying intervention strategies for the intonation improvement of HI children, one should consider the possibility that deviant production of
an intonation curve may be due to other causes beside their hearing loss.
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ABSTRACT - Speech rate was measured by having 29 patients with basal ganglia dysfunction (BGD) read a list of words. The patients showed, when compared with 10 controls :
(i) a wide range in the figures for total duration, total word time (TWT), total pause time, mean, SD and variation coefficient of pause (VC), (ii) TWT significantly shorter, (iii) Pause VC higher. Intrasubject pause variability was a common symptoms in patients suffering from $B G D$.

The role of structures localized in basal ganglia for the control of speech rate has been clearly attested. Grewel (4) describing speech impairment associated with parkinsonism indicated that such patients employ extra long pauses and that the duration of each syllable is usually greater than normal. A particular speech behavior, i.e. uncontrolled rapidity, has also been noted and referred as "propulsive rate" (7), as "short rushes f speech" (3) or as "accélération paroxystique de la parole" (2). It seems, nevertheless, that not all patients with a Parkinson's disease diagnosis demonstrate a single "typical" speech impairment. According to authors like Canter (1) and Sarno (7) the rate of speech may be either fast or slow. In a previous study one of the authors of this paper found, in a sample of 81 patients with Parkinson's disease, $38 \%$ with a rapid speech rate, 5 \% with a slow one and the others with a normal rate
8). When, in place of clinical data, the effect of a stimulation of the thalamus ventro-lateral nucleus (in the course of stereotaxic operation for parkinsonism) is considered ; this was not always identical, both speech arrests and speech acceleration might be observed (5). The purpose of the present study was to examine, using measurement of phonation and pause time, whether or not patients with speech disorders related to Parkinson's disease were homogeneous. In addition, the same method was used to characterize speech rate in another group of patients with a symptomatology close to that of Parkinson patients, i.e. Progressive Supranuclear Palsy.

## 1. MATERIAL AND METHODS

1.1. Subjects
groups of French speaking male subjects entered the study : $1 / 22$ patients with idiopathic Parkinson's disease (PD) who had never received L-Dopa therapy (or other specific treatment) with an age range of 50 to 79 (mean $=63 \mathrm{SD}=$ 8) - 18 of the 22 patients belonged to the sample from which a perceptive description of speech was reported in a previous paper (8) ; 2/ 7 patients with typical features of Progressive Supranuclea Palsy (PSP), and especially no effect of LPSP), and especially no effect
-Dopa, aged between 50 and 72 L-Dopa, aged between 50 and 72
(mean $=61$ years 4 months, $S D=5$ (mean $=61$ years 4 months, $S D=5$
years 1 month), and $3 / 10$ controls, years 1 month), and $3 / 10$ controls, 59, $S D=4$ ).
All subjects were at a cognitive and educational level which allowed
reading without problem, except of a motor origin.
1.2. Material

The subjects were asked to read a list of words printed in a column on a sheet. This material was part of a more extended protocol including sentence reading, words repetition, automatic speech (numbers, months) and self-formulated speech. Speech was recorded in a sound-proof room, at the same time as an electroglottogram, using a two-channel tape recorder (REVOX A77).
1.3. Analysis of temporal patterns Digital conversion of speech signal was performed at a sampling rate of 2 KHz Measurements were made from the integrated acoustic signal by a single operator (for all measures) using a mouse to determine the word limits on the screen. The time data were stored and further statistics obtained from the file. Statistical comparisons between groups (Student $t$ test) were obtained for the following measures : total duration of the reading of the words list (TD) total word time (TWT), total pause time (TPT), ratio TWT/TD, mean of pause duration (MPT), standarddeviation of pause duration (SDPT), variation coefficient (VC = SDPT/ MPT) .
2. RESULTS
2.1. Comparison between Parkinson's patients and controls
The comparison of the group means comparison showed significantly shorter mean for total phonation time (TWT-t $=2.53 ; \mathrm{fd}=30$; p<.05). The only other significant difference was for VC, i.e., on an average, a higher VC in the PD group than in controls (VC-t $=$ $-2.46 ; \mathrm{fd}=30 ; \mathrm{p}<.05$ ). There was actually a great heterogeneity in the pause duration of a given patient which was independent of the pauses duration as a whole (CV corresponded to the ratio $\mathrm{SD} /$ mean). It was striking that for all other measures the mean was close to PD and controls, but in the first group the range was very wide showing that there was an important
variability in patients speech behavior.
2.2. Comparison between PSP patients and controls
The heterogeneity in patients pause duration for a single subject was confirmed in this group. When com pared with controls SDPT and VC were, on the average, greater (SDPT-t $=-3.38$; fd $=16$; p<.01. VC-t $=-3.84 ; \mathrm{fd}=16 ; \mathrm{p}<.01$ ). Total word duration mean was shorter than in controls, but no significant difference was shown (note the PSP group small size). As noted for PD patients, speech behavior was different among patients with a higher variance than in controls.
2.3. Comparison between PD and PSP patients No significant differences could be shown except for a higher SPDT in PSP than in PD patients (SDPT-t $=$ $-2.60 ; \mathrm{fd}=27$; p (.05) .
3. DISCUSSION
3.1. The data obtained in speech rate analysis in 2 groups of patients with basal ganglia dysfunction demonstrated a wide range in all parameters describing speech rate from very slow to very fast. Such a high variance in a group of patients is in agreement with data obtained in studies where selfformulated speech was juged by listeners ( $4,7,8$ ). As far as the total pause duration (TPT) and mean pause duration (MPT) were concer ned, the range was almost equally distributed on both sides of a mean not very different from that of controls. But for word duration (TWT) the duration was on the average shorter than in controls. One explanation for this might be that, conversely to pauses, words could not be lengthened beyond a certain limit. The words shortening which is obvious in at least part of the patients is not in agreement with Grewel's description (4) ; the shortening of phonation time (associated with an opposite pause lengthening) in PD patients who benefited of L-Dopa therapy (6) had seemed also to indicate that
the neurotransmitter defect led to slowing of word articulation. In any case, the differences between patients for speech rate needs to be explained. Further research should test the possible relationship between the type of speech impairment and the clinical, biological and neuroanatomical features. Rough significant correla tions has been described between the severity of speech impairment and that of other neurological symptoms in PD patients (8).
3.2. The only specific disturbance that differentiated patients from controls when means comparisons were computed was the intrasubject heterogeneity of pause duration (higher VC). Recalculating variation coefficient from Mawdsley and Gamsu's data on pauses between digits, in a counting task, it appeared that after L-Dopa therapy the pause variation coefficient df $=19$; $p<01$ ) The (tect rurot ; p<ith . The de tot reversible effect on the pause duration variance (in a same patient). In tasks involving a periodicity it seems that nigrostriatal structures are necessary for the regularity of the rhythm.
3.3. Patients with PSP demonstrated the same intersubject variability as $P D$ patients, and the same, even at a higher level, intrasubject pause variability

## 4. CONCLUSION

There is a need for further research taking into consideration speech rate and rhythm characteris reading of sentences or paragraph repetition of 'words or sentences, spontaneous speech.
A first practical conclusion may be that any research on control of speech movements, of articulation or of prosody must be performed using either a sufficient number of subjects, or groups of patients defined on precise criteria (especial ly concerning speech rate and rhythm). A given medical diagnosis does not imply a single speech modification.


Total phonation time (TWT) - Filled bars represent controls, stripped bars PD patients and clear bars PSP patients. Figures on X -axis correspond to the lower limit of each five classes of the histogram, on Y-axis they correspond $t$


Fig. 2
Total pause time (TPT) - Same definition as in Figure
 Fig. 3
Pauses variation coefficient (VC) Same definition as in Figure 1

Duration measurement (in second) duratiofitions and comments in the text

|  | PD <br> $\mathrm{n}=22$ | PSP <br> $\mathrm{n}=7$ | CONT <br> $\mathrm{n}=10$ |
| :--- | :---: | :---: | :---: |
| TD | m | 12,11 | 12,98 |
| $\sigma$ | 4,18 | 12,74 |  |
| 4,54 | 2,00 |  |  |
| TWT | 7,27 | 7,13 | 8,32 |
|  | 1,21 | 1,49 | 0,76 |
| TPT | 4,84 | 5,85 | 4,43 |
|  | 3,32 | 3,95 | 1,66 |
| TWT/TD | 0,64 | 0,61 | 0,66 |
|  | 0,15 | 0,20 | 0,08 |
| MPT | 0,44 | 0,53 | 0,40 |
|  | 0,30 | 0,36 | 0,15 |
| SDPT | 0,25 | 0,54 | 0,15 |
|  | 0,19 | 0,38 | 0,06 |
| VC | 0,79 | 0,98 | 0,42 |
|  | 0,45 | 0,21 | 0,18 |
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## DURATIONAL PATTERNS

## in The speech of finnish aphasics

## Pirkko Kukkonen

Department of General Linguistics<br>University of Helsinki, Finland

## ABSTRACT

In this study, consonant and vowel durations were compared in normal and aphasic speech. Some aphasic speakers produced longer sounds than normal. The durations in aphasic speech were more variable than in normal speech, but on the average, the aphasics were able to produce the length opposition. For vowels, the increase in variation seemed to depend on intrinsic factors, whereas for consonants also the effects of surrounding sounds had to be considered. The implications of these findings to speech production models were discussed.

## 1. THE RESEARCH QUESTIONS

The present study addresses questions of timing and the neurophysiological programming of speech. There should not be any differences in the durational patterns due to aerodynamic factors between normal and aphasic speech, whereas different types of deviations should appear in the patterns due to neuromuscular constraints in aphasic speech.
The questions addressed in the present study were whether or not the aphasics were able to produce the length opposition, whether or not they produced longer sounds than normal, and whether or not the durations in aphasic speech were more variable than in normal speech. Factors contributing to the variation for durations were discussed.

## 2. MATERIAL AND METHODS

The acoustically analyzed words were elicited in a repetition test presented 10 eleven aphasic speakers and four agematched control subjects. The aphasic speakers were accepted on a first come, first served basis. All the subjects were male, right-handed native speakers of Finnish. The etiology of aphasia and the lesion localization varied, and the time post onset of aphasia was between 1,5 months and 12 years. Detailed backgound information is presented in Kukkonen [1]. The present study is based on case descriptions, and symptom dissociations are searched for.

The phonetic composition of the rest iterns was systematically alternated. The duration of the eight Finnish vowel phonemes in the first syllable was determined, as well as the duration of word-initial and wordmedial consonants /ptksln/. For wordinitial stops, the voice-onset-time was measured. In Finnish there is a phonological length opposition for word-medial vowels and consonants. The items were isolated words, and the analysis was based only on correct repetitions.
3. RESULTS
3.1 First-Syllable Vowels
3.1.1 Length Opposition

The means for short and long vowels were clearly different, and a figure obtained by dividing the duration of a long vowel phoneme by the duration
of the corresponding short vowel phoneme was approximately the same for both the control subjects and the aphasic speakers. The comparisons revealed two subjects whose vowels were on the average longer than normal (Subjects 4 and 14). This lengthening came into surface in a similar manner in all the vowels, and no differences were observed between, for example, closed and open vowels, or labial and illabial vowels.
The realization of the length opposition was further characterized by comparing the duration of the shorest long vowel with the longest short vowel for each speaker and each vowel phoneme. In the control data, there was always a "margin" between the short and long vowels. On the average, the duration of the margin was $61-85 \mathrm{~ms}$ for the control subjects. One of the aphasic speakers did not differ from the comparison group. For the other aphasic subjects, there was no margin between the short and the long vowels. The deviations were most notable for Subjects 6 and 11.

It was the easiest to produce the length opposition for vowel $/ x /$, and it was the most difficult to produce the opposition for vowels $/ \mathrm{y} /$ and /u/. These closed labial vowels are usually produced with lip protrusion in Finnish. Some differences were noted between the aphasic speakers, but there were not enough data to establish which of these differences were significant.

The deviations observed in the realization of length opposition were correlated with the increase in the amount of variation for vowel durations. All the subjects were obviously aiming at the correct phonological target phonemes.
3.1.2 Variation for Vowel Duration In order to compare the amount of variation in the subjects' speech, the coefficient of variation was determined for each vowel. Furthermore, the means for these coefficients was
calculated. As the variance for durations depends on the length of the segment--the longer the segment, the higher the variance-the present analysis was based on the logarithm of the vowel duration. For most of the aphasics, the c.v. was higher than for the control subjects. There were two aphasics (Subjects 9 and 11) with a remarkably high c.v.

### 3.1.3 Factors Behind the Increased Variation

It was expected that the vowels should be shorter between two stops than between two sibilants [3]. Different word structures were treated separately. First, the duration of the vowels occurring between two stops was compared with the duration of the vowels located between two sibilants (or between a stop and a sibilant). The effects of the surrounding consonants came mostly out as predicted, and the effects were similar for both the controls and the aphasic speakers. A comparison of word pairs (e.g. teettex and seestyy) also supported the conclusion: there are no apparent differences between the controls and the aphasics in how the surrounding conscnants affected the vowel duration.

The effects of word structure and word length were difficult to tell apart because the shorter words were of a different word structure than the longer words. This analysis did not reveal differences between the aphasics and he controls: the differences between the word structures were equally clear for all the speakers.
When discussing intrinsic duration, the different articulatory components should be compared. Ladefoged \& al. [2] propose that vowel production is accounted for by three components: a posterior constriction, an anterior constriction, and a labial constriction. For all the subjects, and especially for the aphasics, the difference between short and long /a/ (/a/ requirs the least constriction of the Finnish vowels) was usually rather long. There were no clearcut differences such that
some patients would fail with posterior tongue movements and others with anterior tongue movements. However, one aphasic subject seemed to find it more difficult to control vowel length for labial vowels than for illabial vowels. We could assume that both the execution of the constrictive movements and the coordination of these movements may lie behind the observed deviations. The vowel centralization observed for one of the aphasics supports the conclusion that it may be the reduction in muscular movements that lies behind the observed deviations $[1,5]$.

### 3.2 Word-Initial Consonants

The voice-onset-time of the wordinitial stops and the segment duration of other consonants were measured.

The duration of VOT depended on the stop's place of articulation. The VOT was the shortest for $/ \mathrm{p} /$, and the longest for $/ \mathrm{k} /$. In this respect, there was some variation between the subjects, but no differences between the controls and the aphasics were observed. The effects of the following vowel and of the word structure were analyzed but no effects were found.

In aphasic speech, the VOT was never lengthened, whereas the wordinitial consonants tended to be longer than normal in the speech of certain (nonfluent) aphasics. Especially for the nonfluent aphasics, the VOT was shorter than normal. Thus, there may be a reciprocal relationship between stop closure and VOT [4].

### 3.3 Word-Medial Consonants

### 3.3.1 Length Opposition

In the comparison data, there was a "margin" between the longest single consonants and the shortest geminate consonants. The exact duration of this margin varied depending on the speaker and the consonant in question. On the average, the margin was the shortest for $/ \mathrm{n} /(45 \mathrm{~ms}$ ) and for other resonant consonants, and the longest for $/ \mathrm{s}$ / ( 118 ms ). Three out of four control subjects produced long
margins, whereas one control subject produced margins that were often remarkably shorter than the average margins in the control data.
Most of the aphasic speakers also produced a margin between the longest single consonants and the shortest geminate consonants, but this margin was on the average shorter than in the control data. For two of the aphasic speakers, there was overlap between the duration of single and geminate consonants. For these speakers the coefficient of variation for consonant duration was remarkably higher than normal.
3.3.2 Increase in Variation for Consonant Durations
The variation for durations of the word-medial consonants was characterized by the coefficient of variation. In order to be able to reliably compare consonants of differ:nt length, the analysis was based on the logarithm of the duration. As compared to the control subjects, mos aphasic speakers showed some increase in the amount of variation for consonant duration, and for two speakers the c.v. was remarkably high. These were the same subjects for whom there was overlap between the duration of single and geminate consonants.

### 3.3.3 Factors Behind the Increase in Variation

According to Lehtonen [3], the consonants are longer after labial vowels than after illabial vowels. The effect of labiality was very weak in the present data, and a statistical analysis did not support Lehtonen's conclusion.

The word-medial consonant preceeded by a short vowel is longer than a consonant preceeded by a long vowel [3]. For the control subjects, the above rule was true in general. There was some tendency for stops /pk/ to obey the rule more ofien than for the other consonants. One of the aphasics (Subject 8) produced longer consonants
after long vowels than after shor vowels.

Voiceless plosives are the longest consonants, followed by fricatives and resonant consonants [3]. When different places of articulation are compared, labial consonants are on the average longer than dental and velar consonants [3].
In the present data, the manner of articulation had a stronger effect on consonant duration than place of articulation. For most of the speakers, resonants were on the average shorter than obstruents. For the control subjects, all the short consonants were shorter than the long consonants. For two of the nonfluent aphasic speakers, the geminate resonants were shorter than single obstruents.

The sibilant requires more sophisticated motor control than other consonants. In the present data, single stops were on the average longer than $/ \mathrm{s} /$, but the geminate /ss/ was often longer than geminate stops.

The comparison of different places of articulation (whether or not the labial sounds are longer than dental and velar sounds) did not give systematic results. One speaker had very long OFTs in the word medial position. His speech was not, however, distorted.

## 4. DISCUSSION

The length opposition was preserved in aphasic speech albeit some aphasics experienced difficulties with controlling the duration and therefore occasionally violated the length opposition.

Voice-onset-time is among the variables affected by aerodynamic factors. The duration of VOT seemed to be conditioned by the duration of the occlusion of the stop-the subjects with considerable consonant lengthening produced short voice-onsettimes.

The present data gave only some hints to the processes between the selection of the phonological target and the aerodynamic processes. Lengthening was similar for both
consonants and vowels, and the word structure did not have an effect on it. For vowels, the increase in variation for durations was not explained by the surrounding sounds or by word structure. Rather, there was some evidence for differing effects of the articulatory components of vowel production. For consonants, not only intrinsic factors but also for example the duration of the preceeding vowel should be considered.

Further evidence for different components of the ariculation process was reported by Kukkonen [1] in connection with the different error types (some patients deleted wordinitial consonants, some distorted them, and still others commited substitution errors that were not distortions).
The results point out that a comparison of acoustic properties of normal and deviant speech is a promising testing ground for theories of normal speech production. The findings will also have implications for the clinical classification of aphasics
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HEARING-IMPAIRED AND NORMAL-HEARING ADULTS' USE OF LOW-FREQUENCY CUES TO INITIAL FRICATIVE VOICING
L. Holden-Pitt, S. Revoile, and J. Pickett

Gallaudet University, Washington, D.C.

## 1. ABSTRACT

The contribution of various acoustic components to the perception of voicing in syllable-initial / $\mathrm{f}, \mathbf{s}, \mathrm{v}, \mathrm{z}$ / was investigated for hearingimpaired and normal-hearing listeners. Syllable-segment deletion and high-pass filtering were employed to eliminate potential voicing cues. Relative to the normal-hearing, the hearing-impaired group's voicing perception was more dependent upon low-frequency cues in the frication. For /vad/ and $/ \mathrm{z}_{\wedge} d /$, with the frication segments deleted, above-chance fricative voicing perception, particularly by the normal-hearing, signified the existence of cues in the vowel stem.

## 2. INTRODUCTION

Perception of consonant voicing is often troublesome for persons with severe to profound hearing impairments, especially since this distinction is not easily conveyed through lip reading. During the past decade, some of our research efforts have involved the employment of various acoustic-signal enhancements to improve hearing-impaired persons' perception of spoken consonants. However, preliminary to the development of such enhancements, we must discover which acoustic elements in the speech signal can elicit particular consonant-feature distinctions.

This study examined the contribution of various acoustic
elements to the perception of voicing for the fricatives $/ \mathrm{f}, \mathrm{s}, \mathrm{v}, \mathrm{z}$ / in the syllable-initial position of naturallyspoken /Cad/. We made controlled alterations to syllable acousticsegments suspected to characterize voiced, that is $/ \mathrm{v} /$ and $/ \mathrm{z} /$, versus voiceless, /f/ and /s/, fricatives. To determine the perceptual utility of syllable segments for cuing fricative voicing, systematic syllable-modifications were performed to either eliminate or place in competition various components of the acoustic signal.

## 3. METHOD

### 3.1. Stimuli

The core set of stimuli consisted of 10 utterances each of /f $\wedge$ d/, /sad/, /vad/, and /zad/, spoken citation-style by an adult male. Consonant-vowel boundaries for the utterances were established from the digitized waveform displays, guided by syllable segmentation criteria described in Revoile et al. [2]. Temporal and spectral measurements were made for the utterances' fricative and vowel segments, to enable examination of acoustic characteristics differing between voicing cognate syllables. Inspection of these attributes targeted the presence of a low-frequency component in the frications, and the vowel onset transitions as the most apparent indicators of acoustic difference between the voicing cognates. Thus, our syllable modifications were designed to examine the relative importance of these
low-frequency components (i.e., potential voicing cues) by isolating or removing these elements, and by placing them in direct competition.

Fig. 1. Schematics of /f^d/ and $/ \mathrm{v} \wedge \mathrm{d} /$ stimuli per test condition.


From the 40 unmodified utterances, conditions of syllablealteration (Figure 1) were prepared by computer manipulation of the waveform segments. The unmodified (panel a) utterances formed the basis for development of the other conditions. The rounded upper-left edge of the vowel symbol following the voiced frication in /vad/signifies the presence of characteristic vowel-onset transitions. In the condition of filtered frication (panel b), the frication segments were highpass filtered ( 1 kHz cutoff), as indicated in Figure 1 by the clear lower region in the frications. The 1 kHz filter cutoff was selected to eliminate the low-frequency spectral information present predominantly in the voiced frications. The next condition, switched frication (panel c), involves the exchange of frication segments between the voiceless and the voiced initial-fricative syllables. Between panels (a) and (c), note that the frication from the unmodified /v^d/ -- represented by the cross-hatching -- has been appended to the vowel stem of the original /f $\wedge d /$, and vice versa. This
alteration was intended to produce competition between voicing cues residing in the frication and those in the vowel stem. In panel (d), switched/filtered frication is a combination of the high-pass filtering and the switching of frications, carried out to examine whether the cue-competition effect expected with the switched frication stimuli would be nullified. Stimuli for a final condition, frication deleted (not shown in Figure 1), were developed by omitting the frications from the unmodified stimuli. This condition was intended to gauge the sufficiency of fricative-voicing cues remaining in the vowels.
3.2. Procedure

The 40 utterances in each condition were randomly presented in single-interval identification trials. Listeners' responses were limited to "FUD", "SUD", "VUD", or "ZUD". No feedback of correct response was provided. Stimuli were presented to each hearing-impaired subject's better ear at listener-determined most comfortable listening levels (MCL), using the procedure described in Revoile et al. [1]. Normalhearing listeners were presented the stimuli at 73 dB SPL. At least five 40-syllable blocks per condition were tested per listener. Tests were administered in random order throughout 24 one-hour listening sessions.
3.3. Subjects

Twenty-two hearing-impaired and 10 normal-hearing young adults from Gallaudet University participated as paid listeners. The hearing-impaired listeners had tone-threshold averages ranging from 34 to 82 dB HL , with a median of 54 dB . Pure-tone threshold contours for these subjects were classified as either flat ( $\mathrm{n}=8$ ) or sloping ( $n=14$ ). All subjects attained at least $70 \%$ correct fricative voicing recognition for the unmodified test utterances.
4. RESULTS AND DISCUSSION Percent correct voicing scores were calculated separately for the voiced, and the voiceless, initialfricative syllables -- place of articulation errors disregarded. Mean voicing scores per listener were calculated for each test condition, arcsin transformed, then submitted to a repeated-measures ANOVA. Tukey's hsd was used for pairwise comparisons of condition means. A criterion alpha level of .05 was used for all tests of statistical significance. Interactions of listener group, fricative voicing, and test condition dictated that analyses be conducted separately within each listener group for the voiced and for the voiceless initialfricative syllables.
4.1. Voiced Fricatives

Figure 2 shows percent "voiced fricative" responses for the /vad/ and /zad/ syllables. Fricative voicing recognition for the unmodified utterances approached $100 \%$ for the normal-hearing and the hearingimpaired listeners. While the pattern of response across test conditions was generally similar for the two listener-groups, magnitudes of the modification effects did differ between groups. Also, the hearingimpaired group's average standard deviation per condition (7\%) was greater than the $2 \%$ seen for the normal-hearing -- evidence of greater intra-group performance variability among the hearingimpaired listeners.

The effect of filtering the frications' low frequencies can be observed by comparing voicing perception in the filtered frication condition with that for the unmodified utterances. While the normalhearing group showed virtually no reduction in fricative voicing perception for the filtered stimuli, the hearing-impaired group's mean fric-
ative voicing score of $69 \%$ represents a significant effect from the filtering. The importance of the frications' low frequencies to voicing perception is also exemplified by the similarity in the hearing-impaired group's performance for the conditions of filtered frication versus frication deleted. The $4 \%$ differential indicates that acoustic elements remaining in the frications after filtering did not contribute significantly to fricative voicing perception.

Fig. 2. Perception of VOICED fricatives by the normal- (black bars) and impaired- (clear bars) hearers.


Results from the switched frication condition show for both listener groups that appending the voiceless frications to the vowel stems from /vad/ and/zad/greatly reduced the perception of voicedness. The nor-mal-hearing group's identification of these hybrid stimuli as voiced in only $9 \%$ of the cases represents a nearcomplete domination of the voicing cues in the voiceless frication over the cues to voicedness in the vowel stem. For the hearing-impaired group, the perceptual decline of voicedness from the $92 \%$ in the unmodified condition to the $39 \%$ in the switched frication condition again shows that these concatenations of voiceless frications to vowel stems from voiced fricative syllables are identified /fad/ and/s^d/ -- the appended frications dictating the perceived voicing value. Filtering the switched frications produced no
significant recovery from the perceptual domination of the frication segments for either group, as apparent from the increases of no more than $13 \%$ in fricative voicing scores for switched/filtered frication over the switched frication.

Finally, relative to perception for the unmodified stimuli, deletion of the frications significantly reduced voicing scores, though fricative voicing identification remained above-chance for both listener groups. This good voicing recognition in the absence of the $/ \mathrm{v} /$ or $/ \mathrm{z} /$ frications supports the utility of vowel stem characteristics for cuing fricative voicing.
4.2. Voiceless Fricatives

Figure 3 displays results for perception of the/f^d/and/s Ad/ syllables. Mean scores for the unmodified condition are $90 \%$ or better for both listener groups. The effect from high-pass filtering the voiceless frications was negligible, as relatively little spectral content existed in the lower spectral region of these voiceless fricatives.

Fig. 3. Perception of VOICELESS fricatives by the normal- (black bars) and impaired- (clear bars) hearers.


The switched frication condition again produced a dramatic reversal in fricative voicing perception, now with voiced frications appended to the vowel stems of / $\mathrm{f} \wedge \mathrm{d} /$ and $/ \mathrm{s} \wedge \mathrm{d} /$. Neither normal-hearing nor hearingimpaired listeners provided many
"fud" or "sud" responses to these stimuli. Thus, fricative voicing cues in the vowel stem again proved no match for those in the frication. For the hearing-impaired group, filtering low frequencies from the switched voiced frications did produce a significant release from this voicing reversal effect. For the normalhearing group, higher-frequency components in the appended /v/ and /z/ frications were sufficient to sway listener responses toward voiced fricatives. Deletion of the /f/ and $/ \mathrm{s}$ / frications produced a significant decline in fricative voicing perception, when compared to performance for the unmodified utterances, though this reduction was more pronounced for the normal-hearing than the hearing-impaired group.

## 5. SUMMARY

The relative low-frequency energy in the frications of /vad/, /z^d/ versus /fad/, /s^d/ considerably influenced fricative voicing perception for the hearing-impaired listeners. When placed in competition, cues in the frication dominated those in the vowel stem, for prompting fricative voicing. However, in the absence of the frication segments, cues in the vowel stem were capable of eliciting voiced fricative percepts, particularly for normal-hearing listeners.
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At the light of what has up to now been said, it is possible to identify a speech sound as faulty only on the basis of the acoustic analysis of the signal. If we skip this step, observing directly the articulatory movements, at the most we will be able, thanks to sophisticate technologies, to reconstruct point by point the mechanism of the individual parts of the speech apparatus, but we will not be able to establish for certain whether such an articulatory mechanism affects the distinctive or the redundant components of the signal. Furthermore it must be borne in mind that the techniques employed nowadays can cause an emotional stress to the speaker that affects negatively the spontaneity of the utterance. This happens because they may be either tissue invasive owing to theattachment of lead pellets, of artificial palates, of electrodes and so on, or biologically unsafe because of radiation exposure.

## 2. METHOD

From the foregoing, it seems to us that we should start from the acoustic analysis of the signal, which allows to identify faulty sounds as well as to infer the incorrect articulatory movements that produced them. Many are the possibilities given by this method of analysis. In fact on a broad band spectrogram it is possible to deduce the behaviour of the vocal folds from the number and periodicity of the vertical striations and, consequently, to notice the presence of possible anomalies of the glottal pulse. Shiftings on the $y$-axis of the formants reflect the movements of the articulators and the shapes assumed bythe supralaryngeal cavities. Formant frequencies are broad bands of energy represented on the spectrogram by clearly marked darkness areas. According to the different contextual situa-
tions, every speech sound has a particular formant pattern : any modification reflects an anomalous posture of articulators involving a change in place and manner of articulation. Nasality is represented on the spectrogram by a loss of energy expecially at the level of the second formant as well as in appearance of one ortwo extraformants in the low region of frequencies. So the spectrographic analysis allows us to say whether an oral articulation has been realized with an incomplete closure of the velopharyngeal port.

## 3. MATERIAL

A list of about one hundred meaningful Italian words has been prepared, where dental articulations [ tdszrlnts \& ] occurred in all phonological contexts. Also bilabials [ p b m ], labiodentals [ $f v$ ], palatals [ $f \delta \dot{\phi} \mathrm{~K} \mathrm{n}$ ] and velars [ kg ] have been considered.

The list has been read in a silent room by thirty six speakers differently aged (7-9,12-14, 17-19years) selected by a clinical test from a total of 228 students. Nine of them were normoccluded subjects and twenty seven represented of the different classes of malocclusion (Class I, Class II, Class iII). A structured questionnaire was used to obtain information about age, history of previous speech therapy and orthodontic therapy. All selected subjects had not received any treatment and all of them had normal hearing.
For this research a Nagra IV S recorder, a DSP Sona-Graph 5500 Kay and a computer HP Vectra have been employed. Of each word the broad band spectrogram (from 0 to 8 KHz ) and the tracings of Fo, intensity and waveform have been obtained.

## 4. RESULTS

Subjects without any anomaly have been found in all categories. Table I summarizes the speech anomalies of

TABLE I. Types of articulatory disorders in speech acoustically dlagnosed among normoccluded and maloccluded subjects.

| SPEECH | D I | $S \quad \mathbf{R}$ | $D \quad E$ | R S |
| :---: | :---: | :---: | :---: | :---: |
| SOUNDS | NORMOCCLUDED subjects |  cIA日 $=1$ | $\begin{cases}U D E D & 0 \\ C L A E & 1 X\end{cases}$ | $\begin{gathered} \text { cuecti } \\ \text { chate rify } \end{gathered}$ |
| ${ }_{\text {dental }}$ didop | retroflex fricative |  | fricarive | cricarive |
| dental fricative <br> [a] [z] | paleral |  |  |  |
| dental $\left.\frac{1}{}\right]^{\text {trill }}$ | leveral milt |  | fricotive | fricative |
| dental ${ }_{\text {dateral }}$ | 1ateral trill |  | İteral fricative |  |
| (labiodental |  |  | bilabial stop |  |
|  | denial |  |  |  |
|  |  |  |  | palatal stop |
| velar tiop | fricative |  | fricative | fricizive |
| oral sounde |  |  |  |  |
| voiced sounde |  | irresular miotel |  |  |

normoccluded and maloccluded subjects. As we can see, most anomalies occur with dental articulations, but anomalies in velar stops, nasality and glottal pulses have been also noticed.

Figs. 1-4 show the spectrograms relative to the voices of normoccluded and maloccluded subjects.

The spectrogram of the word sodo (Fig. 1) uttered by a nornoccluded subject points out two different anomalies, regarding the fricative [ $s$ ] and the stop [d]. The first one has a dental place of articulation because of a very strong
signal starting from 6 kHz . In fact the acoustical signal of a dental fricative shows the highest frequencies and in this case we can see that the signal is cut at the upper edge of the spectrogram. In the meantime we can notice the presence of a strong signal between 3.5 KHz and 4.5 KHz due to a narrowing of the channel at the hard palate. So we can conclude that it is a palatalized dental fricative. As far as the stop is concerned we can say that it is a retroflex, because of an abrupt falling down of F3 and F4 of the adja-
 ward studio


cent vowels.
The spectrogram of the word studio (Fig. 2) uttered by a Class I maloccluded subject shows two anomalies, one relative to [ $s$ ] having the same characteristics already seen in Fig. 1 and the other concerning the whole word, which is completely nasalized, as the presence of an extra formantat 2.5 KHz shows.
The spectrogram of the word avviso (Fig. 3) uttered by a Class II maloccluded subject, shows that [ $v$ ] has been uttered as a stop (absence of signal followed by burst of noise), bilabial because of the F2 deviations of the adjacent vowels and voiced because of the periodical striations. Furthermore [ s] shows in addition of the fricative signal, a whistled pure tone at about 4.5 KHz .

In the spectrogram of the word foglia (Fig. 4) uttered by a Class III maloccluded subject, both the absence of signal and F2 deviations show that [ $K$ ] is uttered as a voiced palatal stop [ f ].

## 5. CONCLUSIONS

The data gathered in this experimental research point out that a direct relationship between different classes of malocclusions and speech errors does not exist. In fact the same speech sounds can give rise to different kinds
of errors, aside from the kind of dental occlusion of the subject. [ s ] for instance is realized as palatal by a normoccluded subject, as either labiodental or whistled fricative by two Class II maloc cluded subjects. Dental trill [ $r$ ] is realized as a lateral trill by a normoccluded subject, as either fricative or retroflex trill, by two Class II maloccluded subjects.

As regards the different kinds of speech errors our results seem to suggest that fricatives tend to be realized at anomalous places of articulation; stops tend to be realized as affricates or fricatives; laterals and trills tend to be realized as fricatives. Moreover we have to say that the speaker's sex and age do not have any infuence on the occurrence of the different kinds of speech errors.
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## ABSTRACT

The speech of eleven prelingually and profoundly deaf children, educated by sign-language, was videorecorded and was given a narrow phonetic transcription. The phonetic inventory of consonants used by the children in initial, medial and final word-positions was established. Analyses were also made to see what systematic deviations occurred for the speech sounds that the children could articulate correctly. The intention was also to get an opinion of average phonetic and phonological competence of this group of prelingually profoundly deaf children, with pure tone averages between $90-108 \mathrm{~dB}$ at $.5,1$ and 2 kHz .

## 1. INTRODUCTION

Prelingually deaf children do not acquire speech spontaneously. They have to earn oral speech through visual information mainly and to rely on orosensorymotor control in maintaining speech movements. As the deaf child does not have any acoustic speech target to compare his own production with, his speech will be characterised by specific deviations and substitutions due to input limitations in speech perception such as auditory limitations and limited visibility of phonetic features and impacts of orthography and insufficient physiological control.

Despite the fact that prelingually deaf children have difficulties in producing normally articulated and auditorily acceptable speech some studies have reported that they can develop a phonological system through the limited information available, [2], [4], [5], [6], [8]. However, these systems will differ in some respects to those of normally hearing children.

Through a phonological assessment it can be deternined to which extent an inadequate phonological system is obscured by phonetic deviations and the systematic deviant patterns can be identified. A detailed phonetic transcription that describes the phonetic inventory and its application in different word positions, should form the basis of the phonological assessment.

In a study by Öster [6], it was shown that a deviant pronunciation in fact was an attempt to express a speech sound contrast. A child made a contrast be tween voiced and unvoiced bilabial stops but not through voicing. Instead the contrast was expressed by lip-protrusion in initial position and by the insertion of a neutral vowel in final positions. The training was then directed towards changing this inadequate way of ex pressing voicing contrast to improve the intelligibility of the child's speech.

A traditionally phonetic analysis describes the quality of a child's articulation of various speech sounds with no reference to their distinctive function in spoken language. Often distortions, substitutions and omissions are listed that show what the child is not capable of articulating. The sounds that the child articulates correctly are disregarded. Even if a child knows how to articulate a speech sound correctly, this does no imply that the usage is correct in his spoken language. Through a phonologi cal assessment, on the other hand, it is possible to study systematic deviations in spoken language, of those speech sounds, which a child has shown to be capable of articulating. If these system atic deviations can be explained by limited phoneme perception in lip-reading impact of orthography or insufficient
physiological control valuable pedagogial information is obtained.

## 2. AIM OF THE STUDY

The intention was to investigate how phonetic deviations affect the phonohoical systems of deaf children. Asgents were made to establish which sesmen sounds most of the children could speech sounds mich of these sounds were articulate, which of these sounds were applied correctly in their speech and what the substitutions and other deviations looked like.

## 3. SUBJECTS, PROCEDURES AND SPEECH MATERIAL

Eleven prelingually deaf children, educated by sign-language, participated in the study. One child was eleven years of age, while the others ranged from four teen to seventeen years. Their pure ton cen we betwee $90-108 \mathrm{~dB}$ at .5 1 and 2 kHz . The intelligibility of their speech varied from very poor to very good.

The children read a list of familiar words provided with stimulus pictures. The word list contained all Swedish consonants, which occurred at least twice in initial, medial and final position, if phonotactically possible. The videorecorded speech was given a narrow phonetic transcription, using the symbols of IPA and some additional diacritics. Some of those which Bush, Edwards, Luckan Stoel, Macken and Petersen [1], Grunwell [3] and Roug, Landberg and Lundberg [7] have developed for the transcription of babbling and phonetic development in early infancy were used to transcribe those sounds in the speech of the deaf, which are not part of the IPA inventory. The phonetic inventory and phone distribution in the different word positions was established.

## 4. RESULT AND DISCUSSION

Figure 1 shows the number of children who at least once in the material, controlled the articulation of each Swedish consonant correctly. The figure also shows the number of children who made correct use of their articulation in initial medial and final word positions. In other words, the difference in heights between the two bars, representing each consonant, shows the number of children, who
made phonological substitutions or deviations in some position. A big difference indicates that this speech sound is difficult for a deaf child to control in this po sition, for example $/ \mathrm{s} /$. Five children could articulate that sound but no one controlled it in initial position, only thre on medial position and four in tinal position. The types of deviations or substitutions observed in various positions are shown in figure 2 , where it can be seen that a stop or fricatives produced at incorrect places of articulation were substituted for $1 \%$ in initial position.

The children controlled $70 \%$ of the Thation of Swedish consonants on the average but they could only make use of $43 \%$ of them in initial position, $50 \%$ in medial position and $50 \%$ in final position, which is shown in figure 1. This indicates a discrepancy between the hildren's phonetic and phonological ompetence Some speech sounds, howver are in correspondence like $/ t /$ in initial position, $/ \mathrm{p} /$ and $/ \mathrm{m} /$ in medial position and $/ \mathrm{y} /$ in final position.

The influence of the visibility of ar ticulation on speech acquisition of deaf children is obvious since those speech sounds that most of the children contro are the unvoiced bilabial and dental stop the unvoiced labiodental fricative and the lateral, which are all visually con trastive and easy to lip-read.

Figure 2 shows all deviant phone types in various positions of systematic deviations occurred for those speech sounds that the subjects could articulate correctly at least once in the speech material. Some of them probably represent different phonemes despite the phonetic similarity. For example, it can be asmed, despite the phonetic similarity to b], that a child could make contrasts etween $/ \mathrm{p} / \mathrm{/b} /$ and $/ \mathrm{m} /$ in initial posiion through lip-protrusion for $/ \mathrm{p} /$, de. oicing for $/ \mathrm{b} /$ and voicing for $/ \mathrm{m} /$. Anther child makes perhaps contrasts be ween $/ \mathrm{t} / \mathrm{/d} /$ and $/ \mathrm{n} /$ in final position, depite the phonetic similarity to [d], and through nasal air emission.

In Swedish /c/ can be spelled as $t j$, $k j, k$ or $c h$ and /S/ can be spelled as $s k$ sch, sj, skj and ch. The fact that two, and sometimes three, graphemes are pronounced as one sound is probably no obvious to some children. The impact of


[^5]orthography can to some extent explain the deviations found for $/ \mathrm{s} /$ and $/ \mathrm{c} /$.

The fact that $/ \mathrm{s} /, / \mathrm{f} /$ and $/ \mathrm{s} /$ are confused can also be due to incorrect physiological control. The cause can be that the air-flow is too weak and that the constriction is formed in an inaccurate way or produced at an inaccurate place.

|  | INITIAL | MEDIAL | FINAL |
| :---: | :---: | :---: | :---: |
| p | $\underset{\sim}{b}, \mathrm{~b}, \mathrm{~m}$ |  | $\stackrel{\text { p }}{ }$ |
| b | b,p | b | $\mathrm{b}_{0}, \mathrm{p}$ |
| m | b, b |  | ${ }^{m} \mathrm{~b}, \mathrm{~b}$ |
| $f$ | v | $\mathrm{v}, \mathrm{v}^{\mathrm{K}}$ | $v^{k}$ |
| v | ! | $\underset{\sim}{V},_{0}{ }^{\text {K }}$ | $\underset{0}{ },{ }_{0}{ }^{\mathbf{K}}$ |
| t |  | d | $\mathrm{d}^{7}$ |
| d | d, t, l | $\mathrm{t}, \mathrm{n}$ | $\mathrm{d}, \mathrm{g}, \mathrm{n}$ |
| n | d,d | d | d, d, $\widetilde{\mathrm{d}}^{\text {d }}$ |
| 1 | r,d, $\downarrow$ | $\eta$ | m |
| r | 1 | 1,4 | $1, \eta$ |
| s | ¢,t,d | c, $\int, \mathrm{t}$ | $¢, \mathrm{n}, \mathrm{J}$ |
| ¢ | k,t,tj,j,ts | N/A | N/A |
| j | ¢, s, $\phi, \mathrm{i}:$ | y, $\mathrm{n}, \mathrm{¢}$ | b, n, ¢, s |
| $\int$ | k,s,¢ | k,ç | k |
| k | 9 | $g, \mathrm{X}$ | g, ${ }_{\text {, }}, \phi$ |
| 9 | $\stackrel{\circ}{\mathrm{g}}, \mathrm{k}, \phi$ | $\stackrel{\text { g }}{ }$ | $\stackrel{\circ}{\mathrm{g}}$ |
| 〕 | N/A | nj |  |
| l | $\phi$ | N/A | N/A |

Figure 2. Systematic deviations in different word-positions for the speech sounds that the children could articulate at least once in the speech material.
NIA $=$ not applicable in this position For an explanation of the diacritics, see reference [1], [3] and [7].
5. FINAL REMARKS

To assess the speech of deaf children phonologically is extremely important since valuable pedagogical information about systematical phonological devia tions of speech sounds, which a child controls the articulation of, can be derived. By this means further development of deviant processes can be avoided during the speech acquisition of deaf children.
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## ABSTRACT

The production of articulate speech involves the complex spatiotemporal organization of articulatory gestures, resulting in characteristic timing patterns across speakers. Acoustic studies of ataxic dysarthria report lengthening of segments and increased mean syllable and utterance durations, but utterancelevel durational effects have been described infrequently. In this study, French-speaking ataxic dysarthric speakers failed to show final lengthening effects.

## 1. INTRODUCTION

This study comparing dysarthric and normal speech was undertaken in an initial attampt to explore the roles of different parts of the CNS in two utterance-level timing patterns: compensatory shortening and final lengthening. The term dysarthria refers generally to a group of speech disorders resulting from neurological damage or disease, and may be characterized by slow, weak, imprecise and/or uncoordinated movements of the speech musculature [9]. We chose to study dysarthric speech because traditional descriptions of the speech characteristics of most dysarthrias include disturbances of speaking rate [3]. We hope that by describing the speech timing patterns of individuals with known neurological pathologies we may improve our understanding of the contributions of specific neural mechanisms to speech timing patterns. This should allow us, eventually, to locate the origins of specific timing differences at motorexecution or higher levels [e.g., 2, 5]. Furthermore, since the existing clinical
descriptions of these disorders are sufficiently vague that the same descriptions are often used for patterns that are clearly distinguishable, an added benefit of these studies may be descriptions of timing patterns of the various dysarthrias that have diagnostic value. Since the cerebellum has been implicated in movement timing, and because there are few studies that attempt to relate empirical measures of dysarthric speech timing with perceptual judgments, we have begun with a study of ataxic dysarthric speakers--that is, speakers whose speech pathology arises from cerebellar pathology.

## 2. METHODS

The data were recorded at L'hôpital de la Salpetrière, in Paris. The subjects were eight native speakers of French, four ataxic dysarthric speakers, and four age-matched control speakers.
Two nonsense "target words," [pat] and [splat], were embedded in eight sentence frames. The target words occurred medially in four sentences and finally in four sentences. The sentences were of four lengths: $4-, 5-, 6-$, and 7 syllables. A native French speaker produced exemplars of each sentence. These were presented in two random orders, with two tokens of each sentence produced on each of two presentations, resulting in eight repetitions of each sentence by each subject. The sentences were produced without pauses, and all were intelligible. All stop closures were achieved, but some ataxic speakers distorted the /s/ frication. All target words were produced with an aspirated $\mathrm{n} /$ release by all subjects on all repetitions in both target positions. We
measured the durations of the $\mid \varepsilon /$ "C'est une (1-4 syllables) $\qquad$ and "C'est une $\qquad$ (1-4 syllables)" the (of 'splat'), the /p/ closure, the vocalic nucleus ( $/$ a/ in 'splat" and / $\alpha$ / in 'pat'), $/ t /$ closure, and $/ t /$ aspiration from the acoustic waveforms.

## 3. RESULTS

3.1 Overall Speaking Rate

For both subject groups, as the number of syllables per sentence increased, sentence duration increased; this is shown for "pat" target-word utterances in Figure 1, and was also found for "splat" target-word utterances. In this figure, it is also obvious that ataxics' sentences were longer than those of the control subjects. In one sense, at least, "then, the ataxic subjects' speech was "slower" than that of the control subjects, as reported in the literature [3]. To see if this "slowness" was distributed uniformly across a sentence, we examined durations of medially and finally positioned target words and their constituent segments.


Figure 1. Mean utterance duration (in ms ) for each subject and sentence. ' M indicates medial position target words ' $F$ ' final target words in sentences of 4 -$5-, 6-$, and 7 -syllables. Ataxic subjects data are connected with solid lines; control subjects' data are connected with dashed lines.

### 3.2 Final Lengthening

In accord with previously published data on Swedish and English [e.g., 4, 8] our control subjects produced significantly longer target words when they occurred in final than in medial position (see Fig. 2) for "pat" target-word data; ("splat" data are equivalent for both speaker groups). The final lengthening
effect, however, was not evenly distributed across the segments of the target words: the target-word vowels were about 25 ms longer for final-position targets (see Fig. 3 for "pat" data; "splat" data are equivalent for both speaker groups), while the corresponding /t/ closures were $75-100 \mathrm{~ms}$ longer (see Fig. 4 for "pat" data; "splat" data are equivalent for both speaker groups).


Figure 2. Mean target-word duration for ataxic ('A') and control (' $C$ ') subject groups, in 4-7 syllable-sentences. Filled bars represent durations of target words in medial position; striped bars, in final position.

The ataxic subjects, on the other hand, failed to differentiate the target-word durations as a function of sentence position. Indeed, in some comparisons the medial-position vowel was longer than the final-position vowel (Fig. 3), and the final lengthening so evident in the final $/ / /$ closures of the control subjects was absent in the speech of these dysarthric speakers (Fig. 4).


Figure 3. Mean target-word vowel nuclei durations for ataxic ("A") and control ("C") groups for 4-7 syllablesentences. Filled bars represent durations in medial target words; striped bars, in final target words.

In order to present a more general picture of position effects on segment duration, we have collapsed the data for each group across the sentences of different lengths (Fig. 5). Not surprisingly, neither group showed a difference in initial / $\varepsilon$ / duration as a function of target-word position. The control subjects, however, did show differences in all target-word segment durations as a function of target-word position, while the ataxic speakers showed differences only for the initial consonant $(/ \mathrm{p} /$ ) and final aspiration. In the parallel data for "splat," the controls subjects again showed positional effects for all targetword segments ( $p<.001$ ), while the ataxic subjects produced only the initial /s/ and final aspiration with greater length in final-position target words ( $\mathrm{p}<.05$ and $\mathrm{p}<.001$, respectively). The / p / no longer an initial segment, did not show durational differences as a function of target-word position.


Figure 4. Mean $/ t$-closure durations for ataxic ("A") and control ("C") groups in 4-7 syllable-sentences..

### 3.3 Compensatory Shortening

There was no correlation between the duration of $/ \varepsilon /$ and total utterance duration for the control or for the ataxic speakers. This is in contrast to an earlier study with a different group of Frenchspeaking subjects [1], in which such a correlation was found. It is possible that the syllable-timed structure of French is only minimally compatible with compensatory shortening.

## 4. DISCUSSION

Our results show that the ataxic speakers differed from the controls in at
least two ways: the total durations of their utterances were longer, and they failed to show final-lengthening effects. These differences can be attributed, whether directly or indirectly, to the cerebellar dysfunction. While the role of the cerebellum is incompletely understood, it is thought to be involved in coordinating the motor system. One hypothesis is that the cerebellum is involved in setting the initial parameters of the movement [7], perhaps by biasing muscle spindles; these parameters would be responsible for the effect of syllable position on segment duration observed


Figure 5. $/ \varepsilon /$, $/ \mathrm{p} /$ closure, $/ \mathrm{l} / \mathrm{l}, \mathrm{t} / \mathrm{closure}$, and final aspiration durations. Segments occurring in medial position are shown with filled bars; final, with striped bars $\left({ }^{*} \mathrm{p}<.05, * * \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001\right.$.)
in normal speakers. Thus, it has been suggested that the hypotonia of cerebellar ataxia results from reduced spindle biasing and leads to the associated slowing of movement [7]. In addition, one of the hallmarks of cerebellar disorders is difficulty terminating movements, a difficulty that may contribute to the longer segment durations of our ataxic speakers. It is unclear whether the increased segment
durations and absence of final lengthening are independent aspects of the timing disorder or reflections of disruption of a single underlying mechanism. Finally, the question remains as to whether the timing patterns observed in normal speakers patterns observed in normalt speakers' intentions to produce durational differences that may be perceptually important to listeners [6], or whether the durational differences are due to a physiological unwinding as the motor act unfolds.
Our failure to find compensatory shortening effects may result from the syllable-timed structure of French, which may be only minimally compatible with compensatory shortening. That is, the effect may be so small that a much larger sample may be necessary to reveal any effect, and this may explain the difference between these results and those of Bell-Berti and Chevrie-Muller [1].

## 5. SUMMARY

The utterances of our ataxic subjects were of substantially greater duration than those of our control subjects. In addition, final-lengthening effects were present in the speech of the control subjects (although they were not uniform across the segments of the target words), but were not seen in the speech of our ataxic subjects. Finally, we found no evidence of utterance-length effects in either the control or the ataxic subjects.
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## ABSTRACT

Within-subject comparisons of respiratory, laryngeal, and supralaryngeal kinematics of severe stutterers immediately before and after successful completion of intensive fluency therapy reveal that an increase in post-therapy fluency co-occurs with a number of spatial and temporal modifications within and among each of the three monitored speech systems. Some of the posttherapy modifications can be distinguished from therapy-directed clinical targets and are presumed to be natural requisites to perceptually fluent speech.

## 1. INTRODUCTION

It is well known that stutterers' respiratory, laryngeal, and supralaryngeal movements during moments of overt stuttering are radically different from those observed in normally fluent speakers. However, it is not clear whether stutterers' control of the speech mechanism is generally abnormal; that is, abnormal even during production of speech that is perceived as fluent. Clarification of this issue would have important clinical ramifications. Thus, we have undertaken a research program that seeks to resolve the following three questions: 1) are certain kinematic profiles associated with stutterers' perceptually fluent speech distinct from those of normally fluent speakers, and if they are different, 2) which aberrant kinematic profiles, if any, can be modified by speech therapy to become more like those of normally fluent speakers? In addition, 3) we seek to determine which post-therapy kinematic modifications are requisite to perceptual fluency, We report here the results of experiments that
focus on the third aim of this research program. The results demonstrate that not all of the kinematic modifications that are observed post-therapy are reflective of clinical instruction but rather are reflective of certain speech motor control strategies that are observed in normally fluent subjects.

## 2. PROCEDURES

Within-subject pre- and posttherapy kinematic comparisons of the respiratory system (using Respitrace inductive plethysmography), laryngeal system (using photoglottography), and supraiaryngeal system (using optoelectric tracking to monitor the movements of the lips and jaw) were made from eight stutterers immediately before and after completion of either one of two intensive fluency programs, and from four control subjects. Program 1, the Summer Residential Stuttering Clinic of Geneseo, New York, represents a Van Riperian type of program that primarily emphases speech rate control, and Program 2, the Communication Reconstruction Center's (CRC) of New York City version of the Precision Shaping Fluency Program (PFSP), represents a highly structured physiologically oriented program. The comparisons across different therapy programs are primarily motivated by our attempts to differentiate therapy induced kinematic modifications from kinematic modifications that are requisite to stutterers' increase in fluency. For example, kinematic modifications that occur in Program 2 subjects who show posttherapy increased fluency but not in equally successful Program 1 subjects could be considered requisite to the
achievement of Program 2 clinical target but not necessarily requisite to increased fluency. On the other hand, a kinematic modification that occurs in all successful subjects, including those who completed Program 1, which does not emphasize physiological clinical targets, could be considered a physiological requisite to increased fluency. All stutterers who took part in these experiments were diagnosed as severe or moderate pretherapy and as mild post-therapy. Kinematic measurements included traditional motor control indices, e.g. sequential ordering of articulator movements, and those that more directly address the achievement of the various clinical targets. Two paradigms were used: a variable-foreperiod simple reaction-time (RT) task and a paradigm that assesses relatively natural speech, the production of the phrase "he see CVC again" where "C" represents various stops and fricatives and "V" represents $/$ i, e/. Only fluent utterances, defined perceptually and physiologically, are discussed here.
3. RESULTS
3.1. Respiratory-Laryngeal Kinematics in Reaction-Time Tasks

In a related reaction-time study, we showed that quantitatively different respiratory and laryngeal behaviors underlie stuttering severity and variableforeperiod (response preparatory interval) effects on acoustic RT. Severe stut terers showed both delayed initiation and inappropriate organization of respiratory and laryngeal events leading to phonation at all foreperiods, while mild stutterers differed from severe stutterers primarily at short but not long foreperiods [6,7]. In our first experiment that compares within-subject pre- and posttherapy acoustic RT performance, we found that post-therapy increase in fluency covaries with acoustic RT improvement for both Program 1 and 2 subjects, that the magnitude of acoustic RT improvement depends on therapy program type and for some subjects approaches normal values, and suggests that acoustic RT represents a dynamic measure of respiratory-phonatory function rather
than a fixed and presumably neurologically based delayed latency [1]. We continue to use the same variable-foreperiod RT protocols to evaluate the effects of therapy on respiratory-laryngeal kinematics in stutterers because we have found that an isolated vowel response in the RT paradigm represents a relatively easy stimulus for stutterers to produce fluently, presumably because an isolated vowel is less physiologically complex compared to reiterate speech, and because the protocol provides a large number of perceptually fluent responses in a relatively short amount of time. Equally important, the wide variety of respira-tory-laryngeal kinematic patterns exhibited by stutterers in reiterate contexts makes analysis of respiratory-laryngeal control strategies much more straightforward in RT tasks. However, important subject differences in post-therapy respiratory-laryngeal pre-phonatory strategies are still evident, some of which cannot be explained in terms of achievement of therapy-directed clinical target behaviors. For example, the RT data shown in Figure 1 demonstrate that this Program 1 stutterer reduces posttherapy phonation response latency primarily by reducing the time, relative to pre-therapy performance, required to complete respiratory and laryngeal prephonatory maneuvers, e.g., appropriate levels of respiratory inflation and preparatory vocal fold adjustment for phonation. On the other hand, Figure 2 shows that a different Program 1 stutterer reduces post-therapy phonation latency primarily by improvement in respiratory-laryngeal temporal coordination, e.g., the moment of onset of respiratory compression relative to laryngeal adduction for phonation. Taken together, the results indicate that stutterers who in crease fluency following therapy generally demonstrate RT improvement at acoustic, respiratory, and laryngeal levels of measurement. However, the differences in response strategies among stutterers indicate that the the physiological bases for the covariation between acoustic RT improvement and perceptual fluency improvement are complex and are not entirely related to clinical targe behaviors. For example, respiratory-
laryngeal temporal coordination may make a greater contribution to improved acoustic RT than either respiratory RT or laryngeal RT in those stutterers who demonstrate either: 1) relatively short pre-therapy response latencies, and/or 2) appropriate levels of lung volume inflation for speech, and/or 3) appropriate laryngeal abductory/adductory gestures for normal phonation.


Fig. 1. Pre- (left bar) and post-therapy RT values (right bar), subject DLE.


Fig. 2. Pre- (left bar) and post-therapy RT values (right bar), subject AM.

### 3.2. Supralaryngeal Kinematics in Phrase Length Utterances

In more natural speech tasks, post-therapy increase in fluency cooccurs with kinematic modifications at all measured levels of speech production. Some of these modifications appear to be related to specific therapy-directed clinical targets while others do not and appear to be related to motor control strategies observed in normally fluent subjects. For example, Figure 3 shows an example of stuttering severity and therapy influences on lip and jaw relative timing and sequence patterns during $/ \mathrm{p}$ / closure ior perceptually fluent produc-
tions of /pit/ in "he see pete again" [5] The data for two controls, shown on the left, represent two different sessions about six weeks apart and are consistent with the results obtained from a larger group of control subjects [3], with respect to both inter-articulator relativetiming and sequence patterns. The stutterers' data, shown on the right, are quite different. Recall that these stutterers were classified as severe pre-therapy and mild post-therapy. Considering inter-articulator latencies first, note that pre-therapy latencies for stutterer AB (specifically lower lip lag of the upper lip) and for stutterer PC (specifically jaw and upper lip lag of lower lip) are much greater than the corresponding control subject latencies. For both of these subjects, post-therapy latencies are significantly reduced relative to their pretherapy latencies, even though their posttherapy speech rate was significantly reduced compared to their pre-therapy rate. Turning next to sequential order, note that two of the stutterers, KH and PC, do not show the expected upper lip, lower lip, and jaw sequence in either the pre- or post-treatment condition. Also note that for stutterer KH , the pre- and post-treatment comparison shows a complete sequence reversal. Similar results were obtained for /pet, fit, and fet/ and indicate that post-therapy increased fluent speech can be marked by improved inter-articulator relative-timing and, less frequently, by alteration of the sequence patterns, although the altered sequence may not be like that of the controls. The lip and jaw sequence pattern observed in normally fluent speakers most likely is related to neural and biomechanical interactions [2] and thus reflects differences in both neural control and biomechanical processes between stutterers and controls.

## 4. DISCUSSION

In conclusion, the results we have obtained thus far suggest that posttherapy increase in fluency co-occurs with spatial and temporal adjustments of the respiratory, laryngeal, and supralaryngeal systems. For example, we have observed 1) an increase in inspiratory and expiratory lung volume exchange,
 will be shared by all successful stutterers even though the clinical in structions to the different groups can differ. In this way, we hope to identify those kinematic strategies that are requisite to the production of perceptually fluent speech.
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# ETUDE D'UNE AIDE TACTILE POUR SOURDS PROFONDS: IMPORTANCE DU CODAGE. 
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## ABSTRACT:

To study the best way to present speech information to the skin, we have focused on the coding part of the process. The code needs to be optimised according to two fields of constraints; those linked to the speech, the information to be transmitted, and those relying on the abilities of the receptive processor, the tactile sense. A way to assess a code has been implemented, emphasising the temporal resolution versus the size of the repertoire.

## 1. INTRODUCTION

Se proposer de transmettre des informations contenues dans la parole par le sens du toucher, c'est s'attaquer à un probleme de transformation d'un signal défini, l'onde sonore de la parole, en un signal devant non seulement être senti tactilement, mais surtout compris par le sujet recepteur.

Or il est clair que la simple transposition physique de la vibration de l'air, recueillie par un microphone, et transmise à un vibrateur après amplification n'est pas suffisante (4). Il est donc necessaire de réfléchir sur le moyen de coder l'information contenue dans le signal de parole en fonction des aptitudes spécifiques du recepteur tactile. La question du codage n'est plus dépendante des supports physiques de la transmission, mais doit satisfaire au mieux à ces deux ensembles de contraintes:

- d'une part, l'ensemble des propriétés de l'information à
transmettre. Chacun sait, pour la parole, qu'il existe un grand nombre de connaissances sur la manière dont elle est construite: structures, hiérarchies, eléments, prosodie, redondance, variabilité, vitesse...
- d'autre part, l'ensemble des propriétés caractérisant l'acquisition et le traitement d'information par le recepteur stimulé. Les études sur la perception tactile sont moins nombreuses que celles sur la vue ou l'ouie, mais il existe tout de même un savoir éparpille: perception en fréquence, amplitude, localisation, orientation, forme, en fonction du temp, phénomènes de déformations liés au masquage, à la sommation, au mouvement apparent,... Par ailleurs, l'étude d'autres systèmes de traitement de l'information comme la vision ou l'audition peut fournir des renseignements précieux sur les moyens utilisés pour simplifier la tâche de comprehension.

Concevoir une prothèse tactile pour transmettre des informations de la parole, c'est essayer de trouver un codage intégrant au mieux ces deux champs de contraintes qui sont parfois contradictoires. Avant de chercher à trouver une bonne solution, il est necessaire de croire que certaines solutions sont meilleures que d'autres. L'exemple de la lecture tactile pour les aveugles est encourageant. Avant la creation du code Braille, on utilisait pour transmettre l'écriture alphabetique sur une feuille cartonnee standard un principe de lettres normales imprimées en relief. Louis Braille a
proposé un autre code, présentant la même information avec la même méthode de stimulation: le Braille à 6 points qui s'est révélé bien plus performant.

Dans notre cas, penser que des codes sont meilleurs que d'autres ne suffit pas si l'on ne dispose pas de moyens simples de réaliser cette évaluation. S'il faut que des échantillons représentatifs de sujets aient suivi suffisament d'entraînement, pour avoir une idée de la qualité de la comprehension de la parole permise par différents codes, l'étude risque d'être trés lente à donner des résultats exploitables. Par contre, des comparaisons tres simples et trés rapides peuvent ne pas refléter les performances possibles à long terme.

## 2. ETUDE

Nous avons commencé une étude avec un code donné (fig 1), défini en essayant de respecter les contraintes liées à la structure de linformation à transmettre ainsi que celles dictéees par les propriétés du recepteur tactile. Nous avons essayé d'utiliser des tests d'Evaluation simples et pouvant être passés rapidement après le début de l'entrainement pour se faire une idee des qualités du code par rapport a celles visées lors de sa conception.

## 3. TESTS

Deux tests principaux:

- Test 1: phonème isole.

Identification d'un stimulus parmi 16 ou 20 consonnes, les 12 voyelles ou tous les phonèmes réunis; ce test donne une bonne indication sur les distances entre les stimuli ainsi qu'une appréciation générale du pourcentage de confusion.

- Test 2: triphonème

Test d'identification d'un phonème parmi 3 présentés successivement. Le premier phonème est sujet au masquage arrière, c'est à dire à la que son identification devient plus difficile à cause de la présence de
stimuli qui suivent proche dans le temps.

Le troisième est sujet uniquement au masquage avant, comme le masquage arrière mais avec le masqueur présenté avant le stimulus.

Le second est sujet aux deux masquages combinés et est donc celui dont la reconnaissance subit la plus sévère dégradation.

## 4. MATERIEL

Les expériences ont été réalisées sur une cellule expérimentale (3) construite autour d'un vidéolecteur piloté par ordinateur. On a ainsi la possibilité d'associer à chaque séquence de parole enregistrée sur le vidéodisque (image + son) les stimuli tactiles définis par le code. Des exercices de reconnaissances en tactile accompagné ou non de lecture labiale sont alors gérés par l'ordinateur.

Il est important de noter que le code est édité de façon manuelle, le traitement de la parole ainsi efféctué n'étant qu'une simulation, laissant pour le moment de coté le problème de la réalisation technique en temps réel.

Le système tactile utilisé pour stimuler le doigt était un OptaconII relié à l'ordinateur par une liaison RS232. Cet appareil permet de déssiner les dessins voulus sur une matrice de 100 picots ( $20 * 5$ ) vibrant à la fréquence constante de 230 Hz , et dont l'amplitude ne peut être réglée que par un potentiomètre extérieur.(1)

Six sujets ont suivi ces expériences:

- A) 2 sujets adultes entendants ont suivi environ 20 heures d'entrâinement.
-B) 4 sujets enfants sourds (13-15 ans) ont suivi environ 40 heures d'entraînement.


## 4. RESULTATS

La première observation importante concerne les sujets et la rapidité de leurs progrès. Alors qu'il fallait 40 heures au sujets B pour parvenir à des résultats n'excedant pas $80 \%$ au test1, les sujets A sont arrivés à $90 \%$ en moins de 3 heures $(2,3)$. Il semble cependant que la nature des erreurs est la même pour les 2 tests; on peut donc penser que des améliorations du code sensibles pour les sujets A le seront aussi pour les sujets B , et ainsi se concentrer sur des études avec les sujets A qui seront beaucoup plus rapides.

Les résultats du test1 nous renseignent de façon trés précise sur le taux de confusion relatif à un code, ainsi que sur les confusions les plus frequentes, nous permettant de localiser les sources d'erreurs et d'essayer d'y remédier.
Mais des résultats proches de $100 \%$ ne sont pas une preuve suffisante de la qualité du code, et c'est là que le test 2 intervient. La dégradation générée par le masquage est trés nette.
sans masquage: $\mathbf{9 0 \%}$ (test1)
ler $50 \%$; masquage arrière 2ème 35 ; masquage avant et arrière 3ème $65 \%$;masquage avant

Il nous semble donc que c'est à ce niveau d'integration temporelle qu'il faut travailler. Le test 2 peut être réalisé après une dizaine d'heures de pratique, et il permet d'enregistrer l'influence de l'entraînement sur les performances. Après 20 heures les sujetsA obtenaient les résultats suivants: ler ( $70 \%$ ); 2ème ( $50 \%$ ) ; 3ème ( $85 \%$ ); mettant en évidence les possibilités de progrès.

Nous comptons créer un nouveau test du même type, mais ou les stimuli pourraient être plus signifiant, pour évaluer la possibilité d'apprendre à reconnaitre des
groupements de stimuli, formant des mouvements complexes. Un test syllabique, (inspiré d'un exercice sur l'identification de nombres entre 1 et 100 présentés phonétiquement qui avait fait apparaitre limportance de ces super-unites), est en cours de conception.

## 6. CONCLUSION

Dans cette étude se concentrant sur la question du codage, nous comptons persévérer dans la mise au point de tests qui permettront une évaluation rapide des qualités d'un code. La formule qui donne le débit d'informations en fonction de la taille du répertoire ( $R$ ) et du nombre de stimuli perceptibles par seconde ( N ):

Débits (bauds) $=N \times \ln 2(R)$
reflète bien l'importance de N par rapport à $R$.

Cette demarche n'est d'ailleurs pas réservée à la prothèse tactile pour sourds, et peut s'appliquer à d'autres études, soit avec un récepteur différent (oeil, cochlée,...) soit avec des informations différentes (feedback sensoriel pour les orthèses orthopédiques...)
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## Consonnes

## Voyelles

Non voisées
Voisées


figure 1: Code utilisé dans cette étude. Il a été construit en essayant de respecter les contraintes liées aux propriétés de l'information à transmettre, la structure phonétique de la parole, et celles relevant des caractéristiques perceptives du recepteur tactile, allant du capteur aux capacités de traitement de l'information évolué.
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## ABSTRACT

The aim of this study is to validate an aid for the evaluation of dysphonia with objective measurements.
We recorded exhaled airflow, fondamental frequency and sound level pressure, for a sustained vowe " $a$ ", with 51 dysphonic subjects and 15 normal subjects. The following measurements are made on these three parameters: mean value, standard deviation and coefficient of variation. The exhaled airflow volume was also computed for a duration of 2 seconds. A principal components analysis of the measurements indicated that it is possible to recognise the classes of vocal evaluation and vocal pathology. These findings reenforce on objective aid for the vocal evaluation of dysphonia.

## 1. INTRODUCTION

Dans un exposé fort célèbre, M. HIRANO [1] đétaille remarquablement les différentes méthodes d'évaluation objectives de la production vocale: " 1 -to diagnose the etiologic disease, 2 -to determine the degree and the extent of the etiologic diseases, 3- to evaluate the degree and the nature of dysphonia, 4- to determine the prognosis and, 5- to monitor changes". Son étude, basée sur plusieurs centaines de cas,décrit statistiquement les méthodes d'évaluation objectives au moyen généralement d'histogrammes, en fonction de différents paramètres tels que: le débit d'air buccal et le volume d'air associés au temps maximal de phonation, la fréquence fondamentale usuelle (Fo), celle de l'intensité acoustique de l'émission vocale (SPL), de la pression sous glottique, et d'autre paramètres moins communs. Cependant, HIRANO n'est pas allé plus loin dans ses investigations staistiques, enessayant parexemple de faire émerger des classes pathologiques ou différents degrés de dysphonie en fonction de plusieurs paramètres. C'est ce que nous cherchons à faire dans la ligne du travail de DEJONCKERE [2] dont nous apprécions la méthode. Notre démarche n'est pas innocente. En effet, le but decetteétudeest de valider ou invalider une aide objective à l'éva-
luation vocale pour des applications cliniques et de réducation dans le domaine de la Phoniâtrie, sans être pour autant aussi optimiste que HIRANO dans son introduction..

## 2. PROTOCOLE EXPERIMENTAL

### 2.1. Le dispositif

II est schématisé dans la figure 1; L'expérience consiste à mesurer 3 parametres de l'émission vocale. - Le débit d'air buccal en cc/s. - L'intensité acoustique (spl) en dB. - La fréquence fondamentale (Fo) en Hertz. Le débit d'air buccal est mesuré au moyen d'un aérophonomètre [3] développé dans le cadre d'un contrat de faisabilité de I'INSERM. Il se caractérise par une grande dynamique associée à une bonne linéarité. Le détecteur de mélodie est un fréquencemètre instantané numérique de grande précision ( $1 \mathrm{Hzà} 1000 \mathrm{~Hz}$ ), développé pour l'étude des phénomènes microprosodiques [4]. Il est associé à un intensimètre qui mesure le logarithme de la valeur efficace du signal de parole avec une intégration pondérée exponentielle de 10 ms . Sa dynamique est de 80 dB avec une précision de $+\mathrm{ou}-1 \mathrm{~dB}$. Le signal de parole est enregistré sur un magnérophone REVOX B77 à partir d'un microphone BEYER B75 place à 20 cm de la bouche du sujet, nous ne faisons pas de calibration au niveau, les mesures sont donc en dB relatifs (a quelques dB de la reférence absolue) mais constantes pour tous les locuteurs. Les signaux de parole, de débit, de mélodie et d'intensité sont acquis simultanément sur un micro ordinateur PC vectra ES12 au moyen d'une carte de conversion DATA TRANSLATION 2801A. Le signal de parole est échantillonné à 4 kHz , les autres signaux à 1 kHz . Its sont codés sur 12 bits. Les acquisitions sont gérées par le logiciel PHYSIOLOGIA [5]. L'enregistrement sur l'ordinateur et le magnétophone est télécommandé par le locuteur. Il est demandé à chaque locuteur de réaliser, dans la mesure du possible, 4 enregistrements. 1-La voyelle «A» tenue pendant un temps de phonation de 4 à 5 secondes, à la hauteur et intensite la plus naturelle au sujet. 2-La même voyelle «plus haute». 3-La


Figure 1: Schéma de principe de la chaine d'acquisition.


Figure 2: Tableau factoriel des sujets en fonction de l'échelle de qualité de voix

Figure 3: Tableau factoriel des sujets en Figure 3: Tableau factore déchaluation pathologique.
même voyelle «encore plus haute». 4- La phrase «elle n'aimait ni maman ni mamie», à la hauteur usuelle.

### 2.2. Le matériel

Matériel pathologique: 50 patients consultants pour dysphonie dans le service ORL du centre hospitalier universitaire de la Timone à Marseille, dont 24 fem mes et 26 hommes, de 6 à 62 ans. On distingue deux catégories de patients. D'une part, ceux atteints par une dysphonie jamais explorée auparavant, d'autre part, ceux qui consultent pour un controle apres traitement (chirurgical ou médical) ou après une rééducation orthophonique, ou les deux associées. Dans ce groupe,se trouve un sous groupe de patients guéris que l'on peut identifier au groupe des normaux.
Pour tester la validité du classement multiparamétrique nous avons décidé de mélanger au matérie pathologique un matériel de normalité, constitue par un échantillon de la population étudiante de l'Université de Provence comprenant 14 sujets, 7 femmes et 7 hommes de 20 à 45 ans, choisi dans l'environement du laboratoire pour la stabilité de la qualité vocale.

## 3. LA METHODOLOGIE

Pour chaque patient, la dysphonie est évaluée et la pathologie diagniostiquée. L'évaluation acoustique est faite au moyen de 5 facteurs bipolaires déduits de la méthode de HAMMARBERG [6]. Elle aboutit a une échelle de dysphonie de 4 degrés: légère, moyenne sévère et très sévère. Le degré 0 représente les voix normales. L'évaluation est faîte par un phoniâtre à partir des enregistrements effectués pendant l'experience, et de textes lus avant cette demière. L'examen clinique laryngé est pratiqué par un ORL au moyen d'un laryngoscope rigide avec élude videolaryngostroboscopique pour chaque sujet du groupe pathologique. Les déficiences observées sont classées en fonction de la nature physiologique du mécanisme du vibrateur laryngien. On distingue ainsi 5 classes de pathologies.
1- Altérations morphologiques des cordes vocales: Légère ( nodule) codée MORL.
Modérée ( inflammation ) codée MORM.
Sévère (Reinke) codée MORS.
2- Altération de la motricité codée MOTR.
3. Séquelles chirurgicales:

Cordectomie codée CHIC
Laryngectomie partielle ( Tucker) codée CHIP.
-Laryngectomie totale codée CHIT.
4- Dysfonctionnement avec larynx normal codée DYSF.
5. Patierts guecris ( voix et larynx normaux ) codée NORP.
Les sujets normaux sont codés NORM.
Sur chaque paramétre débit, intensité,mélodie, les
mesures suivantes sont effectuées dans une duré ormalisée de 2 secondes où les attaques ne sont pa prises en compte: Valeur moyenne, ecart type e coefficient de variation,ainsi que le débit intégré pour avoir le volume d'air expiré. Les caiculs son effectués au moyen de l'éditeur de signal de PHYSIOLOGIA [5].

## 4. ETLDE STATISTIQLE

Les traitements statistiques sont effectués au moyen du logiciel ADDAD [7].On ne retient de ces mesures que 9 variables sur 10 , on supprime la moyenne du débit d'air expiré car elle est parfaitement corrélée avec le volume d'air. On ajoute une variable ordinale codée sur 5 niveaux pour la qualité de la voix, ainsi qu'une variable qualitative correspondant aux 10 classes pathologiques. Les données représentent un tableau de 174 lignes sur 11 colonnes: 65 productions du *A* usuel, 60 du «plus aigu* et 49 de «l'encore plus aigu*. Un premier traitement de statistique élémentaire nous permet d'étudier la répartition des différentes variables sous la forme d'histogrammes.
4.1 Classification des sujets en fonction de Péchelle de qualité de voix
Il est difficile de traiter le tableau des données dans sa forme initiale par une analyse factorielle, car les variables descriptives sont hétérogènes (écart type, coefficient de variation, moyenne pour des signaux de nature très différente). L'analyse en composantes principales normée, offre la possibilite d homogénéiser un tableau en divisant chaque valeur par l'écant type de la variable correspondante. Ainsi, les différentes variables présentent toutes la même variance ( $=1$ ). Dans notre cas, on hésite cependant à accomplir cette normalisation pour des raisons de nature «sémantique». Comment interpréter un coefficient de variation rapporté à son écart type? La procédure suivie par DEJONCKERE [2] n'est peut être pas à cet égard sans inconvénients. On a donc recodé le tableau sous une forme disjonctive complète. Cela consiste à délimiter sur chaque dimension une dizaine d'intervalles caractérisés par des effectifs égaux. Les intervalles sont considérés comme des classes à l'intérieur desquelles se répartissent les sujets. On a donc transformé une variable quantitative en variable ordinale. On «éclate» alors cette variable ordinale, qui comporte les modalités possibles, en une nouvelle variable indicatrice de modalités binaires. Ce nouveau codage permet de rendre les données homogènes et de les soumettre à une analyse des correspondances [8]. Pratiquement, les 9 variables initiales sont découpées en 11 intervalles d'effectifs égaux puis recodées sous forme disjonctive complète. On s'est limité, dans la présente étude, uniquement aux voyelles de hauteur usuelle ( $n=65$ ). On croise la variable disjonctive de la
qualité de la voix avec les 99 indicatrices de modalite. Ce nouveau tableau est alors soumis à une analyse des correspondances. Les individus n'entrent pas en ligne de compte dans le calcul des facteurs Cette procédure peut se comparer à une régression multiple au moyen de laquelle la variable «qualite de voix» est expliquée, au sens statistique du terme par l'ensemble des mesures. Les resultats son donnés dans le plan factoriel de la figure 2. La répartition des 5 niveaux de qualité de voix est bien différenciée si ce n'est pour les niveaux moyens e sévères qui s'interpénètrent et se répartissent plus largement. Ceci s'explique par le fait que ces niveaux sont plus difficiles à differrencier auditivement par un seul auditeur. Les deux exceptions sur la normalité s'expliquent par le fait qu'il s'agit de deux sujets masculins à voix très grave (basse profonde). Le sujet «sévère» perdu au milieu de la normalité est un cas très particulier qui presente une voix au timbre dégradé mais avec une bonne stabilité de la production vocale. Cela montre la nécessité d'une analyse harmonique complémentaire.
4.2. Classification des sujets en fonction de l'évaluation pathologique
On cherche par ce traitement à savoir si la variable pathologique recodée sous forme disjonctive, est conélée avec les variables de mesure. La procédure statistique est la même que précèdemment. Cepen dant, faute d'un nombre suffisant de sujets, nous supprimons les modalités MORS, CHIC, et CHIT. Les résultats sont donnés dans le plan factoriel de la figure 3. Il apparaît que la répartition est encore mieux marquée que pour la qualité de voix. On constate la différence entre les sujets normaux avec les «normaux guéris», qui s'apparente pathologiquement à de légères lésions morphologiques.

CONCLUSION
Cette étude fait apparaître qu'il est possible de différencier objectivement au moyen du débit d'air expiré, de l'intensité et de la mélodie, des patients dont l'évaluation du degré de dysphonie et la classification pathologique sont différentes. Nous considérons que ces résultats apportent un argument solide à l'utidisation d'une évaluation vocale assistée par des mesures objectives. Nos résultats ne sont que partiels et portent sur un ćchantillon de patients assex faible. Cependant, nous les jugeons très encburagcants. Le dépouillement continuc avec les prosuctions de différentes hauteurs melodiques. Wous allons ajouter lanalyse harmonique qui nous womble susceptible dupporter des renscignements complementaires et approtondir limportance de I intormation contenuc dans les difterents paramétris.
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## ABSTRACT

A model is provided by which automatic error detection of vowels could be accomplished using predictable and pedagogically pretermined environments and specific analysis routines.

## 1. INTRODUCTION

Despite advances in modern technology and computerized speech recognition, a device which automatically detects and provides for correction of pronunciation errors is still far in the distance. However, we believe it is possible with the application of basic phonetic principles and pedagogical techniques to create an automated device which may be of use to foreign language teachers and students.
Criteria for automated speech recognition were already discussed nearly twenty years ago [1]. For the last ten years there has been almost a preoccupation with automatic segmentation and labelling of speech sounds, as can be seen by the large number of papers in this area at the last congress. It is exactly in this area of sound segmentation where some of the greatest problems in contemporary phonetics lie. With the advent of digitizing techniques, great strides have been made in voice analysis and synthesis. However, it has not changed the speech act itself. The problem, as

Antonio Arroyo
University of Florida
Gainesville, FL, USA
has been pointed out for decades and again quite recently, is that of determining segment boundaries [3]. The efforts to find discrete information equivalent to sounds in the myriad of signals emitted by the continuous speech act eludes phoneticians. Ever present elements of co-articulation, compounded by factors of individual production and physiology, as well as suprasegmental elements and changing temporal aspects manifested in the continuous speech signal, confound efforts to find "sounds" particularly in an automated and error-free fashion. Furthermore it has been demonstrated that even we humans have difficulty labelling sounds categorically (absolutely) but must instead rely upon the contrastive relationship of the environment [2].
It is therefore our firm belief that at this point in the development of technology, error detection/correction can more easily be successfully accomplished if efforts are goaldirected to specific predictable errors and if they can be pedagogically "framed."

## 2. TECHNIQUES

A variety of techniques have been used in speech recognition, particularly for segment labelling.
Basically the incoming acoustic signal has to be broken down at certain intervals and then matched to some
preprocessed acoustic criteria. The techniques vary; often a step filter device is used, matching bands of spectral energy above or below a certain frequency to the existence of certain sounds [6,3]. Routines of this nature often resemble a Jacobsonian distinctive feature approach.

## 3. WEISS MODEL

The model which we propose attempts to avoid some of the pitfalls inherent in conventional speech recognition processing. In application to foreign language teaching (or speech correction), certain assumptions have to be made:

- There are spectrographically identifiable and definable segments (sounds) in natural speech. We will create predictable environments for the ease of processing these targeted sounds.
- There are always features of coarticulation (transitions, alterations, etc.) in natural speech. These are also largely definable and predictable by the environment. By predetermining the environment we will be able to circumvent most of the problems coarticulation features might present.
- There are acoustic characteristics as well as idiosyncratic articulatory habits of each speaker. These are less predictable and no model can totally accommodate them.

A computerized model, using a Mac II and MacSpeech Lab II, or a comparable speech work station would work in the following manner:

- A correct utterance produced by a native speaker has been digitized and stored. The student is given a screen prompt and the digitized utterance is played.
- A prompt appears on the screen to repeat the word.
- The student's response is then digitized.
- The computer processes a hierarchy of matching routines (based on matching the digitized information).
- If an error is made, the student is prompted as to the nature of the error. The correct utterance is given again, and the student is prompted to repeat the utterance.
- The computer reprocesses, matches and gives error statements until the student responds correctly or gives up.

There are two real limitations to the functional success of such a model.

- The processing and computer response (digitizing, analyzing and matching routines) must be very fast (ideally $<1.5 \mathrm{sec}$ ) to be of practical use. Otherwise the nature of the student's production is likely forgotten. - The model will work only if the errors are predefined and predictable and if the environment is completely controlled and chosen to facilitate ease of computer processing.

This model is an outgrowth of previous work on computer assisted diagnosis of vowel perception and a phonetics manual written by the author in which specific anticipated errors and exercises for overcoming these errors are provided for each sound [4,5]. This contrastive and predictive approach can be applied to our model as follows. If the target sound for practice is German [e:], the anticipated errors of production will fall into three primary categories for American learners of German:

- the tendency to produce the vowel with too short duration;
- the tendency to diphthongize;
- the tendency to produce a vowel of the incorrect quality (either too high or too low).

Potential errors in the articulation [e:] and their acoustic manifestations are illustrated in the following chart.

CHART 1: Errors for [e]
If the vowel is produced with adequate PRODUCTION ACOUSTIC e] too short pedagogically need minimal [extended] ength.

| $[\mathrm{d}] /[\mathrm{E}]$ ], etc. |  |
| :--- | :--- |
| diphthongization | $\mathrm{F}_{2}$ change of <br> $> \pm 50 \mathrm{~Hz}$ <br> (in $>.15 \mathrm{sec})$ |
|  |  |
| quality errors: |  |

## 4. PROCEDURE

For practical considerations, the utterance ['be: $\mathrm{t} \partial \mathrm{n}$ ] is chosen for emulation. This choice facilitates computer analysis routines since the VOT of [b] corresponds closely to full consonantal release. Digitized samples of correct and incorrect production serve to develop the bases for the matching routines which perform the analysis functions.
Analysis at the first evidence of a harmonic wave (release spike/VOT of [b]) continues until the cessation of the harmonic wave (i.e., onset of [ t$]$ ). The first and last 30 ms of the vowel are considered transitional and thus omitted from the LPC analysis.
The acoustic manifestations of the errors are processed in the sequence shown on the above chart.

- Length. If the wave length is less than 150 ms the computer does not process the signal and the student is prompted that the vowel is too short and is requested to produce the utterance again.
Only if the vowel is longer than 150 ms is the next routine enacted:
- Diphthongization. If a shift of more than 100 Hz is detected in the $\mathrm{F}_{2}$ frequency during the steady state portion of the vowel, a message signaling diphthongization error is given and the student prompted to repeat the utterance.

If the vowel is produced with adequate
length and without detectable diphthongization, then the last routine is enacted:

- Quality, If the figure $\mathrm{F}_{2}-\mathrm{F}_{1}$ is more than $\pm 150 \mathrm{~Hz}$. from a predetermined figure, an error message related to quality is given. Messages of too high or too low tongue position would be prompted depending on the type of subroutine triggered by the error.
Each time an error is made, the student is prompted as to the nature of that error according to the error routine triggered by the analysis of the digitized student response. Repetitions are elicited until no error matching routines are triggered at which time the utterance is deemed to have been correctly rendered.


## 5. IMPLEMENTATION

LPC analysis of a correct model and five potential error types were verified using the MacSpeech Lab II program indicated above. Based on these analyses, a set of criteria for the automated rating of these utterances was developed. Using a file exchange utility, the binary data was converted to the IBM PC format. A FORTRAN program was developed to 1) reverse the two data bytes necessary for software compatibility and 2) trim the data samples to isolate the start and end of the voiced portion of the utterance.
A prototype data analysis system was developed using MATLAB as a development environment. This system is compatible with virtually every popular platform. Data written as a 2 -column ASCII array with FORTRAN is first imported into MATLAB using its "load" command. Then MATLAB scripts perform the analysis of the data and error detection according to a hierarchically arranged ranking order. Analysis is carried out of segments or windows of 30 ms in duration on the basis of estimated $\mathrm{F}_{1}$ and $F_{2}$ frequencies.

Although MATLAB uses about 20 seconds to calculate a 256 -point LPC, the calculations of formants and error criteria requires less than 5 seconds on a MAC II and a 12 MHz 285 PC-AT. By upgrading to a 386 environment with a 25 MHz clock speed, initiating onset of analysis at onset of voicing, and using "custom" software in assembly language to optimize performance, the error feedback time to students could be reduced to within the 1.5 second time window pedagogically needed.
6. CONCLUSION

Initial results have shown that the described model could be an effective pedagogical tool to enable error correction. Its proven functional success rests upon the predictability and normability of errors and specifically designed error-matching routines. This model does not depend upon full-spectrum matching routines. It may thus be the closest we can come to an automated phonetician at this time.
N.B. Much of the work for this paper was accomplished at IASCP at the University of Florida in Fall 1989.
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## ABSTRACT

The aim of this paper is to present an analysis method, of how german spea analysis method, of how german spea
king natives reproduce french phoking natives reproduce french pho--
nemes, as well as the phonemes uttenemes, as we
It points out, besides several matters, the importance of the differents factors and the difficulties in using different levels of enonciation.
Besides, it emphazises the importance of interlanguage facts and the
ability in establishing a synthetical system of the different phonemes.
Finally, it makes an attempt in setting forth some answers to allow a better comprehensiveness of french language by German advanced beginners.

## 1. INTRODUCTION

Le corpus est un enregistrement de phrases produites par un professeur de français et répétées par un ou plusieurs locuteurs germanophones dans le cadre de groupes d'apprentissage débutants avances.
Deux groupes ont été ainsi enregistrés permettant la constitution de trois cassettes de 90 minutes.
Le matériel utilisé est un magnéto-
phone à cassette de type MARANTZ C.D. 330 STEREO DOLBY, cassette de type TDK MA90IECIV TYPEIV METAL POSITION et de deux microphones unidirectionnels, l'un dirigé vers le professeur et l'autre dirigé vers les locuteurs.
Les locuteurs sont d'origine du Bade Würtemberg. Deux dans le premier groupe et undans le second, ils travaillent tous dans des entreprises en tant qu'employês.
Le dépouillement s'est fait à l'oreille d'un seul transcripteur. Il y a eu plusieurs écoutes.

## 2. ANALYSE

2.1. Comparaison de chaque idiome Les systemes de l'allemand et du fran çais se différencient de la manière suivante

- Un assourdissement de tout élément consonantique en position final de syllabe [1].
- Une attaque progressive des voyelles en français et brusque en allemand [2]. - La présence d'une seule voyelle [ $1 /$ en syllabe inaccentuée en allemand [3].
- La présence de voyelles hautes ouvertes en allemand inexistantes en français [4].
-L'absence de voyelles longues relâchés ouvertes en allemand [4].
- Une unité accentuelle libre hiérarchisée en allemand [4].
- Une unité accentuelle fixe en français [5].
- Un rythme plat sur les syllabes inaccentuees et montant ou descendant sur les syllabes accentuées en français [2]. - Un rythme en escalier sur l'avantderniere syllabe en allemand [2].


### 2.2. Etude des distorsions.

Les distorsions relevées sont de quatre ordres:-mémorielle -syntaxique -lexical
-syntaxique Dans cet article, seules les distorsions d'ordre phonétique seront évoquées 2.3. Répartition des distorsions. Les distorsions phonétiques suivent l'axe diagonal d'adéquation entre l'énonciation du professeur et la reproduction ou l'enonciation des locuteurs. Les locuteurs utilisent en moyenne pour les consonnes près de trois autres phonèmes alors que pour les voyelles. ils emploient en moyenne un seul autre phonème.
L'établissement des distorsions a permis de dresser deux graphes de dismission

2.3,2 Le système des voyelles.

Légende
L: Locuteurs
P : Professeur
S : Suppression
A: Apparition
: adéquation
$\square$ : distorsion phonétique $\bigcirc$ : distorsion lexicale $\nabla$ : distorsion syntaxique $O$ : distorsion mémorielle


Le phonème /i/ se trouve remplacé par le phonème /e/ soit en position finale absolue soit par métathèse double pour le couple: e-i devenant i-e pour le verbe /dezire/ qui devient/dizere/ lors-
qu'il y a interrogation.
Le phonème /e/se trouve remplacé par le phonème $/\{/$ en position finale absolue ou par dédoublement de la voyelle i/ se substituant à la voyelle /e/pour le verbe /dezire/ qui peut devenir /dizire/ dans le cas de linterrogation.
Le phonème ifl se trouve remplacé par le phonème/e/ en position finale fermée soit par la consonne/s/ soit par la consonne/j/ qui chez les locuteurs est devenu /i/ Il peut-être remplacé par /a/ lorsqu'il est suivi de la consonne $/ \mathrm{j} /$ par les locuteurs germanophones comme dans/butaje/,/paje/ au lieu de /butij/ et/peje/.
Le phonème /a/ est remplacé parle phonème $k /$ en position finale fermée comme dans /bkt/ au lieu de/plat/. Le phonème / $\varnothing /$ se trouve remplacé parle phonème ke en position finale rermée de syllabe. Il peut-être dissimilé en la/ comme dans le mot/mosjф/qui devient /mosjo/.
Le phonème ke/ se trouve remplacé par le phonème / $\alpha /$ en position finale fermée chez les locuteurs germanophones comme dans /anфued/

Le phonème /u/se trouve remplacé
Le phoneme /u/ se trouve remplace
par le phoneme $h$ par dissimilation par le phonème $/$ par dissimilation partielle comm
Le phonème/o/se trouve remplace par le phonème $h$ parfois en position finale de syllabe ouverte et par le phonème / $\varnothing /$ parfois, en position finale $a b-$ solue ou par métathése double comme dans /med $\varnothing 1 \phi /$ au lieu de /med $\varnothing$ lo/.
Le phoneme $b /$ se trouve parfois remplacé par le phonème / $/$ / en position finale ouverte de syllabe.
Le phonème 19 se trouve parfois remplacé par le phonème k/ ou par le phoplace par le phoneme k/ ou par le pho-
neme $/ a /$ en position ouverte absolue. Le phonème $/$ a/ se trouve parfois remLe phonème /a/ se trouve parfois rem-
placé par le phonème /a/ en position fiplacé par le phoneme /a/ en position
nale absolue ou ouverte de syllabe. Les locuteurs germanophones font parfois apparaître le phoneme / $\phi /$ en finale de groupe rythmique. Celui-ci correspond sans doute au "schwa" que nous n'avons pas considéré car, s'il appartient au système phonologique des locuteurs, il pose des difficultés au niveau de son intégration dans le système du français, au niveau de son statut phonologique, au niveau de sa stabilité, au niveau de sa perception car même phonétiquement, il ne se différencie pas de / $\sigma /$ et de kel [6].
On notera l'absence du phonème $/ \alpha$ Chez le professeur car il n'a plus de va-
cher

## 3. SYNTHESE

3.1. Les consonnes

Les causes phonétiques de distorsion sont:

- La distribution en fonction de la syllabe et la nature inverse de celle-ci, $80 \%$ de syllabes ouvertes en français et $70 \%$ de syllabes fermées en allemand [2].
- Le besoin de surmonter les difficultés en obtenant une monotonie de rythme par dédoublement ou dissimilation de certaines consonnes [1].
- Le maintien du système phonologi-- Le mainigine qui provoque d'une par que présence de consonnes occlusives sourdes où les locuteurs ont tendance à émettre une légère expiration comme emettre une leger assourdissement pour $/ \mathrm{p} /$ et $/ \mathrm{de}$ et sonsones $/ \mathrm{b} /, / \mathrm{d} /$, et $/ \mathrm{g} /$ des consonnes sonores / $\mathrm{b} /$,/d/et/g/ neutralisant l'oppo
nore en finale [7].
nore en finale [7].
- La position des organes différente en - La position des organes différente en
tre les consonnes du français et de l'allemand, notamment la position de l'apex de la langue ou du dos de la langue en ce qui concerne par exemple les consonnes alveo-dentales.
- La différence d'énergie articulatoire existe entre les consonnes du français et de l'allemand comme par exemple pour les consonnes occlusives bila pour les.
- La position implosive de certaines consonnes suivies d'occlusives qui provoquent leur disparition comme generalement constaté pour les idiomes romans [8].


### 3.2. Les voyelles

Les causes phonétiques de distorsion sont:

- La distribution en fonction de la syllabe d'où la neutralisation de certaines oppositions et le remplacement des voyelles ouvertes par des voyelles plus voyelles 0
- Le besoin de surmonter les difficultés en obtenant une monotonie de rythme par dédoublement en métathèse double notamment pour le couple i-e et en particulier dansle cadre de la phrase interrogative.
- Le maintien du système phonologique dorigine qui provoque surtout la fermeture en position inaccentuee des voyelles ouvertes car en allemand le timbre des voyelles dépend de leur longueur.
- L'absence de certains phonèmes dans le système d'origine notamment les vovelles nasales qui se trouvent de ce
fait soit dénasalisées en $K / \mathcal{F}$ pour $/ \mathcal{F}$ et /a/ pour $/ \mathbf{a} /$ et suivie des consonnes / $\mathrm{n} /$ ou $/ \mathrm{m}$ / soit renforcees par une consonne nasale.


## 4. CONCLUSION

Pour améliorer l'apprentissage du français, il peut-être bon de:

- Dès la première leçon faire pendant environ 10 minutes un exercice intonatif pour introduire les phrases interrogatives simples avec est-ce-que et les réponses soit positives soit negatives. Cet exercice pourra-être effectue a chaque introduction de phrase plus complexe. On évitera au départ l'intonation expressive.
- Au cours des dix premières leçons, on fera avec les mots appris des exercices de distributions notamment pour les consonnes finales sonores et à l'initial pour le phonème /s/ afin qu'il ne soit pas reproduit en $/ \mathbf{z} /$. - Lors de l'introduction de verbes comme aller, d'articulation qui concernent exercices voyelles nasales en effectuant une les voyelles nasales en effectuant une gamme d'oppositions du type : "vont", "vent", "vin" et des exercices pour
opposer les phonemes /w/ et/v/.
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## ABSTRACT

Subsequent to training with synthetic speech using a fading technique, we found substantial improvements in the ability of unilingual francophone adults to identify voiced and voiceless English "th" sounds, presented in a vowel-consonant-vowel (VCV) format. Improvements were seen for the tokens used in training, for natural utterances by two speakers, and when listening in noise as well as in quiet. Smaller improvements occurred for target sounds in other word positions (ie., VC or CV context) or in other vowel environments.

## 1. INTRODUCTION

While adults may develop a sophisticated command of a new language, difficulties often persist with the perception and pronunciation of phonemes which are foreign to the person's first language. A common example of this phenomenon is seen in Canadian Francophone adults, who have difficulty distinguishing and pronouncing the English voiced ( $\mathrm{V}^{+}$) and voiceless ( V ) fricatives $/ \theta /$ and $/ \gamma\rangle$, often substituting them with /t/ and /d/, which are present in the phonemic repertoire of French.

The present study sought to examine some of the limits of a method by which adults can be trained to perceive nonnative contrasts [1][5]. Subjects' abilities
to identify and discriminate the synthetic voiced and voiceless English "th" sounds improved significantly after only 90 minutes of training, and generalized from the synthetic stimuli used in training to natural speech counterparts of $/ 87$ and $/ \theta /$ in CV syllables recorded by male and female talkers. Training effects transferred across different voices, but did not generalize to the same contrasts presented in different positions within the word, nor to the $181-$ $/ \mathrm{d} /$ contrast.

The present work explored the potential to increase generalization through a minor procedural modification: training with a VCV continuum, rather than a CV continuum, to provide acoustic cues associated with the formant transitions for both the preceding vowel and the following vowel. It was hypothesized that training would transfer to trained and non-trained word position and possibly endure when vowel context was altered.

## 2. METHOD

Our training paradigm employs the perceptual fading technique introduced by Terrace [6]. The goal is to train a perceptual contrast with a minimum amount of difficulty and few errors, by beginning training with an exaggerated exemplar of the feature being trained in this case, $\mathrm{V}^{+}$or $\mathrm{V}^{+}$frication -- and
providing immediate feedback. The distinction being trained is perceptually salient initially, but becomes progressively more subtle as training progresses.
2.1 Stimuli
2.1.1 Training Stimuli. Training used 8 VCV speech segments, synthesized at 20 kHz using an implementation of Klatt's [4] cascade/parallel speech synthesizer for IBM AT computers [3].

The 8 stimuli formed a VCV continuum with the consonant varying from the voiced interdental fricative $/ \delta$ to the voiceless interdental fricative $/ \theta 1$. The neutral vowel, $/ \Lambda$, was used in both the initial and final positions in all training stimuli. The parameter values used to generate these sounds were based on those used in [1].

Vowel duration was fixed at 135 ms and 210 ms for initial and final positions, respectively; the duration of frication varied from 360 ms in stimuli 1 and 8, and to 90 ms in stimuli 4 and 5 , respectively, decreasing by 90 ms for each consecutive stimulus.
2.1.2 Test Stimuli. Three sets of test stimuli were used in pretesting and posttesting. The synthetic VCV syllables were the same stimuli used in training. The natural speech nonsense syllables included $8 \mathrm{VCVs}, 8 \mathrm{VCs}$, and 8 CVs . Within each subset, each of the English sounds $/ \mathrm{t}, / \mathrm{d} /, /|\theta|$, and $/ \$ 1$ appeared once with the vowel / $/ \mathrm{N}$, (as in training), and once with the vowel /i/ (where formant transitions were dissimilar). All tokens were spoken by 2 native speakers of Canadian English, 1 male and 1 female, and recorded, edited, and stored on disk using the CSRE software [3].

The 12 minimal-pair word stimuli contrasted $/ \partial 1$ with $/ \theta / ; / \partial /$ with $/ \mathrm{d} / ; / \theta /$ with $/ t /$; and $/ t /$ with $/ \mathrm{d} /--$ each, in -initial,-medial and word-final position.

The word pairs used were: either-ether; riding-writhing; pity-pithy; wading waiting; loathe-loath; fraught-froth; bade-bathe; bud-but; this'll-thistle; tinker-thinker; den-then; and doe-toe.

### 2.2 Subjects

Twenty-one unilingual Francophone college and university students ( 8 males and 13 females), participating in an English-language summer immersion program at the University of Western Ontario, were paid to serve as subjects. All placed in the lowest third of their class on an English language placement test and an oral language interview, and all passed a hearing screening at 20 dB HTL.

Pretest scores were used to construct one control and one experimental group, approximately matched in both pretraining perception skills, and gender.

### 2.3 Procedure

Pretesting was conducted one week, with training during the second week, and posttesting during the third week. Instructions were given in French, and only when it was clear that the task was understood did testing proceed.
2.3.1 Pretesting. Subjects were tested individually in a sound-attenuating booth, being seated at a small table facing a monitor on which were dis played response alternatives. Subject's listened to a signal over headphones, then identify the consonant portion as being either $/ \mathrm{d} /, /(t / \mid \theta /$, or $/ \gamma /$. On each trial, 4 words appeared on the monitor: THE, THING, DOG, TIME -- each containing one of the target sounds.
2.3.2 Training. Subjects were trained individually using the configuration described for pretesting. The task was to listen to a signal (one of the 8 synthetic sounds), then identify the consonant as being either $/ \theta /$ or $/ \theta /$ by selecting the word containing the target (THE, or THING). Immediately follow
ing each response, the correct choice was illuminated to provide feedback. The initial stages of training were very easy, with stimuli selected from the opposite ends of the continuum. Progress from one stage to the next required $90 \%$ correct performance, on three consecutive blocks of trials. As training progressed, more medial stimuli from the continuum were used, so that the task became more difficult. During the final two blocks of training sounds, were presented sounds in a background of speech babble, to simulate many real life listening situations. Subjects were tested for one hour periods with breaks between blocks. Only two subjects failed to complete training within the alloted 4 hours.
2.3.3 Posttesting. Posttesting stimuli and procedures were identical to those used in pretesting.

## 3. RESULTS

### 3.1 Synthetic Tokens

Data were first reduced to the proportion of each identification response made by each listener for each stimulus under each test condition. There was a clear bias on the part of all subjects to choose voiced responses ( $\mathbf{t}=-2.353, \mathrm{df}=19$, $\mathrm{p}=.014$ ) for pre-test, ( $\mathrm{t}=-2.958, \mathrm{df}=$ 19, $p=.004$ ) scores) for postest. To allow performance to be measured independently of such biases, identification responses were converted to A' scores, using each subject's hit rate with a given stimulus type (e.g., "TH ${ }^{2} \mathrm{NG}^{\prime}$ responses when / $\theta /$ stimuli were presented), in combination with that subject's overall error rate on all stimuli of the opposite type (e.g. "/ $\theta /$ " responses to presentations of voiced stimuli) as the False Alarm rate. Pairing was effective in terms of equating the two groups at pretest ( $\mathrm{t}=-.843, \mathrm{df}=38, \mathrm{p}=.404$ ).

A' pretest scores were subtracted
from postest scores to arrive at an $\mathrm{A}^{\text {. }}$ difference score indicating the change from pretest to posttest. The A' difference provided the basis for further analysis. Posttest scores were significantly higher than the pretest scores for the trained group, ( $\mathrm{t}=3.814, \mathrm{df}=9, \mathrm{p}=$ .002 , one-tailed) and for the control group ( $t=2.396, \mathrm{df}=9, \mathrm{p}=.020$, onetailed), but the trained group improved more than the control group from pretest to posttest ( $\mathrm{t}=1.935, \mathrm{df}=9, \mathrm{p}=.042$, one-tailed).
3.2 Natural Nonsense Syllables

Nonsense syllables varied in their similarity to the synthetic training stimuli by syllable structure (VC, CV, or VCV), vowel environment ( $/ \Lambda / \mathrm{vs} . / \mathrm{l}$ ), consonant (/z, $\theta, \mathrm{t}, \mathrm{d} /$ ), and talker (male vs. female). The pretest scores of the 2 groups did not differ ( $\mathrm{t}=.417, \mathrm{df}=18$, $\mathrm{p}=.681$ ).

Analyses on subsets of the nonsense syllables demonstrated substantially different degrees of generalization for different types of stimuli. Training transferred directly to the natural / $A \delta \mathrm{~N}$ and $/ A \theta N /$ tokens, with an overall improvement in performance for both talkers, under both noisy and quiet conditions ( $\mathrm{t}=2.68, \mathrm{df}=9, \mathrm{p}=.013$ for the trained group and $t=2.06, \mathrm{df}=9, \mathrm{p}=$ .034 for the control group). A greater improvement occurred for the trained group ( $\mathrm{F}(1,9$ ) $=4.83, \mathrm{p}=.055$ ).

Less transfer occurred when syllable structure changed (ie., with $/ 6 \Lambda, \partial \Lambda$, $\Lambda \theta$, and $\Lambda\rangle)$ and in other vowel contexts (ie., with /iơ// and /i $\theta \mathrm{i} /$ /). Scores for the $/ \Lambda \mathrm{t} \Lambda /$ and $/ \Lambda \mathrm{d} \Lambda /$ tokens failed to show an effect of training ( $F(1,9)=$ 2.11, $\mathrm{p}=.1805$ ), reflecting the good pretest performance which produced a ceiling effect, reducing the possibility for a training effect.
3.3 Natural Word Pairs

The 48 natural words varied in terms
of syllable structure (VC, CV, or VCV) vowel environment, consonant ( $/ \gamma, \theta, \mathrm{t}$, $\mathrm{d} /$ ), and talker (male vs. female). For example, for the "either, ether" word pair (same syllable position, but in a different vowel context from that used in training), training generalized and trained subjects showed somewhat better performance than did control groups ( $F$ $(1,9)=2.26, p=.0928)$. However, with the word pair "loath, loathe" (different word-position and vowel environment), training did not generalize, and trained subjects did not differ from control subjects $(\mathrm{F}(1,9)=.33, \mathrm{p}=.570)$.

## 4. DISCUSSION

The present findings display an orderly pattern of results. A' difference scores improved most for the identification tasks involving the syllables $/ \Lambda \theta \Lambda /$ and $/ \Lambda \partial \Lambda /$, which are identical both in structure and in phonemic content to the synthetic training stimuli, next for nonsense syllables and words in which the syllable structure and consonant were held constant while the vowel environment differed from the training stimuli, and least for conditions involving altered syllable structures (CV and VC) and non-trained homorganic phonemes (/V and $/ \mathrm{d} /$ ). Consistent with previous research [2], speaker sex did not affect listeners' ability to perceive the nonnative phoneme contrasts on which they were being trained.
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## PERCEPTION AND PRODUCTION OF ITALIAN PLOSIVES BY AUSTRIAN LEARNERS

## H. Grassegger

## Abtellung fūr Phonetik Institut für Sprachwissenschaft, Graz, Austria

## ABSTRACT

Two experiments on the differentiation of bilabial plosives were carried out to test the hypothesis that articulatory difficulties have a perceptual correlate which may function as a diagnostic tool. An identification test on a synthesized 10-stimulus continuum with different vorvalues ranging from -80 to +64 msec showed listener specific subcategorisations. These subcategorisations are reflected in the individual voicing and aspiration parameters of the subjects' realisations of bilabial plosives in initial prevocalic position.

## 0. Introduction

0.1. Previous studies on the production of plosives by speakers having an Austrian variety of German as their native language (see [1], pp. 209 - 234) yielded the following facts: a) Lenis plosives (/b,d,g/) in initial prevocalic position were produced without differentiation of initial prevocalic lenis and fortis plosives resulted in shorter voicing lags for lenes, longer voicing lags for fortes. Average differences amounted to 10 msec for labials (/b/: $20 \mathrm{msec}-/ \mathrm{p} /:$ 30 msec), 20 msec for
dentals (/d/: $25 \mathrm{msec}-/ \mathrm{t} / \mathrm{:}$ 45 msec ), and 55 msec for velars (/g/: $30 \mathrm{msec}-/ \mathrm{k} /$ : 85 msec ).
0.2. It is the differentiation of (voiced) lenis and (unaspirated) fortis plosives which is specifically problematic for Austrian (as well as for German) learners of Italian. Measurements of Italian voiced plosives (here again: in initial prevocalic position) revealed a considerable voicing lead around 80 msec (see [1], $p$. 149).

1. HYPOTHESIS
1.1. It is now hypothesized that the traditional difficulties which Austrian speakers show in adequately pronouncing Italian voiced and voiceless plosives of the same place of articuthe same place of articulation are not only to be explained by differences in the sound pattern of source these difficulties have a perceptual correlate. That is to say that an individual learner's perceptual habits would presumably reveal his efficiency in articulation.
1.2. In this study perception and production of the contrast between (initial prevocalic) $/ \mathrm{p} /$ and $/ \mathrm{b} / \mathrm{by}$ Austrian subjects learning

|  |  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stimulus nr. VOT (msec) | -80 | -64 | -48 | -32 | -16 | 0 | +16 | $+32$ | 448 | +64 |
| GEXMANTESTG |  |  |  |  |  |  |  |  |  |  |
| Listener 1 | 48 | 49 | 47 | 46 | 42 | 39 | *30 | * 19 |  |  |
| Listener 2 | 50 | 50 | 40 | *31 | *24 | 18 | 15 | ${ }^{2}$ | ${ }^{\circ}$ | 2 |
| Listener 3 | 47 | 49 | 47 | 41 | 40 | 38 | 32 | \% 18 | 18 | 0 |
| Listener 4 | 48 | 44 | 46 | 45 | 39 | 40 34 | 37 $* 31$ | 18 $* 30$ | 10 | 0 |
| Listener 5 | 46 | 47 | 45 | 43 | 36 | 34 38 | *38 | * 18 | 3 | 2 |
| Listener 6 | 49 | 48 | 46 | 34 | * 410 | 18 | * 10 | 2 | 0 | 0 |
| Listener 7 | 49 | 50 | 42 | 42 | * 42 | 40 | *30 | 16 | 0 | 0 |
| Listener 8 | 48 | 47 | 42 | *27 | *24 | 14 | 13 | 0 | 1 | 0 |
| Listener 9 | 50 47 | 50 44 | 48 | *27 | *24 | 34 | 33 |  | 2 | 0 |
| Listener 10 | 47 | 44 |  |  |  |  |  |  |  |  |
|  | $1 \quad G R O U P$ |  |  |  |  |  |  |  |  |  |
|  | 50 | 50 | 38 | *19 | 12 | 5 | 3 | 0 | 0 | 0 |
| Listener | 49 | 50 | 34 | , 16 | 8 | 2 | 4 | 1 | 0 | 0 |
| Listener 3 | 50 | 50 | 35 | *22 | 10 | 4 | 2 | O | 1 | 0 |
| Listener 4 | 49 | 49 | 32 | *20 | 15 | 7 | 3 | 0 | 0 | 0 |
| Listener 5 | 50 | 49 | 37 | / 17 | 11 | 3 | 4 | 0 | 0 | 0 |

Italian is examined. The coustic dimension that has been decided to be most useful for this purpose is voice onset time (VOT).

## 2. PERCEPTION TEST

2.1. Test Structure. A series of $10 / \mathrm{Ca} /$ stimuli with VOT values ranging from 80 to +64 msec in 16 msec 80 ( 125 (Hz) mec increments (Fo 125 Hz ) were synthesized using the synthesis system Flexivox (for details on the system see [2]). Spectrum and intensity of the release burst ( 320 msec prior to the end of the vowel) represented an average of values used in average of values used in the common text-to-speech
synthesis of bilabial $(/ \mathrm{b}-/$ and $/ \mathrm{p}-/$ ) stops. Each synthesized stimulus was re corded on a Revox tape recorder (B 77 MK II) 5 times in randomized order with a fixed interstimulus interval f 2 intends The resulting of 2 seconds. The resulting block of 50 stimuli was then copied 10 times with a 10second pause after each block (thus yielding 50 tokens of each stimulus) and administered to ten Austrian learners of Italian, whose experience of Italian ranged from one to four years (German test group) and to
five native listeners from Northern Italy (Italian control group). The stimuli were presented binaurally over headphones (PIONEER SE305) at about 70 dB SPL(A). 305) at actice block consisting A practice block consisting of two repetitions of the 10 stimuli in ascending order of VOT was presented before the experiment for familiarization with the synthetic voice. The subjects were told that each stimulus represented the beginning of represented the beginning of either Italian ("palla ("ball") or 'balla'("bale"). They had to indicate their judgement by circling 'palla' or 'balla' on an answer sheet. Moreover, they were asked to guess in case of uncertainty.
2.2. Test Results. The results for both groups of listeners are given in table 1 as the number of $/ \mathrm{b} /-\mathrm{identifications} \mathrm{for} \mathrm{each}$ stimulus. Values not significant according to a chificant acost $19 \leq 31$, square $p=0.05$ ) are marked $\mathrm{n}=50, \mathrm{p}=0.05$ ) are marked by an asterisk. In case of lacking asterisked values a slash separates significant $/ \mathrm{b} /$-judgements (left of the slash) from significant /p/judgements (right of the
slash). In all other cases numbers preceding asterisked values represent significant /b/-identifications, those following significant /p/identifications. Diagrams of the individual results rendered the basis for interpolation of VOT-values that represent the $50 \%$ crossover of judgement. With all Italian listeners and with three of the German listeners these crossover vot-values above which more than 50\% of the tokens of one stimulus were judged to be voiced lie within the voicing lead, for the remaining German subjects it reaches far into the voicing lag (cf. table 2).

TABLE 2: Interpolated cross over VOT-values

German test group
$\begin{array}{lllllll}\text { L } 1 & \text { L } 2 & \text { L } 3 & \text { L } 4 & \text { L } 5\end{array}$
$\begin{array}{lllll}\text { L6 } & \text { L } 7 & \text { L } 8 & L 9 & \text { L10 } \\ +25 & -23 & +23 & -19 & +24\end{array}$
Italian control group
$\begin{array}{lllll}\text { L 1 } & \text { L } 2 & \text { L } 3 & \text { L } 4 & \text { L } 5 \\ -37 & -40 & -36 & -39 & -38\end{array}$ $\begin{array}{lllll}-37 & -40 & -36 & -39 & -38\end{array}$

It was for this reason that the German test group was finally divided in two subgroups according to their cross over points: subgroup 1 (comprising Iisteners I, 3-6, 8, 10) with crossover in the voicing lag, subgroup 2 (listeners 2,7,9) with cross over in the voicing lead. In figure 1 the mean values of $/ b /$-judgments for the two German subgroups and the Italian control group are plotted for comparison.

The subcategorisation of the 10-stimulus continuum is seen to be shifted to the
right by German listeners compared to the Italian group, more strongly so for subgroup 1 than for subgroup 2. As a result, stimuli with no voicing lead or even with a voicing lag up to about 24 msec are perceived as acceptable realisations of the beginning of Italian 'balla' by subgroup 1 . Subgroup 2 more rigorously rejects stimuli without any voicing lead as 'ba' but does not reach the cross over values of the Italian listeners.

## 3. PRODUCTION TEST

For the production test the same ten subject of the German test group read a German test group read a beginning with voiced and voiceless bilabial stops which included the two words 'balla' and 'palla' and repeated it five times. The subjects' speech was recorded on a tape recorder (Revox B 77MK II). The five realisations of 'balla' and 'palla' respectively were then analyzed by means of a digital oscilloscope (Nicolet 3091), which allowed easy measurement of VOT-values in steps of 0.2 msec. . Measurement reliability was assessed by remeasuring ten randomly selected realisations. The mean difference between the two measurements of each stop was 1.2 msec with a range of 0.8 msec .

The results of the production test are given in table 3 as mean values of the five $/ \mathrm{b} /-$ and $/ \mathrm{p} /-$ realisations.

Only those speakers who are members of the German subgroup 2 according to the perception test show considerable voicing leads in their /b/-realisations.

FABLE 3: Production test VOT-values in msec

|  | $/ \mathrm{b} /$ |  |  | $/ \mathrm{p} /$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Sp | avg | sd | avg | sd |  |
| 1 | +20.6 | 2.4 | +30.8 | 2.4 |  |
| 2 | -27.8 | 3.2 | +27.8 | 1.9 |  |
| 3 | +21.4 | 2.1 | +27.2 | 1.5 |  |
| 4 | +19.6 | 3.8 | +24.2 | 1.6 |  |
| 5 | +26.6 | 3.2 | +38.8 | 1.6 |  |
| 6 | +18.8 | 2.4 | +32.8 | 1.9 |  |
| 7 | -37.6 | 3.9 | +26.4 | 1.4 |  |
| 8 | +23.4 | 2.0 | +30.8 | 2.4 |  |
| 9 | -32.4 | 2.4 | +19.8 | 1.9 |  |
| 10 | +22.4 | 2.9 | +37.6 | 2.7 |  |

## 4. CONCLUSION

The results of the perception and production test on the one hand show the expected difference in categorisation ability between native speakers and learners of the language and, moreover, clear differences among the learners themselves. On the other hand they demonstrate most convincingly that well-established perceptual cate-
gories are more likely to be accompanied by more acceptable production.

Thus, our hypothesis on the interrelationship between perceptual and articulatory abilities seems to be proved. The link between perceptual categories and articulatory differentiation is an encouraging indication that suitable perception tests provide a powerful diagnostic tool in pronunciation teaching.
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## ABSTRACT

This paper is a report on ongoing research on the explicit measurement of speech comprehension. Our point of departure was a need for reliable speech comprehension tests with a higher degree of validity than existing meaurement instruments. After several experimental studies which will be summarized here, we have developed a global comprehension test called the Question and Response (QAR) test. Using hard of hearing, second language learners as listeners/subjects we are at present attempting to asses the utility of this test as an instrument for the measurement of comprehension ability.

## 1. INTRODUCTION AND <br> \section*{BACKGROUND}

This paper is about the measurement of the ability to understand spoken language. This faculty has, in earlier research, been refered to by means of several different terms. We have chosen the term "speech comprehension" and wish to take a global approach to the definition of this ability. Figure 1 [5] is a graphic representation of some important aspects of one current view of speech comprehension upon which the work reported here is based. It is a very general model of the relationship between two major sources of information used by the listener to interpret a spoken utterance. One of these is the information contained in the speech signal rep-
resented in figure 1 as signal dependent information and often refered to in the past as "acoustic cues". The other source of information represented in the figure as signal independent information refers to the knowiedge of the language spoken, knowledge of the world, the current communication situation, etc.. This information creates expectations on the part of the listener as to what meanings are to be communicated and thus greatly facilitates understanding of the message. It should be noted that while we are aware of the important roll played by visual information in the interpretation of spoken utterances [7], only the acoustic/auditory component has been considered in this work.


Figure 1. Model of the relationship between two major sources of information used by the listener to interpret a spoken utterance, upon which the work reported here is based.

Our point of departure was the discovery of the need for methods that could be used for the estimation of an individual's ability to understand language spoken in everyday situations. These methods would have several applications both clinical and pedagogical and could also be a useful research tool. There are a number of these tests used in various clinical settings including audiology and logopedics and phoniatrics as well as in the field of foreign and second language teaching where there is a need for methods for the measurement of leamers comprehension ability and assessment of the quality of their pronunciation in terms of its comprehensibility. The problem with these existing methods, which is central to the work summarized here, concerns test validity.

The purpose of this work is to develop methods for the explicit measurement of speech comprehension with special consideration of content, construct, and concurrent validity [1]. At present, we are working on the development of a global comprehension test which in its present form is called the Question and Response (QAR) test. The rationale and methods used in the development of this test are summarized below. For a more detailed account of the experiments leading to the present design of the QAR test see McAllister and Dufberg, [7] and Dufberg [2].

## 2. METHODS

An inventory of comprehension testing methods currently in use motivated an emphasis at the outset on construct and content validity in our early research in the development of the QAR test. The model presented in fig. 1 is the theoretical basis for the structure of the QAR test. This model, however, is very general and vague in terms of specific perceptual mechanisms. It was therefore necessary to consider recent research in
comprehension testing in light of lin-guistic- phonetic theory. It was decided to begin with a method designed by Walker and Byrne [9] which could be said to be a version of a general test paradigm to assess speech reception threshold (SRT). Running speech was presented in noise and the test result was the signal to noise ratio at which the subject/listener "just barely understood the meaning of the texi".

With the above experimental configuation (fig 2) we tested several important features of the original SRT paradigm.

### 2.1 Noise type

Several types of noise sources were used in these experiments. Our pilot studies narrowed these various maskers down to two main candidtates for the QAR test. One was a colored, low frequency modulated noise whose long time average spectrum was approximately the same as a male voice. The other was a "cocktail party noise" achieved by overdubbing one male and one female voice many times to create the effect of a roomful of people engaged in lively conversation. The results of these experiments showed that the "babbel", as we called the cocktail party noise, was

GENERAL
EXPERIMENTAL CONFIGURATION


Figure 2.
the most effective masker and therefore we chose this noise for the QAR test.

### 2.2 Speech material

From a point of view of validity, we judged the original method and therefore the speech material in the SRT test to be inappropriate. Instead of a subjective judgement as to the noise level at which the connected speech was "just barely understood" we chose to ask simple questions whose answers would be clear to anyone who knew the language and had understood the question. It was assumed that this would be a more valid method for determining whether or not the listener/subject had understood the running speech. A further development of this idea resulted in the material for the QAR test. This material consisted of a series of short texts averaging 31 words ( 5 sentences) per text and constructed systematically according to text linguistic principles of script theory [8].

### 2.4 Subjacts

Three subject groups were used in the experiments which led to the QAR test. These were: Foreigners who used Swedish, the language of the tests, as a second language, hearing impaired persons, and normal native speakers of Swedish as controls.

### 2.5 The QAR test and test comparisons

The methods summarized above were used in the development of the QAR test. This test, then, used "cocktail party" noise mixed with short texts. Subjects were asked to answer questions, also presented in noise, about the text and the S/N ratio was adaptively adjusted according to the subjects performance in the answering task. The test result is a S/N ration which represents a threshold of 50 per cent speech compre-
hension.

### 2.5.1 Teste for comperison

At the time of the writing this paper, the QAR test is being given to new subject groups together with the following tests for comparison purposes.

Bekesy pure tone threshold audiometry. This is a standard hearing test used in clinics in Sweden and elsewhere.

Hearing Threshold for Speech. Also a standard audiometric test in swedish clinics. Part of the test repertoire called "Speech Audiometry", this test is supposed to indicate speech comprehension ability.

The Hagerman Test. Also part of the "Speech Audiometry", test repertoire supposed to indicate speech comprehension ability [4].

Sentence Completion Test and Word Completion Test. Two paper and pencil tests in which subjects, within limited time frames, had to use syntactic and lexical information to complete various tasks.

Modified Hearing Measurement Scale. A self assessment test based on the Swedish version of the Hearing Measurement Scale [3] in which subjects estimate their comprehension of speech in a number of hypothetical everyday situations.

## 3. RESULTS

The results presented here are based on only 5 normal and 3 immigrant subjects. At the time of the ICPhS we will have more data to present from these subject groups as well as from a hearing impaired subject group.

The results from the various tests that were run in these experiments were of differt types and could not be directly compared by means of parametric statio-
tics. The subjects were rank ordered for each of the seven tests mentioned above i.e. resulting in seven rank orders. A Spearman rank order correlation was performed between the QAR test and all the other tests given to the subjects. The only test with which the QAR seemed to be correlated was the self assessment test here called the modified Hearing Measurement Scale. This correlation could only be said to be modest with $\mathrm{r}_{\mathrm{s}}=52$. All the other test showed a very low positive or negative correlation.

## 4. DISCUSSION

It was not entirely unexpected that the QAR test would not show a high correlation to the other tests used in these experiments. It has been our contention, on the basis of validity arguments, that it could be quite possible that these tests do not, in fact, test speech comprehension as we have defined it here. We would suspect that important components in speech comprehension are tested by them, but that the global aspects of this ability may not be captured. The moderate correlation of the QAR test with the self assessment test could be seen as encouraging if it holds. We would, at present, be very cautious in lending a great deal of credibility to these preliminary results. At the time of the ICPhS we will be able to present similar data based on larger groups of subjects and hopefully be able to make more definitive statements about the utility of the QAR test.
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ABSTRACT. The author's newly compiled Longman Pronunciation Dictionary [5] is not restricted to British RP but also covers American English. Like EPD [2], it gives extensive coverage to inflected and derived forms; unlike EPD, it has entries for affixes and compounds, and offers spelling-to-sound guidelines. Entries incorporate new treatments of epenthesis, syllabic consonants, and "compression" consonants, an
(varisyllabicity).

For nearly a hundred words where competing pronunciations are known to be in use, LPD reports the findings of an opinion poll of speaker preferences - the largest such poll ever conducted.

## 1. INTRODUCTION

The Longman Pronunciation Dictionary (LPD) [5] was published last year as the culmination of four years' work.

There are three principal things, missing from ordinary dictionaries, that a pronouncing dictionary can offer : information on variants, on inflected and derived forms, and on proper names. All these are in LPD, along with guidance on English spell-ing-to-sound rules, on the pronunciation of combining forms and affires (and the effect they have n word stress) and on English phonetics in general.

There was of course already in existence an excellent pronouncing dictionary for English: the classic EPD [2] compiled by

Daniel Jones over seventy years ago and more recently revised, first by Gimson and now by Ramsaran. The aim of LPD was to improve upon it.
1.1 Variant pronunciations

Many English words are pronounced in more than one way. As well as the recommended or most usual pronunciation of a word (not necessarily the same thing!), LPD records also the variant pronunciations in common use: not only those considered to fall within RP, but also a limited range of variants from non-RP British English (regional forms restricted to particular parts of the British Isles). Thus as well as again with both /e/ and /er/, LPD also shows one with northern /o/ alongside the usual $/ \Lambda /$, and solve with the southern /au/alongside /v/. Also, more importantly, it gives the General American forms, so catering for those EFL learners who taken AmE as their model. The entry for tomato reads to 'ma:t ou \| to 'meit ou --where $\|$ introduces an American pronunciation, here with the characteristic American voiced $t$, judged so salient an allophone as to demand explicit notation. There are also occasional references to Scottish (though), West Indian (Bridgetown), Irish (name of the letter H) and other varieties from outside England.

Extensive listing of variants creates the danger of making the dictionary difficult for the ordinary EFL student, who just wants advice on the pronunciation he
should use. LPD helps this kind of user by putting the recommended form in colour (blue), and the other possibilities in less conspicuous black. If the recommended British and American forms are different from one another, then both are printed in colour.
1.2 Inflected and derived forms

These are not always readily inferred by a dictionary user, even if they are regularly formed. He may know that breathe is bri:t, yet hesitate about breathed and breathes. It is useful to be able to check them explicitly.
1.3 Proper names

Ordinary dictionaries contain few proper names. Yet the spelling is a notoriously unreliable guide to their pronunciation. So LPD offers good coverage of names of

- people (forenames - Angharad. Graham, Ralph, and surnames Gyngell, Marioribanks, McElhone, Wheway; literary characters Gradgrind, Lear Peter Pan; gods, heroes, and figures of myth and legend - Thor, Hephaestus, Robin Hood);
- places (not only in Britain, as Gloucester and Chiswick, and the less well-known Lympne, Stivichall, and Meols; but also in Ireland (Laois, Drogheda), North America (Poughkeepsie, Spokane), South Africa (Uitenhage) and Australia (Whyalla), as well as many hundreds in non-Englishspeaking countries); and
- commercial firms and products, such as the Weetabix we eat for breakfast or Exxon whose petrol we buy; and on from Aspro tablets, Armalite rifles, and Araldite glue, through Gauloises, Givenchy and Gucci, Pepsi-Cola, Pernod and Perrier to Winalot dog food and Y-fronts underwear.
- pop music -- not only the Beatles, Lennon and McCartney (all missing from EPD!) but also Bananarama, Sade, and Yazz.

Proper names, too, have inflected forms. A Porsche car, inflected forms. A Porsche car,
disyllabic in German, is monosyl-
labic in English, but has a disyllabic plural. A Mercedes, on the other hand, often has a plural identical with the singular, like series.

All told, LPD contains about 75000 headwords, of which about 15000 , one-fifth, are proper names.
1.4 Foreign languages

Where a word or name is from a foreign language, LPD usually records the pronunciation in the relevant language, too, as well as the anglicization. In this way it includes over a thousand items with their French pronunciation in IPA (au fait, hors d'oeuvres, Sartre); likewise $>400$ German entries (Berlin, Fräulein, MunichMünchen), c300 each Italian and Spanish, >240 Welsh, >130 Russian (Chernobyl, glasnost. Gorbachev), $>70$ Hindi, >60 Japanese (Kyoto sumo), $>50$ Dutch, $>40$ Arabic, and in fact items from a total of 51 languages other than English.
1.5 Speech technology applications LPD was compiled in machinereadable form and can thus in principle be made available as an electronic database. In speech recognition a pronouncing dictionary look-up can be used in order to match an incoming signal against possible lexical strings; in speech synthesis its usefulness is obvious, given the uncertainty of English spelling-to-sound rules. No comparable machine-readable database exists. (Enquiries should be addressed to the publishers, Longman.)

## 2. NOTATION

The transcription system is essentially the "EPD-14" IPA notation employed in the current, fourteenth, edition of EPD and by many other writers, particularly in the EFL sphere. This differs from older notations in that the distinction between paired long and short vowels is symbolized both by separate letters and by presence/absence of length marks: leap li:p, lip lip; food fu:d, good
gud; caught (BrE) ks:t, cot (BrE) kot. Nevertheless, both theoretical and practical considerations have forced certain minor modifications to EPD-14, as follows.
2.1 Neutralization of high vowels The weak final vowel in words like happy, coffee, valley is in RP traditionally equated with $/ \mathrm{I} / \mathrm{F}$ Many speakers, however, identify it rather with /i:/. Phonologically we have a neutralization of the phonemic opposition. I have followed others [3, 4] in employing the symbol $i$ (lower case, no length marks) in positions of neutralization, and also $u$ for the corresponding /u:-u/ neutralization: happy 'hæp $i$, radiate 'reid iert; evaluate 1 'væl ju ert. 2.2 Provision for General American Since LPD also covers AmE, the EPD-14 system needs certain extensions, chosen in such a way as to harmonize with the notation used for BrE RP while drawing attention to salient phonetic differences. A regrettable consequence is that LPD does not follow any established AmE notation such as Kenyon \& Knott, or Pike, or Smith \& Trager.
lot lot || la:t;
thought $\theta$ o:t $\| \theta 0: t, \theta a: t$;
know nəu || nou;
nurse n3:s || ns:s;
farmer 'fa:m o \|| 'fa:rm ${ }^{\text {or }}$;
atom 'æt əm\|'æt əm.
The explicit symbolization of voiced /t/ is helpful to the $A m E-$ oriented EFL learner: few other dictionaries give this information. 2.3 Resolution in prospect

The problem of rival phonetic transcription systems will soon be solved by software. Users of an electronic database will be offered output in any notational system they choose, through an automatic lookup table.
3. UNDERLYING vs. SURFACE FORM A general problem facing any phonetic transcriber is that of abstractness. How far should the analysis and the corresponding notation attempt to shadow the
phonetic details of the utterance rather than abstracting from this into phonological entities believed to underlie them? The moderate degree of abstractness implied in taxonomic-phonemic analysis is generally acceptable (though even here there may be murmurs about dark l's, glottal stops, and "long" vowels that are physically short).
An extreme abstractness such as found in SPE [1] is obviously quite inappropriate for the needs of most potential users of a pronouncing dictionary.

A number of related issues call for discussion. Here are some of them, with the solutions adopted in LPD.

### 3.1 Assimilation

Include is usually pronounced with a nasal which for some speakers is perhaps always velar, for others occasionally alveolar. Some, but not all, have a psychological awareness of the morphology (compare exclude). Given an analysis that treats /n/ as phonemic, with a corresponding transcription, should the main entry have $/ \mathrm{n} /$ or $/ \mathrm{y} /$ ? LPD gives $/ \mathrm{n} /$, with an /n/ variant marked $" \rightarrow$ " ("derived [from first form] by automatic rule'). So too spaceship with /'spers-, $\rightarrow$ 'sper $\int-/$.
3.2 Epenthesis

In LPD the established convention of an italicized symbol to show possible omission is applied to capture AmE nt-reduction (painting 'peint in), recorded nowhere else. The further convention of using a small raised symbol to show a possible insertion caters nicely for intrusive $/ \mathrm{r} /$ ( BrE thawing ' $\theta$ oir ID ) and for other types of epenthesis (fence fents, spiral 'spar ${ }^{\text {r }}$ ol).

### 3.3 Syllabification

Transcribed forms in LPD are divided into syllables by spacing, which is intended to make them easier for the user to process mentally. Syllabification is based on the principle of attraction to stressed syllables, which (I claim) affords a more elegant statement
of allophonic distribution than do rival theories.

### 3.4 Syllabic consonants

Arguably, all syllabic consonants in English are in alternation with sequence of [ $\partial$ ] plus the corresponding non-syllabic consonant. LPD adopts this assumption, showing syllabic consonants by with either an italic [ə] or a raised [ ${ }^{\circ}$ ] (using the conventions previously discussed). So sudden is written 'sud ${ }^{\circ} \mathrm{n}$, implying $a$ preference for syllabic [ p ], but distant as 'distont, implying s preference for [on]. AmE [r] is analysed as syllabic $r$ and written accordingly: AmE manner ${ }^{\prime}$ men ${ }^{\circ} \mathrm{r}$. 3.5 Compression and smoothing

The number of syllables in an English word may be variable: we can often compress two syllables into one. Thus listening, for instance, may have three syllables or two; likewise lenient. Choice of variant may depend on stylistic or pragmatic factors. This varisyllabicity is shown by a special convention in LPD, thus


The phonological environment for compression is typically a sequence of two weak-vowelled syllables, the first of which loses its syllabicity. The rule is, however, subject to lexical constraints (contrast battery and beggary).

Combining these treatments of potential syllabic consonants and compression, we achieve notably succinct entries for such words as national 'næf $0_{v}$ ol and liberal 'lib ${ }^{\circ} r_{c}$ ol: each of these conflates what Jones would treat as six distinct variants.

By smoothing I refer to the RP tendency for a stressed vowel to be simplified when immediately followed by a weak vowel. A diphthong in this environment, if smoothed, loses its second element; a high vowel becomes lax. Thus in client the /ar/ may be smoothed to [a] before $/ \sigma /$. In ruinous the /u:/ may become [u] However, these sequences are also
subject to the possibility of compression. LPD's entries read 'klaruont, 'ru:uIn as.
(An actual triphthong in client, i.e. compression without smoothing, is in my opinion rare.)

## 4. THE OPINION POLL

Reflecting about the problem of authority, I resolved to conduct an opinion poll for nearly a hundred words where competing pronunciations are known to be in use. LPD reports the preferences expressed by panel of 275 native speakers of British English.

The panel consisted mostly of academic phonetics/linguistics specialists, school or college teachers, radio announcers, and speech scientists.

The survey revealed that in zebra /e/ is heavily preferred over /i:/, in accomplish / $/ \lambda$ / over $/ \mathrm{o} /$, in deity $/ \mathrm{er} /$ over $/ \mathrm{i}: /$, and in year $/ \mathrm{I} \partial /$ over $/ 3: /$. In nephew, /f/ has largely displaced /v/; suit is now usually said without $/ \mathrm{j} /$. Three out of four respondents prefer often with no /t/.
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| ABSTRACT concentrate | syllables to be＇crushed＇or ＇compressed＇together so as |
| :---: | :---: |
| he rhythm adopted by | to say them more rapidly． |
| Algerian speakers of English | For that purpose，English is |
| ASE）．The speech sample | well known for its use of |
| corded revealed a number | vowel elison，reduction or |
| features which could be | weakening as well as its |
| ld responsible for giving | preference for weak rather |
| Algerians＇speech a | than strong forms in most |
| pical staccato unEnglish | grammatical unstressed words |
| pe of rhythm． | ［5；9］．The combination of |
| The major rhythm | those features of connected |
| rors seemed to result | speech gives the English |
| total absence of | language its characteristic |
| forms，insertion of glottal | ＇stress－timed＇rhythm． |
| stops before initial v | resent paper |
| ngthening of unstres | reports on Algerians＇ |
| syllables，and inadequate | handling of such features． |
|  | improper use of them by the |
| 1．INTRODUCTION | ASE results in giving their |
| The notion of＇stress | speech this typical |
| med＇rhythm and／or pure | yllable－timed＇ |
| sochrony in English has |  |
| long been debated［8；10；3； |  |
| 4］．Experimental evidence | 2．PROCEDURE |
| shown that what | experiment |
| uman ear perceives | originally intended |
| regular beats is far fr | investigate the intonational |
| epresenting real physical | proficiency of a sample of |
| vents．In fact，it is the | twenty ASE．It consisted of |
| earer＇s mind which imposes | ten units altogether which |
| regularity which often | required the informants to |
| does not exist［1；4；2］． | read on the one hand |
| However，for the sake | （sentences，dialogues and |
| clarity when describing | short narrative）and to |
| given language，one may find | speak more or less freely on |
| it useful to say that in | the other（picture |
| languages like English | cription，guided and free |
| stress tends to come at more | speech |
| less equal intervals in | Note that although this |
| ime．This results in any | experiment was not speci－ |
| succession of unstressed | fically designed to study |

solely the rhythm of ASE， the recorded data provided a substantial amount information about Algerians＇ performance at this level．A number of interesting observations were made．Some of them are briefly discussed in the following sections．

3．CHARACTERISTICS OF ALGERIAN ENGLISH RHYTHM
3．1．Weak Forms
The first thing that strikes the observer＇s ear in the sample of Algerian English is this staccato rhythm more like a ＇syllable－timed＇language． Every syllable is given the same value．This impression is reinforced by the total absence of weak forms． Nearly all function words are used in their strong forms．As a result，those words are consistently given undue importance．Below are some examples（note：$F$ and $M$ stand for＇female＇and ＇male＇speakers，RF for ＇Received Pronunciation＇）：
（1）What do you think he can do with this computer？
F2：［wat du：ju：$\theta i: j k$ hi：kxn du：wi：d diskompju：tor］
as opposed to
RP：／＇wot djv ${ }^{\circ} \theta_{I} \eta_{k}$ I kan＇du： wiððIs kəm。pju：ta／
（2）Then where do you think
he is working ？
M10：［Jen we：du：ju：$\theta i: \eta k$ hi： Si：z w3：ki：クg］
RP：Xn＇weə dju ${ }^{\circ} \theta_{I \eta k I z}$ ＇w3：kin／

## （3）I am happy

F19：［？aI Iæm hæpi：］
RP：／aIm＇hæpI／
（4）What is his job ？
88：［watłi：z hi：z dzob］ RP：／＇wotsiz＇dzob／
（5）What xind of books does he read ？
m14：［wat kaind ？of bu：ks doz hi：ri：d］
RP：／＇wok ${ }^{\circ} k$ aind av buks doz 1 ori：d／

## 3．2．Insertion of Glottal

Stops
Also peculiar in the Algerian speech sample studied is this tendency to insert a glottal stop before vowels in syllable initial position．This is parti－ cularly striking when the word in question is a grammatical item，such as is＇，＇am，of as in examples（2）to（5）above． In connected speech those
words are never preceded by a glottal stop in RP unless when stressed for particular emphasis．Instead，they are linked together with some kind of liaison as in ［ais mm ］［7］．In order to avoid such insertion of glottal stops，syllable initial vowels tend to be linked to the preceding final consonant as in：
人 犭ISIZ
nais so：9əst a：ftonu：n／．
Glottal stop insertion in Algerian English breaks the

| possibility of smooth transition between the words. It could also be held responsible for |  | (6) 'Bill has has't washed it. <br> (7) 'She brought apples bananas, oranges |  |
| :---: | :---: | :---: | :---: |
| 3.3. Lengthening of |  |  |  |
| In adition the the iong |  | to be consthend |  |
|  | absent, e.g. |  | ${ }_{(f)}$ forthcoming). |
|  | [hi: went ${ }_{\text {instead }}$ of |  |  |
|  | /hi'went ta`pxris/ | able. | $\mathrm{s}_{\substack{\text { sit } \\ \text { cry }}}^{\text {coid }}$ |
|  |  |  |  |
|  | such grannetical items tends | abies final which instressed occur |  |
| li:jk bitwi:n $\partial \varepsilon \mathrm{m}$ ] |  |  |  |
| a) The man is the only |  |  |  |
| or b) The men ease the only | full/long vowels are also used. Instead, they sound |  | Reading: Work <br> 65-82. |
|  |  | Inadequate In conjunct | Introduction to the Pronunciation of English, |
| ${ }^{\text {gh }}$ meane the al spaker |  |  |  |
|  |  |  |  |
|  |  |  | Engish, $\begin{aligned} & \text { unpulished } \\ & \text { diss. } \\ & \text { University } \\ & \text { of }\end{aligned}$ |
| vovels |  |  |  |
|  |  | ssed. This is the | Intense Practice for |
|  |  | ${ }_{\text {at }}$ |  |
| it is quite noticeable that |  | ${ }_{\text {lined }}^{\text {neat }}$ |  |
|  |  | man in Eng1 |  |
|  |  | arity. ${ }^{\text {nith }}$ |  |
|  | \%o |  |  |
|  |  | Seens to come ${ }_{\text {cot }}^{\text {sot }}$ Sudy is that the | 1 |
| Thus |  |  |  |
|  | sisnificant number of AsE |  |  |

LA VIE SOCIALE DES SONS,
MODELE DIDACTIQUE DE LA PRONONCIATION DU FRANCAIS
F. Wioland
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## ABSTRACT

Habits of pronunciation in French are explained by the rules which govern the society of sounds in the frame of the rythmic group, rules which underlie the hierarchical and individual relations between sounds.

## 1. INTRODUCTION

Pour l'apprentissage de la prononciation, la reflexion de tout apprenant lettre passe par la representation ecrite des mots. Il s'avere donc necessaire parce que conforme a la demarche habituelle des apprenants d'utiliser la forme ecrite des enonces oraux en didactique de la prononciation. Mais comme la graphie ne rend compte qu'en partie de la prononciation du français - elle en ignore meme des caracteristiques fondamentales -l'ecrit en tant que tel ne permet pas d'expliquer les habitudes de prononciation;l'enseignement de la prononciation du français a toujours eté l'objet d'un compromis a cet egard.
Pour permettre à l'apprenant comme a l'enseignant de situer n'importe quel probleme de prononciation dans un cadre général et de ne pas avoir l'impression de resoudre a chaque fois un probleme particulier, nous
proposons un modele qui rende compte de ce qui est important pour " l'oreille " d'un francophone alors que lui-meme $n$ 'en est pas conscient, en presentant les sons du français comme des individus vivant dans une societé dont les régles de vie sont comme dans toute societe, arbitraires certes, mais génerales, donc peu nombreuses, hierarchisees et systematiques.
La connaissance des règles de vie de cette societé des sons permet d'expliquer l'ensemble des habitudes de prononciation au-dela des diversites individuelles. La prise de conscience par l'apprenant panscience par fonctionnement de l'oral fonctionnement de loral
sous forme d'un modele est sous forme dinn modele est voie de la pratique de l'oral.

## 2. LE MODELE DIDACTIQUE

Le modele présenté prend successivement en compte

- le cadre social qui régit la vie des sons,
- les lois qui decoulent de la position sociale des sons,
- les relations interindividuelles des sons en contact,
c'est-à-dire un ensemble autonome dans le cadre duquel la graphie a un rôle a jouer [4] dans la mesure
oũ les positions des sons a l'oral sont definies.
2.1. Le cadre social

Les unités rythmiques qui forment un ensemble homogẻne de production comme de perception ne correspondent pas au mot du dictionnaire mais aux unites significatives habituelles du discours. Une didactique qui prend en compte le rythme doit tout d'abord permettre a l'apprenant d'identifier ces unités qui sont le cadre social qui détermine l'ensemble des habitudes de prononciation du français [7]. L'identification du nombre de syllabes prononcees par unité est fonction des deux principes de la production rythmique [6], celui d'economie rythmique - un petit nombre de syllabes par unite - et celui de l'equilibre des rapports temporels qu'entretiennent les unites rythmiques successives.
L'element moteur de chaque unité rythmique qu'est la derniere syllabe prononcée peut être dépouille de toute ambiguité graphique grace a la transcription: il est la transcription: il est
important de montrer la important de montrer la pour la compréhension dans un contexte signifiant en raison de l'originalité rythmique du français et des paradoxes que présente l'accent rythmique de par sa position finale et la nature de ses paramètres articulatoire et acoustique [2], [1].
Le schéma prosodique proposé favorise le glissando final qui accompagne $l^{\prime}$ accent rythmique au détriment de toute autre mise en relief etant donné que la hiérarchie syntaxique et la fonction grammaticale sont fidelement codees dans la
structure temporelledifferents degres d'allongement de la duré des voyelles en position finale d'unite [5]. " Les apprenants doivent très vite comprendre qu'ils ne seront jamais jugés sur un ou deux faits langagiers précis (sauf exception) mais sur une impression d'ensemble " [3].
2.2. Les lois de position sociale
Chaque son occupe, dans le cadre de l'unité rythmique, une position bien determinee; il se trouve ainsi soumis aux lois qui decoulent de la position sociale qu"il occupe. Cette position est soit favorable, position est soit
soit defavorable.
soit defavorable.
Le nombre extremement limite de positions est d'un grand intéret didactique: il suffit, en effet, de reconnaître telle position pour appliquer telle habitude de prononciation.
C'est ainsi qu'une syllabe C'est ainsi qu'une syllabe
ne peut occuper que trois positions:

- une position accentuee, la plus importante, sur laquelle doit porter l'essentiel
1'apprentissage,
une position accentuable qui malgré la brieveté de sa réalisation conserve un timbre vocalique comparable a celui de la position accentuee,
- une position inaccentuable dont la structure syllabique majoritairement ouverte ne nécessite pas de differenciation des timbres ouverts ou fermés pour respectivement / E/, / $0 /$ respective
D'autre part les structures ouverte ou fermee de la syllabe determinent timbre et duree vocaliques.
Enfin pour les consonnes la position finale de syllabe,
quelle que soit la position de cete syllabe, est une position faible qui entraine un relâchement systématique Il son articulation. importance de premiere en français langue étranguer la prononciation sur la seule forme ecrite des mots, mais de lui accorder son indépendance. Les sons du français vivent en sociéte; tout apprenant doit etre informé des lois peu et compres de cette sociéte et comprendre qu'a une même position sociale correspond une meme habitude de 2.3. Les

Les positions en contact
des positions respectives definies en vertu clairement de position, chaque des lois trouve soumis aux chaque son se decoulent de sa lois qui dans le groupe. pa position positions privilegies des favorisent l'epanouissement du son considéré - son dominant - d'autres son contraire qui l'obligent au subir de multiples influences du fait de sa position defavorable dans le groupe - son domine. En plus des positions fortes et des positions faibles operent également des affinites ou repulsions entre les sons en contact.
La visualisation des sons en contact et de la l'unite structuration syllabique de obtenue rythmique est transcription par une Une Consion adequate [8]. d'une consonne au contact d'expliciter Voye permet syllabation de loral la entraine de base qui l'enchainement l'elision, liaison.
Une Voyelle au contact d'une Consonne permet d'explicite a l'oral la expliciter
syllabique
et
realisations nasales ou non des graphies Voyelle $+N$ ou M.

Une Voyelle au contact d'une Voyelle permet d'expliciter vocaliques les graphies vocaliques doubles, les loyeral soit successives separees soit dans un mot soit blanc ou une consit par un danc ou une consonne muette graphies $H$ disjonctif, les $\begin{array}{lll}\text { graphies } \\ \text { suivies } & \text { I'une } & \text { OU } \\ \text { voyélle }\end{array}$ prononcee.
Une Consonne
d'une consonne au contact d'expliciter a a l, permet deux types diassimilal les soit progressive lorsque consonnes forment groupe soit régressive lorsque les consonnes ne forment pas groupe, ainsi pa I'apparition de nouvequx groupes de consonnes du fait en particulier de la chute de la graphie $E$.
3. CONCLUSION

Les habitudes
prononciation sont donc de fait d'une societe de sons très bien organisée où les relations
pourraient paraitre comme regies par de simples rapports de force en sonction des positions s'affirment effet certains positirment grace a leur position favorable, d'autres qu'au prix diun maintenir qui peut dix une Gvolution disparition de cendre, la donne naissence Certains nouvelles de inconnues jusque là.
Mais réduire la vie des sons a des lols strictes de positions sociales serait méconnaitre l'influence originale degagee par la personnalite de chaque son. Au contact les uns des autres dans des situations sociales comparables ils
reagissent comme tout individu en fonction de leur nature propre, ce qui est la marque d'une sociéte vivante, gage d'evolution et de creativité.
A partir d'une prise de conscience des lois sociales forcement generales qui regissent les habitudes de prononciation, l'apprenant dispose d'un modele de prononciation du français qui lui permet d'aller a l'essentiel gráce à quelques identiques qui toujours difference de lá graphie, sont d'une etraphie, regularite La mâ̂trise souhaitee a l'oral est facilité par une représentation non ambiguë contraintes essentielles.
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# FICHES CORRECTIVES DES SONS DU FRANCAIS: DEFENSE 
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The Punctual Approach meets specific learner needs based on level and L1 by processing errors immediately and analytically before returning them to the spoken utterance. The role of Diagnostic Cards (fiches correctives) is to describe the 36 phonemes of "maximal" French and the 150 errors affecting them, while proposing many corrective techniques for each, as outlined in the punctual approach.

## 1. APPROCHE PONCTUELLE

### 1.1. Definition

Dans une attitude d'esprit éclectique et pratique, la méthode ponctuelle de correction phonétique est un ensemble de 7 GRANDS MOYENS qui englobent, de manière cohérente et intereliee, les divers procédés, façons, trucs, recettes... que j'ai inventories, modifiés ou imaginés: soit en d'autres mots ce que, à ma connaissance, nous possédons actuellement en correction phonétique comme procédés de correction.[1]
La méthode ponctuelle et ses 7 GRANDS MOYENS est donc la synthèse de vingt-cinq ans de pratique de
la classe de correction/travail phonétique et d'enseignement de sa methodologie aux futurs maitres, et elle est utilisée selon une stratégie qui sera succinctement exposée dans les lignes suivantes.

### 1.2. Attitudes fondamentales

Voici ce que propose la methode ponctuelle de correction phonétique:
a) Elle accorde aux exercices de discrimination auditive une prépondérance de tous les instants pour tout phénomène, phonique et prosodique, et ce, de manière ponctuelle ou systematisé.
b) Elle s'adresse autant aux débutants qu'aux très avances;; toutefois, bien qu’un «grand» débutant ne le demeure vraiment que très peu de temps, linsistance sur l'atomisation, sur l'intellectualisation et sur la conscientisation sera avec ce «débutant» inversement proportionnelle à sa capacité d'expression spontanee. Mais, à toutes fins utiles, la méthode ponctuelle vise tout public apprenant une L2 auquel elle s'adapte en nuances et en intensite.
c) Elle accorde aux phénomènes phoniques et prosodiques un traitement immédiat (à l'instant propice), atomisé (isolé et détaille), intense (en durée et en répétitions) et, primordialement, approprié aux besoins spécifi-
ques de chaque apprenant; cependan elle réintègre vite l'élément travaille dans la combinatoire de la chaîne parlée, soit dans l'enonce d'origine, soit dans des exercices appropriés [voir g) ci-après et les Exercices de conditionnement phonétique à parâtre].
d) Elle favorise la tendance généralisée à lintellectualisation et à la conscientisation du processus d'apprentissage [2] de la part de l'apprenant devant tout phénomène phonique et prosodique qu'il a à maîtriser.[3]
e) Elle accorde autant de place a l'imitation, c.-à-dire à la reproduction des modeles facilitants qui sont proposess qu'a la production spontanee libre ou encadrée (voir Exercices de conditionnement phonétique, à paraitre).
Elle puise, sans réserve et selon ses besoins, dans toute discipline et toute idéologie: c'est une problématique ouverte, réceptive, donc éclectique qui, néanmoins, n'ira pas pour autant pré senter ses connaissances theoriques directement aux apprenants.
f) Elle privilégie, d'après tout ce qui précède, une période spécifique consacrée à la correction et au conditionnement phonétiques, en plus des interventions sporadiques ou régulières du titulaire de classe quand il s'agit de débutants.
g) Consequemment, la méthode ponctuelle prône de nombreux et longs moments privilégiés de correction et de conditionnement phonétiques allant de $15 \%$ du temps de classe pour un cours extensif (du soir, par exemple) jusqu'a $25 \%$ du temps consacré́ aux cours d'une session intensive (six semaines à raison de $20 \mathrm{~h} / \mathrm{sem}$. , par exemple); et le travail phonetique personnel de l'apprenant s'ajoute à tout cela.
Ce n'est qu'à ce rythme de travail, sommes-nous plusieurs a le vivre, qu'on atteint agréablement et rapide-
ment la fameuse zone dirreversibillte et, son corollaire, l'autocorrection active.[4] Je crois qu'il faut que le correcteur et le corrige en arrivent rapidement et intensément à vivre ensemble le moment où, en phonetique, on n'en parle plus mais on parle, et correctement!

### 1.3. Conditionnement phonétique

Dans cette ère «communicative», et au cours des toutes récentes années, de très nombreux didacticiens de la phonetique tant en Europe qu'au Québec ont parlé du besoin de refformer ou de réinventer ce qu'il me plâ̂t d'appeler la pédagogie du parler. Aussi existe-t-il à l'Université Laval (Québec, Canada) un projet qui est la mise en oeuvre d'un nouveau concept, du processus de conditionnement phonétique [5] dont la démarche tente d'être incitative, valorisante et efficace. La centration sur l'apprenant oblige évidemment à penser des exercices tout à la fois utiles et agreables à cet apprenant. Nous pensons que, du plaisir stimulant qu'aura ce dernier à les utiliser, découlera une intensité d'implication impressionnante et hautement fructueuse dans son travail de perfectionnement phonetique.
Nous avons conçu le condittonnement phonétique par analogie au conditionnement physique. Centré comme il se doit sur l'apprenant, le conditionnement phonétique est un processus dont la dynamique est constamment axee sur la modification de la prononciation en vue d'une amelioration qui pourrait se libeller: être en forme phonétique pour accomplir ce qui doit l'ètre au bon moment.
Les principes du conditionnement phonétique sont les suivants: repétition, réchauffement et gradation. [5]

### 1.4. Workout phonétique

Considérant donc plus particulièrement le second principe du conditionnement phonétique, à savoir le rechauffement, nous [6] avons transposé dans les cours de phonétique pratique ce que nous faisons au gymnase. À l'origine, le workout est de la gymnastique sur musique et «c'est une activité libre, dirigée. On y enseigne des routines composées d'une variété d'exercices, ayant un caractère éducȧtif. La performance n'est pas du tout le but visé. C'est avant tout une activité de conditionnement physique plaisante et empreinte de dynamisme.»
En phonétique, bien que le corps dans sa globalité puisse être sollicité et qu'il le soit de fait, ce sont lesorganes de la parole (avec la tête et les mains) qui sont le point de mire de notre travail. Pour arriver aux routines de workout phonétique, nous avons décortiqué le trapèze vocalique ainsi que l'ensemble des consonnes pour aller y chercher les éléments favorables a une meilleure production sonore. Tout est possible et realisable avec un peu d'imagination et de créativité.
Le but visé par le workout est, évidemment, une meilleure prononciation, mais sans stress, sans obligation et sans effort mental de la part de l'apprenant. Nous ne lui demandons pas de réussir, mais d'essayer. Il n'a pas à réfléchir sur ce qu'il fait : il se laisse aller. Chacun va à son propre rythme. De plus, la performance n'a pas sa place ici. Elle l'aura petit à petit dans la période ultérieure dite d'exercices qui permet à l'apprenant de trouver un certain équilibre articulatoire des sons travaillés.
La salle de workout est là où on se trouve! En classe, le professeur utilise tout ce qui favorise l'esprit de jeu, de plaisir et d'appartenance au groupe.

Le professeur participe aux exercices au même titre que les apprenants, il est leur guide et leur supporteur: il encourage, il exagère, il fait rire. Par ailleurs le laboratoire de langues se prête aussi très bien aux séances de workout phonétique, puisque les apprenants s'y sentent particulierement à l'aise à cause de l'isolement dont ils y jouissent.
Tout le monde peut faire du workout phonétique, peu importe son âge et son niveau de connaissance du français. Il revient alors au professeur de composer des routines adaptées à la L1 des apprenants et à leurs difficultés de prononciation, bien que soit laissée une très grande liberté de choisir les musiques et les chansons selon le rythme à la mode, la beauté ou l'intérêt des paroles, etc.

## 2. FICHES CORRECTIVES

### 2.1. Description

Il y a tout d'abord les Fiches descriptives des 36 sons/phonèmes du français dit "maximal" qui comprennent les éléments suivants:
a) leurs caractéristiques articulatoires et acoustiques;
b) leur orthodiagramme, c.-àd. un schéma articulatoire idéalisé de leur prononciation moyenne;
c) leurs allophones standard chez les francophones;
d) leurs graphies courantes;
e) leurs fautes éventuelles par des non-francophones;
II y a ensuite les fiches correctives proprement dites d'environ 150 erreurs qui affectent les 36 sons/ phonèmes du français et qui sont commises par des non-francophones. de diverses origines linguistiques. Chaque fiche contient les éléments suivants:
a) la transcription phonétique de l'erreur;
b) la clientele non francophone visé;
c) le diagnostic commenté de l'erreur;
d) la correction suggeree;
c) un encadré aide-mémoire qui résume les nombreux trucs/recettes/ moyens de correction suggerés.

### 2.2. Utilité et but

Le diagnostic commenté de l'erreur est basé sur une phonétique descriptive et theorique qui constitue la 1ère partie de louvrage et qui, aussi et bien sûr, fait de nombreuses références au cadre de travail ponctuel et systémique du TRAITE... . Le correcteur trouvera dans ce diagnostic les eléments pertinents à la compréhension tant de l'erreur de l'apprenant que de la correction suggeree.
De son cofté, cette correction suggerée est basée sur l'optique ponctuelle et systemique dont le praticien trouvera le cadre théorico/pratique dans le TRAITE susmentionne.
En résumé, les FICHES CORRECTIVES [6] veulent aider le correcteur praticien dans son travail phonetique quotidien où il a a affronter de multiples et diverses erreurs qui exigent un traitement correctif immediat et où un atomisme et un globalisme appropriés aux besoins spécifiques des apprenants se chevauchent dans un seul but: l'acquisition facilitée d'une prononciation agréable et comprehensible aux oreilles des autochtones francophones.
[1] LEBEL, Jean-Guy (1990), Traite de correction phonétique ponctuelle: essai systémique d'application, Quebec, CIRAL (Université Laval, Quebec, Canada), 275 p.
[2] LEBEL, Jean-Guy (1991), Fiches correctives des sons du français, Québec, Les Editions de la Faculté des lettres, Université Laval (Québec, Canada), 385 p.
[3] Il semblait pourtant évident que les êtres humains ne régissaient pas tous leur apprentissage de la même façon, mais, comme pour toute intuition, il fallait des faits et preuves que nous ont heureusement fournis les récents travaux des FELDMAN, de la GARANDERIE, LAFONTAINE LESSOIL, MEUNIER-TARDIF, ROBERT, TROCME, ETC.
[4] LEBEL, Jean-Guy (1990), Traite..., voir chap. 2.3.2...
[5] LEBEL, Jean-Guy (1986 \& 1987), Le conditionnement phonétique: l'enjeu d'une nouvelle pédagogie en correction phonétique, Département de langues et linguistique (Université Laval, Québec, Canada), 57 p., et dans Revue de Phonétique Appliquée, n ${ }^{\circ 6} 82$ -83-84: 183-190.
[6] LEBEL Jean-Guy \& LEBEL, Chantal (1989)," Le workout en correction phonétique ", Bulletin de l'AQEFLS (Association Québécoise des Enseignants de Français Langue Seconde), Montréal, XI,1: 40-46.
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## ABSTRACT

This paper presents the result of some studies on acoustic correlates of seg. mental and prosodic features of Hindi stop consona nts. The parameters havebeen used to classify the conso. nants according to their articulatory manner and pl* ace of production and also used to synthesize them us. ing a synthesis by rule technique. Sixteen plosive sounds(voiced, unvoiced, aspe irated, unaspirated) were recorded in CVC and VCV sy llables using vowel/a/ by ten standard male speakers. The spectral analysis was done using a sound spectro. graph, the FFT/LPC analysis programme and the micropro. sodic feature analysis programmes. The latter analysis was done on a PC(AT) with adequate facilities of $A / D$ and $D / A$ conversion. The seg. mental acoustic characterí stics such as formants and thier transitions with adjuscent vowels (within each 8 or 10 msec frame.), bandwid. the, gap(with/without voice ebar), burst frequency, aspi. ration noise etc. and the prosodic characteristics such as variations in durations, fundamental frequency and amplitude were detera mined.

The individual sounds
have been specified on the basis of distinctive acous? tic characteristics and cle assify into various categories such as V/UV,Asp/Uaasp etc. These characteristics have been very usefull in synthesizing Hindi words us ing a digital formant synthesizer based on synthesis by rule techaique.

## INTRODUCTION

The study of acoustic phonetic and the prosodic charateristics is essential to understand the basic na= ture ofthe speech sounds as well as to simulate and to develop automatic speech recogaition and syathesis systems. These charateristlcs of speech are highly language dependent and vary considerably from one conta ext to another context. The. refore a data base of the acoustic charateristics re" flecting the segmental and suprasegmental characteristics of speech sounds is required for a spoken language under study.

The persent paper des. cribes results of some stu dies conducted to study the acoustic correlates of $\mathrm{c} i n \mathrm{n}$ i stop consonants which describe their phonetic and pre osodic features.

Hindi Stop Consonants

Hindi stop consonants, unlike many western spoken languages are distinguished by the features of aspirata ion as wellas voicing. There are four distinct places of articulation to produce them. Depending upon the ply them. Depending upon the pla
ace and manner of articulan tion, the consonants can be classified as shown intable 1. The paletal sounds are produced with retroflexion and heace they could be cla assified as retroflexes also.

## procedure

These sixteen stop co nonants were combined with vowel/al to form CVC type as well as VCV type syllab les. In CVC syllables, the final position of the syllable VC was kept the same and only initial cosonant was changed (e.g.pal,bhal etc.) whereas in the case of VCV syllables, the vowel/a/ was kept the same inthe in* itial as well as final pos* ition. These were recorded by 10 male speakers in a studio.

The analysis of the utterances were done using a sound spectrograph as well as a computer having $A / D$ and $D / A$ facilities. The signal processing software used for the analysis incla uded FFT/LPC etc. Acoustic features such as formant frequencies and thier trans sition, fundamental freque. ncy and duration of differe ent segment of sounds were computed. The time varying display of suprasegmental features of the utterances was obtained using a SNDSYS programme and a prosodic analyzer(Inst.of Phonetics, Aixaen Provence). Micropro sodic details such as vari ations in the fundamental
frequency and amplitude was determined from these displays.

## Results

The sonogram of the CVC and VCV syllables for a given speaker containing consonant $t$, $t h, d$, and $d h$ are shown in figurel.It may be seen from these displys that there are distinctive acoustic features which can be used to classify them. The aspiration noise asso s ciated with th is different from the aspiration noise associated with d. In the latter case amplitude of turbulance has superimposed upon it and voicing contina ues through out the spectra um. Similarly there are dia fferences in the nature of plosive burst, voicebar and the formant transitions.

## Durational Characteristics

The duration of diffen rent segments related to consonatal features havebeen analyzed: The features sea lected for measuring duras tion include the plosive gap/voicebar, the burst, as: piration, vowel transition and the steady portion of the vowel.The figures show duxation computed by avaran ging the duration obtained from various samples of all the speakers in CVC and VCV context. The following obse rvations were made from this table.
a) Duration of the Gap/VB

Unv. unasp> unv.asp> voiced unasp>voiced asp Bilab.) Velar > Dental > retroflex
b) Duration of Aspiration for all (Neary ome for all places of articulation)

Voiced Asp.> Voiced unasp.> unv. asp $>$ unv.unasp.
Velar > Retroflex >
Dental >Bilabial
d) Voice onset time

Asp. $>$ un. asp.
Velar $>$ Retroflex $>$
Deatal > Bilabial
It is also observed that the rate of first fora mant transition is much hi: gher than the rate of seco. nd formant transition.

The rate,direction and target frequencies of adju" scent vowels play a major role in the classification of consonants.

## Target frequencies

The target frequencies of the second and third fos rmant of vowels obtained with different categories of consonants are shown in table 2. These values are obtained by averaging the initial as well as final values of CVC ans VGV syll. ables.It may be observed from this table that the target frequencies ofsecond and third formants for the consonants belonging to din fferent places of articulan tion are quite different. However, the target frequen ncies of fourth formant are not so distinct.it reflects more the characteristic of an speaker.In the case of retroflex sounds, the third formant indicate two diffes rent target frequencies in the VC and CV contexts. In the former case the third formant merges with the ses cond formant whereas in the latter case there isa break in the third formant.

## Rate of Formant

## Transitions

The average rate of formant transitions are much higher for the first formant as compared to the second and third formant transitions.

## Fundamental Frequency

Measurements of fundamental frequency of differ ent segments of $C V$ and $V C$ syllable have shown that the $F$ of a voiced plosive is higher than that of the voiced aspirated plosive. Similarly f during voicing of plosion is much voicing of plosion is much
less than voicing during less than voiciag during
the vowel articulation. The the vowel articulation. The
fundamental frequency of the vowel in a CV syllable is higher than that in a VC syllable. The value of $F$ of the vowel followed by an unvoiced plosive is higher than the value obtained with voiced plosive. In the former case there is an aba rupt rise.This feature can work as a landmark (Cue)for indicating the presence of voiced or unvoiced consonant.

## Conclusion

The results obtained in the above experiments show that the stop consonants possess some special and distinctive acoustic featur res.These can be classified on the basis of the features mentioned in the above results.
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table 1

$\xrightarrow[\text { TABLE } 2]{\text { Asp. }}$

|  | Second Formant | $\begin{aligned} & \text { Third } \\ & \text { Formant } \end{aligned}$ | Fourch Formant |
| :---: | :---: | :---: | :---: |
| labial | $1000 \pm 50$ | $2300 \pm 100$ | $3400 \pm 100$ |
| Dental | $1500 \pm 75$ | $2600 \pm 100$ | $3600 \pm 100$ |
| Retoflex | $1800 \pm 50$ | $\begin{aligned} & 2700 \pm 100 \\ & 1800 \pm\binom{\text { (10) }}{\text { (10) }} \end{aligned}$ | $3600 \pm 100$ |
|  | $1300 \pm 80$ | $2500 \pm 100$ | $3500 \pm 100$ |
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## ABSTRACT

Reference and teaching materials for use by scholars and students of phonetics have traditionally included books and audiotapes. A problem with these materials is that books do not contain sound and tapes do not contain text or pictures. However, recently available computer software makes possible the combining of text, sound, and pictures into so-called bypertexts, i.e. modular, linked documents which encourage exploration of material along multiple dimensions of information. This paper describes such a version of Phonetic Symbol Guide [I], written in HyperCard for Apple Macintosh microcomputers.

## 1. PSG - THE BOOK

Phonetic Symbol Guide [1], hereafter "PSG," is an encyclopedia of phonetic symbols. Except for an excursive Introduction section, PSG is organized as a series of short entries (approximately one-half to two pages in length) for each of the over 300 phonetic symbols "...that linguists, phoneticians, and other students of language are likely to encounter in reading either contemporary books and journals or older works that are important enough to be consulted today" (xvii). These include all of the standard IPA usages (prior to the 1989 revision) as widely employed by the international linguistic community as well as interpretations and symbols from other systems. Along with a large, clear picture of the symbol, each entry contains one or more sections, devoted to IPA Usage, American Usage, Other Uses, Comments,
and Source. In addition to these entries for the individual symbols, there are also several charts, a glossary, a list of references cited, and a complete table of entries. Altogether, PSG presents a comprehensive view of the developing world standard established by the Intemational Phonetic Association.

## 2. PSG - HYPERTEXT

The electronic version of PSG follows the structure of the book closely. It contains sections corresponding to those found in the book, namely
Introduction, Symbols
(corresponding to Character and Diacritic Entries), Charts, Glossary,
References, and Index (corresponding to Table of Entries). In addition, however, it contains an instructional Tutorial, Exercises for students, and, most important, sounds. The text of the Introduction, Symbols, Charts, Glossary, and References sections is taken verbatim from PSG, whereas the other sections have been created especially for the hypertext version. Although the published version of PSG is useful primarily as a guide to the interpretation of phonetic symbols, the additions made in the hypertext presentation make it also a useful tool for leaming phonetic transcription.

### 2.1. About HyperCard

HyperCard is a program which runs on Apple Macintosh microcomputers. Based on the metaphor of cards grouped into stacks, HyperCard contains a wide variety of tools for creating and linking modules
important for our purposes, sounds. It is thus ideally suited to representing socalled "exploratory hypertexts," i.e. large complex documents, such as encyclopedias, which are intended to be used in different ways by different readers. PSG is a perfect example of such a document.

### 2.2. Symbols Cards

As in the book, the most important section in the hypertext is the cards holding the information about individual symbols. Of the 311 entries in PSG, 107 were selected for inclusion in this version. (Expanded coverage of PSG, taking into account the 1989 revisions to the IPA, is anticipated.) These 107 represent most of the major entries in PSG (those with names in all capitals) and the ones of greatest interest to potential users of the document.

Figure 1 shows the screen display for the symbol LOWER-CASE A (page 3 of PSG). The upper part of the display shows the title, an enlarged picture of the symbol, a scrolling text field, and five buttons which permit the user to select which information appears in that text field. These five choices correspond to the presentation of information in PSG. The lower part of the display contains buttons which permit the user to Hear it (the sound), to navigate throughout the document (several buttons), and various other actions. This screen display format remains the same for all symbols in the document.

The scrolling text fields are "clickable," i.e. when the user clicks the mouse on selected items of text, appropriate actions occur. For example, Figure 1 shows that the words Cardinal, low, front, and unrounded appear in bold style. This indicates that clicking on any of them will take the user to the Glossary page for that word. Note also that the book title Principles appears in italics; clicking on it (or on authors' names) will take the user to the correct References page. Finally, words which are underlined (e.g. back, patte, pop) or which appear in square brackets (e.g. [pap]) are
pronounceable, i.e. clicking on them causes their pronunciation to be played.

Among the buttons at the bottom of the display are the Browse buttons, consisting of left-and rightward pointing arrows, and buttons which take the user to the main Menu, to the overall system Map, to the Charts, to a Help screen, or out of the program (Quit).

### 2.3. Charts

The symbol charts follow as closely as possible the PSG format. For example, Figure 2 shows the screen display for the Cardinal Vowels 1-8, found on page 255 of PSG. Note that, in addition to the chart and the navigation buttons, there are two additional buttons called Hear it and Find it. These two buttons are mutually exclusive, i.e. turning one on turns the other off. When the Hear it button is "on," then clicking on a symbol in the chart causes its sound to be played. When the Find it button is enabled, on the other hand, clicking on a symbol takes the user to the card for that symbol. For example, if the user were to click on [a] (cardinal 4) with the Find it button on, as in Figure 2, the screen display would change to that of Figure 1.

All of the PSG charts are represented in the hypertext version, although there has been some reorganization due to constraints on Macintosh screen size and legibility. Furthermore, two of the charts (Bloch and Trager's Vowel Symbols and The Chomsky/Halle Vowel System) are not clickable, since their entries represent a more phonological than phonetic classification of sounds.

### 2.4. Glossary and References

The Glossary and References sections are organized alphabetically. All of the entries beginning with the same letter are found together in a scrolling text field.

### 2.5. Index

The Index is a set of three scrolling lists, one for vowe symbols, one for consonant symbols, and one for
diacritics. By clicking on the name of one of the symbols in these lists, the user is taken to the appropriate Symbol card (see Fig. 1).

### 2.6. Exercises

One of the exciting features of this electronic book is that it contains an infinitely expandable set of exercises. One kind of exercise is traditional listening practice, in which the user clicks on a test sound and has to find the correct symbol. Another exercise is of the symbol-to-feature type, the user being required to match symbols with their phonetic feature descriptions, and vice versa. A third kind of exercise, not normally found in phonetics classes, is what we call a "treasure hunt," in which the user is asked to find out certain information from the encyclopedic resources. An example might be "For which symbols do the IPA and American systems agree the most? For which do they disagree the most?"

## 3. INNOVATIVE FEATURES

The electronic PSG incorporates several features which are relatively unusual in instructional software. These relate to the social nature of learning and the advantages which come from collaboration in the classroom.

Recent research with so-called "intelligent tutoring systems" suggests that computers can never have enough "intelligence" to behave as true partners in learning. In other words, they remain artifacts, however complex. Thus, we have incorporated into the Exercises procedures for more than one user (e.g. two or more students, or a teacher plus one or more students) to use the hypertext simultaneously. For example, similar to some traditional listening and transcribing practice drills, one user serves as the talker, the others then being listeners. First, the talker views the target phonetic symbol or string and then hides it again. Then, as the listener attempts to transcribe the talker's productions, the talker obtains immediate feedback as the correctness of his or her productions from the sounds
played and text viewed by the listener. In his situation, the hypertext PSG acts as a non-judgemental authority, available for instant consultation by the students.

Another collaborative aspect of the electronic PSG is the Comments button, available widely throughout the document (see Fig. 1). By clicking this button, the user is taken to a Comments screen, where comments by previous users may be read, and new comments may be entered. In this way, the user communicates with other users, including the authors, and a learning community is established. Frustrations with program content or operation are easily vented, leading to more positive views of the learning experience.

One final innovation which we shall mention here is what we might call the auto-trace feature. It is easy to capture the name of each button or field clicked on by users as they navigate the hypertext. This sequence of names is then used in two ways. First, it serves as an aid to the user, who can visit the list in order to recall where they have been recently. They do this by clicking the See recent history button (see Fig. 1). By simply clicking on one of the names in the list, they are then taken to the appropriate display. This list also serves a second, pedagogical use. When the user leaves the program (by clicking the Quit button), the list is written to disk, whence it can be viewed by the teacher (and eventually the authors) as evidence of the success or failure of the program in serving the needs of that user.

Together, these collaborative and autotrace features make possible the evaluation and validation of the electronic PSG as a teaching tool. As we collect information on the document's use over the next few years, we will thus be able to extend and improve it even further.
4. REFERENCE
[1] PULLUM, G. K. \& LADUSAW, W. A. (1986) Phonetic Symbol Guide. Chicago: University of Chicago Press.

Figure 1.

## LOWER-CASE A

| IPA USAGE: |
| :--- |
| Cardinal vowel No. 4: low front |
| unrounded. Described in "Principles" |
| (p. 8) as the vowel sound of Northern |
| English back or Parisian French patte. |
| In the speech of Cnicago, Illinois (and |
| various other varieties of American |
| English), a word like QOD is pronounced |
| as IPA [pap]. In the speech typical of |
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# MICROCOMPUTER-BASED INTERACTIVE PROSODY WORKSTATION 

## George D. Allen and V. Paul Harper

## Purdue University and Harper Associates West Lafayette, IN

## ABSTRACT

One of the difficult problems facing teachers of phonetics is the lack of tools for training prosody (i.e., intonation, stress, and syllable rhythm). Our Interactive Prosody Trainer is a low-cost, microcomputer-based system for interactively teaching speech prosody. Based on a digital signal processing chip and an easy-to-use graphical interface, this device does two different, interrelated jobs. On output from the host microcomputer, it synthesizes models of utterances from stored LPC and prosodic control parameters. On input, it extracts the fundamental frequency and intensity of the user's productions, for comparison with the model. Similarities and differences between the two productions are then highlighted for the user.

## 1. INTRODUCTION

The teaching of prosody has not taken adequate advantage of modern speech technology. Beyond what is found in books or in the heads of phonetics teachers, there are just two audio-cassette resources and some not-very-interactive hardware. One of the audio-cassettes is the demonstration tape accompanying Cruttenden's text [1]. The author has simply read the examples from the text, as illustrations of the points he makes. hardly a compelling pedagogy. The other cassette material is Allen's autoinstructional tutorial [2], used successfully for several years in his own phonetics classes but not disseminated widely.

Two (very similar) hardware products exist for training prosody, namely the Visipitch (Kay Elemetrics Corp.) and the PM Analyzer (Voice Identification, Inc.). Both devices extract fundamental frequency ( F 0 ) and intensity in real time and display them on a computer monitor Both permit the visual comparison of a student's response to a teacher's model Unfortunately, neither one can play back the model andor the response for auditory comparison by the user, and both require the teacher to be present to evaluate the student's response. And they are both expensive. In other words, these devices are helpful aids for the teaching of prosody, but they require extensive one-to-one interaction with a trained professional, and a majority of training programs can afford to buy at most one.

Interestingly enough, Lane \& Buiten [3] showed over 25 years ago that an interactive computer workstation could teach prosody effectively. Their so-called "Speech Auto-Instructional Device" (SAID) required users to match, as closely as possible, either the F0, the intensity, or the syllable timing of a model utterance. Using analog F0 and intensity extractors, plus a DEC PDP/I minicomputer to calculate the match between model and response, the device cycled users successively among the three prosodic features until all three had converged to an acceptable degree. As successful as the SAID was in training fluent prosody, it is perhaps surprising that its principles have never been extended to modern microcomputers and digital signal processing technology. That time has now come.

## 2. A SAMPLE SESSION

The user, a young Chinese student who is improving his English, sits in front of the display screen and presses the Model button on his keypad. The computer presents the phrase "Good morning" with mid-level pitch on "Good" and a high falling pitch on "morning." As the utterance is played out, white dots follow long the fundamental frequency (FO) and intensity traces on the screen. If he wishes, he can press the Model button to hear the utterance again.

When he is ready to respond, the user presses and holds down the Talk key. As he mimics the model with reiterant speech, which consists of repeated $/ \mathrm{ma}$ syllables [4], his F0 and intensity are drawn on the screen in a different color and width of line from the model. Differences between the model and response prosodies are highlighted with shading, and "scores" are generated comparing the F0 and intensity traces and the timing of the syllables.

By pressing either the Model key or the Response key, the student can then hear "Good morning" uttered with the original prosody or with the prosody of his own response. As the utterance is played out, white dots trace out the prosody curves of the utterance to which he is listening.

At this point, the student has several choices. He may wish to produce another response, which he does by pressing and holding down the Talk key. Or, he may wish to review an earlier response, which he does by pressing a left-pointing arrow key the appropriate number of times (once for the previous response, etc.). Data from earlier responses are then presented on the screen, and he can again listen to either the model or the response. Finally he may wish to move on to another utterance, which he does by pressing the New key.

As he works, all of his data are saved in a file, which is then written to disk at the session's completion. Later, the
instructor will review this file, evaluating the student's progress.

## 3. WORKSTATION FEATURES

A prototype has been built using off he-shelf components and welldocumented speech processing algorithms. The hardware consists of a personal computer (PC) with a VGA color graphics display, microphone, speaker, and an audio I/O card with a digital signal processing (DSP) chip. The software consists of F0 and intensity extraction, speech encoding, and human interface modules.

Model utterances are stored in the PC, using linear prediction coefficients (LPC) plus prosodic information. There are two important advantages to using LPC coded models. One is simply the reduction in storage demands, in comparison with digitized speech. The other advantage is more important, however. Effective use of a prosody trainer requires that the model text be presented with either the model or the user's prosody. Since users of our device will respond with reiterant speech, the extracted F0 and intensity data can be substituted for the model data and used to drive the LPC re-synthesis. Thus, the user can easily toggle back and forth between the model as originally presented and the same words uttered with the prosody of the user's response.

Many algorithms exist for extracting F0 from speech [5]. Because reiterant speech is fully and continuously voiced, most F0 extraction algorithms work (equally) well Speech intensity is usually also obtained as a by-product of this F0 extraction process. Thus, while the user is talking, current estimates of F0 and intensity can be delivered to the PC at the same rate as the model. Before the data are drawn on the screen, they are smoothed, scaled, and sometimes time-normalized. We say "sometimes," because there are situations in which the timing should be corrected, and others in which it should not.

F0 and intensity must also be appropriately scaled, both for the display and for the calculation of the fit between model and response. Both F0 and intensity are scaled logarithmically, to match our perceptions of these acoustic features. Scores for the degree of match between model and response are then
calculated as weighted averages of the differences between the data values. The use of weights permits focusing of attention on important speech features, such as vowel nuclei, without corruption by consonantal gestures.

Adjusting the timing of the response is another case of a difficult task made easier by the use of reiterant speech. Consonant/vowel (CN) boundaries are relatively easy to locate from the intensity trace of repeated $/ \mathrm{ma}$ syllables. These boundaries can then be aligned successively with pre-stored $\mathrm{C} N$ boundaries of the model. Data points are deleted or interpolated in the F 0 and intensity traces, as required, to match up the timing for each segment of the utterance. Finally, a score for the accuracy of timing can be generated as a weighted sum of the adjustments required to align the response to the model. Again, weighting these sums permits the user to focus on important temporal aspects of the model without becoming distracted by irrelevant features that happen to have been mis-timed.

Since the target users are persons with little or no experience in computer use, the interface must be simple and easily learned. As described in 82 , above, a session with the Interactive Prosody Trainer requires the user to listen to a spoken phrase, mimic it using reiterant speech, and then view a graphical display showing his response compared to the original. He is then able to listen to the model phrase with its original prosody or with the prosody of his own response. This is similar to the SAID procedure (1], referred to carlier, in which leamers alternately mimicked the F0, intensity, or timing of model phrases. In addition, however, our device permits the user to listen to the target phrase with his or her own prosody, in direct comparison with the model. This form of feedback is crucial for successful prosodic training.

## 4. REFERENCES
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## A VIDEO INTRODUCTION TO GERMAN PHONETICS
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## ABSTRACT

Learning the phonetics of a foreign language can be greatly facilitated by use of modern technology (video computer). A video course is described which represents a first attempt at a systematic and concise introduction to German phonetics for students of German as a foreign language. The present summary of motivation, goals content, and organization of the course will be supplemented at the conference with illustrative excerpts from the video tapes.

## 1. MOTIVATION

Phonetic research, despite its broad scope, is still not providing much help for those learning a foreign language. Language teachers and authors of instructional books tend to ignore the results of speech perception and production experiments, in part because these results are often reported in a way that makes it difficult to recognize their relevance to problems of second language acquisition. As a result, there is widening gulf between the state of the art in research and the quality of phonetic training in second language teaching. This relative neglect is evident in (a) undifferentiated teaching goals (b) poorly developed methods of phonetics instruction, (c) insufficient phonetic training of language teachers who, moreover, often speak with a strong foreign accent themselves, and (d) lack of appropriate teaching materials.
Modern technology can aid second language learners in mastering phonetic problems by utilizing multiple information channels and by introducing new instructional methods. Unfortunately,
current video language courses do no exploit these possibilities and often proceed without drawing students' attention to the phonetic peculiarities of the target language. Therefore, thi author has developed a video course that provides a concise and systematic introduction to German phonetics for students of German as a foreign language [2].

## 2. GOALS

The course's aims are to enable students to discriminate and identify segmental and suprasegmental units on an auditory and articulatory basis, to lay the foundation for correct articulation of vowels and consonants, and to develop basic abilities of listening, speaking, reading, and writing. It is addressed to both beginning and advanced students.

## 3. CONTENTS

The course comprises eight lectures which focus on the following
(1) Intonation (melody and stress).
(2) Unrounded vowels [a:, a, i:, i, e:, $\varepsilon$ :, $\varepsilon, ~ ə]$.
(3) Rounded vowels [u:, u, o: $, \mathbf{o}, \mathrm{y}:, \mathbf{y}$, ø:, $]$ ].
(4) Diphthongs, glottal stop, [h].
(5) Plosives [p, b, t, d, k, g].
(6) Fricatives and affricates [f, $v, s, z$, $\mathrm{ts}, \mathrm{ks}, \mathrm{pf}, \mathrm{kv}]$.
(7) Fricatives and affricates [ $¢, \mathfrak{j}, \mathbf{x}, \boldsymbol{f}$, ft, Sp ], [r] sounds.
(8) Nasals [m, $n, \eta]$, -en suffix.

## 4. ORGANIZATIONAL

## PRINCIPLES

The construction of the materials is based on results of phonological and phonetic research, as well as on experiences gained from teaching

German as a foreign language. Thus intonation stands at the beginning of the course, so as to enable students to produce all following exercises with correct stress patterns, melodies, and rhythms. This special position reflects the importance of suprasegmenta factors in speech perception and comprehension. Vowels and consonants are introduced by their most important phonetic properties in the context of the whole sound system. They are no treated as isolated sounds but always in groups, with reference to systematic feature categories (e.g., "long-short" in vowels and "fortis-lenis" in consonants). Phonological principles are not discussed explicitly but are an implicit component of the course. Articulatory maneuvers are explained in simple terms.
Each lecture consists of three parts The first part (demonstration) establishes relations within the phonemic system, gives examples, explains correct articulation, states rules, and elucidates sound-letter correspondences. In the second part (listening exercise), word pronunciations close to the norm are used in short interactive scenes, and individual and situational variants are introduced. The third part presents larger regional and individual variants: Various people in the streets of different German cities were videotaped producing examples from each lecture Such "real-life" variants have so far
een totally absent from phonetic teaching materials.
The materials make use both of traditional taeching devices (tables, rules, verbal hints) and of innovative methods (gestures, computer graphics 1]). Orthography and IPA transcription are also included. Explanations are provided in English (with alternative versions in Polish, French, Spanish, Italian, Russian, Hungarian, Slovak, and Czech)
The minimal lexicon of about 200 frequent words and proper names (of persons and cities) enables students at all evels to use the course, which can be combined with any existing language course. Moreover, the course's protagonists, an old Germanic warrior (puppet) who provides the explanations and a charming young woman (live) who speaks the examples, make learning fun.
Additional courses providing contrastive exercises in the nine languages named above are in preparation.

## 5. REFERENCES
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DANS QUELLE MESURE PEUT－ON PREVOIR LA SEQUENCE PHONETIQUE
QUI SE REALISE EN IMAGE ？

## －－－LA VOIX INTERIEURE QUI PRECEDE L＇EMISSION DE VOIX－

Keiichi Kojima

Universite Seitoku
ABSTRACT
We examined the duration of
＂phonetic unity realised in an
oscillogram analysis of 9 vocal
phenomena of French speakers．The
＂phonetic unity＂examined is to
be distinguished from the notion
of＂rhythm group＂as it is
generally understood．It is
phonetic coherence imaged in the
brain in spoken language．The
examination evinced a＂moment
of coherence＂of $150-1000$ ms．
This is the extent of the moment
in which the brain creates the
image of an utterance before its
vocalisation．
l＇interprétation grammaticale，ce ＜dont＞est necessairement in－ troduit par le verbe suivant ＜parle＞．Si la voix est exprimé en poursuivant la pensée，restera à savoir ce qu＇est cette pensee au moment ou l＇on a exprime le mot＜dont＞．Si l＇on choisit le mot＜dont＞dans la séquence de la langue parlee，cela indique－ rait une prevision du mot＜parle＞ quand on exprime ce mot＜dont＞． Nous，allons nous demander jusqu＇a quel point la voix sans sonorite（voix interieure） devance l＇emission．

## 3．METHODE D＇ANALYSE

Nous allons observer，en analy－ sant les ondes oscillographiques enregistrees par deux Français et un Italien（pas de lecture de texte，parler naturel）a la vitesse lente de $10 \mathrm{~cm} / \mathrm{sec}$ ．， combien d＇elements（phoneme， syllabe，mot，groupe de mots que nous ne connaissons pas encore） et a quelle place le locuteur cherche au cours de la sequence．

## 4．OBJET DE NOTRE ETUDE

Lors de l＇apprentissage de la langue，se pose la question de l＇unité phonetique，c＇est à dire plus petit ensemble d＇elements phonétiques．On appelle en gene－ ral cet ensemble le groupe rythmique．Le groupe rythmique comme signe structurel de langue possede un caractere phonetique， mais la voix interieure precedant l＇émission ne nous semble pas

## 1．INTRODUCTION

La voix est chargee implicite－ ment de sens．Quand donc ce sens est－il realise chez le locuteur ？ Cela aurait quelque chose a voir avec la voix interieure qui exi－ ste en tête．L＇emission de voix est un resultat de＜feed－forward＞ dans la tette du locuteur．Et maintenant nous devons chercher quelques methodes d＇apres les quelles nous pourrions tirer des jugements sur la duree de ce temps secret de＜feed－forward＞ qui précede l＇emission．

2．MOTIVATION DE CETTE ETUDE intéressons a ce laquelle nous nous interessons a ce probleme pro－ vient de la phrase française－type suivante ：＜C＇est l＇homme dont je vous ai parle．s ou on se sert du pronom relatif＜dont＞．Selon
toujours posseder assez de duree pour nous montrer le signe stru－ cturel．C＇est plutôt un phenomene physiologique commun parmi les hommes et nous ne pouvons pas encore justifier la valeur lin－ guistique de cette limite．Mais nous pouvons dire que l＇analyse de ce phenomène est une révision de la notion de groupe rythmique et nous devons maintenant assou－ plir cette notion d＇unite pour reconnaitre d＇autres successions phonétiques．Par exemple，dans la sequence qui suit ：《En m＇excu－ sant encore de ne pas vous l＇avoir donne tout de suite ．．．＞ nous avons au moins 3 groupes rythmiques possibles ：En m＇ex－ cusant ．．．，de ne pas vous．．．， tout de suite．Or，si on la coupe de la sorte，nous sentons quel－ que chose d＇etrange en ce qui concerne la structure ：En m＇ex－ cusant，encore，de ne，pas vous l＇avoir，donne tout de suite． Cependant la realite de ces cou－ pures，faits phonetiques，nous oblige a accepter ce curieux phenomene．

## 5．INFORMATEURS

1．Français ：31 ans，ne a Paris， nationalite française．utilisa－ tion du japonais pendant 6 ans， 15 ans a Paris， 3,9 ans a Tahiti， 10 ans a Chevreuse， 3 ans au Japon．
2．Italien ：monologue a la radio Pas d＇informations detaillees． 3．Français：monologue a la radio． Pas d＇informations detaillees．

6．INTERPRETATION DES ONDES OSCILLOGRAPHIQUES
C＇est sur l＇oscillogramme que nous considerons qu＇existent des coupures temporelles reconnais－ sables．

6．1．Apres le prolongement du son．《 En m＇excusant／encore／de ne $\ldots .(67 / 100 \mathrm{sec}) /$ pas vous l＇avoir ／donne．．．＞（informateur 1）［a］de ［na］a une duree de $67 / 100 \mathrm{sec}$ ．
qui nous semble bien exprimer le fait que le locuteur cherche les elements qui suivent．
6．2．Après l＇arrêt du son．
C＇est le temps pour chercher les eléments qui suivent，qui est remplace par l＇inspiration ou coup de glotte．\＆Voila monsieur． ／En m＇excusant／encore ．．． （50／100sec，inspiration）＞（in－ formateur 1）
6．3．Apres l＇insertion du son．
［ə］ou［o］apparaít dans la se－ quence．＜．．．était a peu pres ［ə］．．．（18／100sec）／trois mille ．．．）（informateur 2）
6．4．Apres l＇intonation montante rapide．（chez les Japonais，apres l＇intonation descendante．） Cela s＇accorde avec le changement de hauteur a la fin du groupe rythmique français．\＆Je suis arrive／a Londres ．．．＞ （informateur 3）
6．5．A la place of est provoque le decalage d＇amplitude au cours de deux mêmes sons．
＜En m＇excusant／encore ．．．》 （informateur 1）＜16＊siècle／le nombre ．．．）（informateur 2） 6．6．Au changement d＇un an fort en faible．
Les amplitudes ne se comparent pas en difference acoustique absolue mais relative．＜．．．pas vous l＇avoir／donne tout de suite ．．．＞（informateur 1）［a］ de［avwak］étant fort，nous pouvons mettre une coupure devant＜donne＞．Pourtant si on prononce de suite sans coupure consciente＜avoir donne＞，ot le dernier［a］de［avwabl n＇est pas fort en comparaison du［o］sui－ vant，on observe alors que l＇am－ plitude des［o］［e］suivants se rapproche de celle de［a］prece－ dant．Dans cet etat，nous consi－ dérons ce［a］de［avwab］plutôt comme faible．C＇est－a－dire dans cette situation－ci＜avoir donne＞ se groupe en une unite phone－ tique．
6．7．Au changement du son faible en fort．
<...passer de /bonnes vacances> (informateur 1)
6.8. Apres une grande quantite vocalique.
$\langle S \underline{1} /$ vous voulez... > (informateur 1)
6.9. Apres la detente lente de l'amplitude.
< Voila, / merci. Merci encore ... (informateur 1)
7. REVISION DE LA NOTION DE GROUPE RYTHMIQUE Bien que le groupe rythmique soit le plus petit ensemble phonetique formant une unite de sens, il n'est pas toujours exprimé en unite de groupe rythmique, etant donne que la pensee et la voix sont un amalgame indivisible. La preuve en est que la voix, dans la langue parlée, est emise parfois avant que la pensee developpee en tête ne comble l'unite structurelle de sens. L'ensemble phonetique dans ce cas n'est pas l'unité sémantique. Nous appelons cet ensemble "le groupe rythmique physiologique". Dans <... de ne pas vous l'avoir donne tout de suite.>, <l'avoir donné est censé ètre un ensemble theorique (grammatical), mais la voix dans la langue parlee fait coupure apres <l'avoir>, ce qui est le signe qu'on cherche les elements qui suivent. Et dans ce cas, <donne (donner) tout de suite> est un ensemble. L'ensemble phonetique que le locuteur retourne dans sa tête avant l'émission nous semble plus court que le groupe rythmique.

A propos, la voix émise réalise -t-elle le mecanisme structurel qui demeure a l'etat latent dans les profondeurs? Nous disons que oui. Bien qu'on $y$ sente quelque chose de grammatical, notre opinion est plutôt que la relation entre voix et paroles constitue l'essence même du discours. Dans l'exemple $L$ Le visage visible devoile le ceur invisible.s, la structure peut être analysee en
trois unites semantiques : le visage est visible, il dévoile le caur invisible, le caur est invisible. Ce n'est que de la structure. <Le visage visible> est clairement different de <le visage qui est visible>. Celui-la est en une unite d'image et celui -ci est en deux unités. Sur ce point, dans la tête du locuteur, il est clair du point de vue phonetique que 〈visible> s'accorde en tant qu'image avec la séquence precedente ou bien s'en separe. Bien sûr, <le visage visible> peut se separer ainsi : <le visage> <visible> sans utiliser <qui est visible>. C'est-adire soit une unite <le visage visible>, soit deux unités <le visage / visible>. Le contenu <qui est visible> peut être module dans celles-ci avec des elements phonetiques accentuel, intonatif, etc. ... Aussi l'image qu'a en tête le locuteur varie selon le mouvement phonetique bien qu'en surface l'ecriture apparaisse identique. Il y a certainement une unite de <groupe rythmique> en français mais le rapport de $P$. Delattre se rattache a l'image de tête du locuteur : <...toute syllabe finale d'un mot qui porterait l'accent a l'etat isole a tendance a ne pas desaccentuer completement a l'interieur du groupe. La desaccentuation est d'autant moins compléte que le mot est plus important. (1966. p.143). Nous trouvons ici la coupure de l'image de tête (feed-forward) et nous pouvons retrouver la les unités émiettées de l'image. Or, le mouvement phonétique dans ce cas-la devient caracteristique sur la partie finale <-sible> pour <le visage visible> et sur la partie <-sage> pour <le visage (qui est) viaible>.

## 8. ETABLISSEMENT D'UNE

HYPOTHESE DE FEED-FORWARD Une certaine image $B$ provoquee
au cours d'une certaine image $A$ se realisera phonetiquement apres le mouvement d'emission continue de l'image A. La duree temporelle de $B$ est egale a la longueur du feed-forward qui est forme au cours de A. Il $y$ aurait des mécanismes plus compliques en realite dans lesquels interviendraient des changements physiologiques qui sont au-dela de notre connaissance en matiere de phonetique. Nous avons besoin de la relation entre la duree de la partie prolongee ou de la partie amuie (qui constituent toutes deux des recherches de la pensee)et celle de l'ensemble phonetique qui les suit. Cette relation est utile pour voir dans quelle mesure l'image avance dans ces parties.
dans ces représentons par un gra-
Nous re lietat de distribution de phique l'etat de distribution de la duree temporelle.


La partie de suspension (repos d'inspiration) apparaít par endroits mais nous ne considerons pas cet intervalle en tant que le temps mis a chercher les elements qui suivent. C'est parce que l'on ne peut pas deviner quand le locuteur au cours de l'intervalle a commence a chercher les élements qui suivent. Nous trouvons 1830 mg ( ... tout de suite. -j'espere ... ), dont toute la duree ne pourrait cependant pas etre le temps mis à chercher les elements qui suivent. C'est une partie od il $y$ a un temps d'inspiration qui finit le sujet precedent, et le locuteur en inspirant commencerait a chercher les elements qui suivent. Nous pouvons enlever une telle durée remarquable. Pour finir, la duree la plus frequente est concentree dans la graphique entre 150 ms et 1000 ms . C'est le temps necessaire pour evoquer l'image. La vitesse avec laquelle le locuteur parle ne serait pas pertinente. La partie prolongee et l'amuie, semble, dans la phrase, plus courte que l'ensemble phonetique qui suit la partie prolongée et l'amuie. Si on peut retrouver ce fait dans beaucoup de cas, cela veut dire que l'image se forme en tête plus rapidement dans le temps que la voix emise d'apres cette image.
9. CONCLUSION

La valeur numerique mesuree de 150 ms a 1000 ms est un moment dans une seconde. Il est important donc d'acquerir constamment l'ensemble phonetique realise dans une seconde environ et quand on parle, il convient d'utiliser la voix interieure en découpant l'image la plus proche possible de l'emission.
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## ARTICULATION-BASED TACTILE SFEECH FOR THE DEAF: A COMPLETE SET OF <br> TACTILE SEGMENTAL FEATURES FOR GERMAN

## H.G. Piroth and H. G. Tillmann

Inotitut fifr Phoootik ued Sprachliche Kommmerikation dor Univernilit MUnchen, Germany

## ABSTRACT

This paper presents the definitions for a aynthesis of quasiarticulatory tactile speech stimuli and the method of presentation as developed in a German Research Council project concerned with tactise ayllable equivalents.

## 1. INTRODUCTION

Most of the investigations concerned with tactile speech for the deaf use aystems that transmit tactile transforms of the acouatic apeech wave to the akin. (For an overview see [5]). As opposed to these approaches, the concept of a speech-toskin transmission system has been proposed by us that fully relies on articulatory information to code tactile speech equivalents $[1,6]$.
Such a system needs to contain two main components. The first has to extract the articulatory information from the speech wave, and the second has to transform it into tactually well-distinguishable patterns. To investigate the general applicability of such a concept our initial experimental research has been limited to the second component.
In several previoun inventigations pro-

posals for the coding of the articulatory features to construct a tactile system of vowel and obstruent equivalents have been made and modified dependent on the test results (e.g. [2,3)). In preparation of the test atimuli for an investigation of the recognizability of tactually presented worde [4] the need for a complete and consistent sel of tactile features to code at least the phonemic distinctions of Standard German arose. Only labialization is not included in this version, since lip movements are easily detectable by lip-reading.

## 2. APPARATUS AND GENRRAL

 METHODFor the execution of experimental research SEHR ("System for Electrocutaneous Stimulation") has been developed. SEHR enables the computer-controlled aynthesir and presentation of electric pulse traina to the skin.
A PDP-11 in connected with a 16 -channel atimulum generation device. SEHR produces current-controlled bipolar impulses without a d.c.- component. The impulse forma of the versions SEHR-2 and SEHR-3 are given in Fig. 1. Using


Fis. 1: Impuise forma (left: SEHR-2 right: SEHR-3)
version SEHR-2 the pulse repetition rate can be manually adjusted between 100 and 500 pps . The duration of the rectangular part of the impuise is softwaregular part and variable between 0 and controlled and varimlitude is digitally 500 us. Impulse amplitude is digitaily adjusted to one of 64 steps between 0 and 5 mA . For SEHR-3, also pulae repetition rate is preset via software. Durations are allowed to vary in steps of $32 \mu s$ between and 512 end intensities in steps of 0 and $512 \mu \mathrm{LB}$ and intensis.
0.33 mA from 0 to 4.95 mA . The channel outputs of SEHR are delivered to the subjects via 16 pairs of circular gold-layered electrodes ( 9 mm in diameter and 1 mm apart from one anther) For the experiments on an artiother). For thed system for tactile speech culation-based aystem for are placed as presentation electrodes are placed as shown in Fis. 2. The PDP-11 is equiped with an AD-converter and a Schmitttrigger that receive their inputs from a small box with a potentiometer knob and button. The software package includes several procedure for intensity threshold determination. Thus, during a calibration procedure at the beginning of each test session Se can adjust impulse intensities separately for each channel by turning the knob and store the desired values by pressing the button. For tes presentation, the package contains several modules that take detailed stimulus descriptions (sequence of channels, numbers of impulses, intervals between suc cessive pulse trains) as input as well as the calibration results (pulse amplitudes and durations) and randomization lists for identification or discrimination tests. Some identification test modules allow answering by pressing keys on the computer keyboard and give confusion matrices of the results as output.


Fig. 2: Electrode arrangement for tactile stimulation
3. THE CODING METHOD . forearm has been chosen as tactile timulation area, since it can be inter preted as a mapping of the local relation within the vocal tract. The stimulus patterns are dynamic sequences of pulse trains consisting of three impulses with a duration of $256 \mu \mathrm{~s}$ for each rectangular part and an amplitude corresponding to the subjective mid value between absolute and annoyance thresholds.
Under these conditions, quasiarticulatory patterns are defined on the syllable level: syllables equal in narrow phonetic transcription are represented by equal tactile patterns consisting of subpatterns reprePenting the segmental structure of the and The basic distinction between syllables. The basic is is coded by the vowels and consonants cir al distinction between longitudial and circumferent subpatterns (i.e. subpatterns moving along the arm or subpatterns surrounding it).
The coding features of vowels are height (from dorsal to volar) and front/back (distal/proximal). According to this phonetic feature transformation, $/$ / is subpattern oscillating between the two distal electrode pairs on the dorsal side. w/ between the two proximal ones of , he same side, a front/a/ is a subpattern oscillating between the two distal electrodes on the volar side. For a complete coding of vowel height more than two distinctions have to be made: mid vowel height is transformed to a subpattern oscillating both at the ulnar and radial sides of the arm. To create a fourth level, $18 /$ moves alons the radial and ulnar as well as the volar side of the arm. (For details see Tab. 1.) For consonants, the front/back distinction is applicable as well. /f/surrounds the arm at the distal electrode ring, $/ \mathrm{h} /$ the arm proximal one, others are in betat the proximal one, others aces of articuween according to their places ofe to be lation. Since more places have to be coded than electrode rings are available, some fricatives are represented as double rings contrarotating at neighbouring elecings contrs. The fortis/lenis feature is trode rings. The coded as a Fortis fricatives have twice as intervals. Fortis res lenis fricatives and many pulse trains as lenis fricatives and a shorter inter pulse train interval to preserve equal overall durations. Plosive pubpatterns, as opposed to fricatives do not form a complete ring, but after start-

# T．3．1：Sequences of Electrode Pair Stimulatod for Subpattern （Coneonants Initial before／a／） 

Duration of atingle Pulae Train： $5.2 \mu$ Interval Between Pulae Trains：IPTI［mit］

No． 1234567510111213141516

## Vowels（IPTI＝20）

$\begin{array}{lllllllll}\text {／／} & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2\end{array}$
$\begin{array}{lllllllll}\text {／a／} & 9 & 5 & 5 & 9 & 5 & 9 \\ \text { h／} & 3 & 13 & 3 & 13 & 3 & 13 & 3 & 13\end{array}$
le／ 451110101154
／o／ 61416121216146 ／a／ 561211111265

ノeノ475811：107

Fricatives（IPMfortia＝15，IP M1enim＝35）
Iff 11444771010
$/ 7 / 14710$
／ff $22 \begin{array}{llllllll} & 5 & 5 & 11\end{array}$
$3 / 2311$
lx／ 3366991212
／h／ 1313141415151616

Pricatives（IP Mfortie＝7，IPTIıenia＝15）

12／ 1 H 4721011


Plosive：（IPTifortin＝7，IP IItonia＝20）
／p／ 144444
h／144444
lt／ 2555555

／d／ 25 | 5 |
| :--- |



|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{g} / \mathrm{l}$ | 3 | 6 | 6 | 6 | 6 |

／P／ 131414141414


Example：le／


Example：／e／


Example：／f／or／v／


Example：／s／or／z／


Example：／p／or M／
$\rightarrow+\rightarrow$

## Naata（IPTI＝8）

／m／1 113134413137713131010 $\ln / 2213135513138: 13131111$加 3313136613139913131212

## Liquida（ $\mathbf{I P T} \boldsymbol{I}=15$ ）

f／ 12541254
H／ 23652365
／有／313146313146
ing at one point of the electrode ring cor－ responding to their place of articula－ tion，the subsequent pulse trains are sta－ tically delivered to the place neighbour－ ing the atarting point to simulate their noncontinuous production．Fortia plosives move fast and have a pause added after－ warde that resembles the occlusion phase Lenis plosives move more slowly and lack the pause to keep overall durations of plozives constant．
Nasals are coded like the corresponding lenis fricatives，but with intermediate pulae trains at the dorsal proximal elec－ trode pair to imitate velum behaviour． Liquida are circular movements using the dorsal and radial side electrodes of two peighbouring rings according to their places an described below．To include an analogue of coarticulation consonantal subpatterns atart where the preceeding vowel stops or stop where the subsequent vowel utarts．Thus，the exact electrode pairs involved in a tactile consonant equi－ valent change with the context vowel giving edditional hints for the recognition of rowela with the effect that the only patterns that are exactly identical are recurring ayilable equivalents，not seg－ ments．
In this ayatem overall durations of con－ ronants and vowela are constant（except for some zubthreshold variations）for experimental purposes，but durational variations of careful and explicit speech could be implemented without changing the main characteristics of the percept．

Example：／m／


Example：／r／
$\rightarrow$
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# SPEECH-PROSODY CHARACTERISTICS OF YOUNG CHILDREN WITH SPEECH DISORDERS OF UNKNOWN ORIGIN 

Lawrence D. Shriberg, Ph.D.
Department of Communicative Disorders and Waisman Center on Mental Retardation and Human Development University of Wisconsin-Madison

This report displays selected phonetic phonologic, and prosodic findings for 64 children with speech disorders of unknown origin. Descriptive and inerential statistics provide some support for subgrouping, with associated research attempting to characterize the phenotype(s) for genetically-transmitted speech-delay. [Supported by the National Institutes of Health, NIDCD, No. 26246]

The Phonology Project at the University of Wisconsin-Madison has developed and validated a computer-assisted assessment protocol, administered the protocol to samples of children and adults with speech disorders of known and unknown origin, and conducted cross-sectional, longitudinal, and intervention studies posing questions in description, explanation, prediction, and intervention [e.g., 4, 8, 9, 13, 14]. Project studies are organized concep ually by a seven-category classification of the possible origins of developmental speech disorders of heretofore unknown origin [7]. Long term goals of primary, secondary, and tertiary prevention include the identification of the speech phenotypes associated with genetically-transmitted speech delays and the development of a discriminant function for differential diagnosis.

## METHOD

Selected findings for this poster session are taken from a sample of 643 -

6 year-old children with moderate to severe speech disorders of unknown origin. All data collection and analyses procedures have been developed and reported in prior work, including procedures for sampling conversational speech [7], accomplishing narrow phonetic transcription by consensus [5, 10], coding and entering transcriptions for computer-aided phonological analysis [3], and procedures for prosodic analysis of conversational speech samples [11]. Averaged interjudge and intrajudge agreement for the two consensus transcription teams scoring the articulation test and conversational speech samples was $65.5 \%$ to $81.1 \%$ for narrow phonetic transcription and $86.7 \%$ to $95.1 \%$ for broad phonetic transcription. These figures are consistent with other reports in disordered child phonology [12]; most of the data are based on findings at the level of broad transcription.

The procedures described in Shriberg \& Kwiatkowski [6] were used to assign children to five of the seven putative diagnostic classification categories based on all protocol information other than the speech data: (a) hearing (fluctuating hearing loss secondary to early recurrent otitis media with effusion), (b) dysarthria, (c) apraxia, (d) psychosocial, and (e) noninvolved, reflecting clear non-qualification for any of the other six categories (there were no children meeting criteria for a category termed 'structural', i.e.,
craniofacial). These children were not frankly hearing impaired, dysarthric, apraxic, or emotionally disturbed; rather, their case history data and responses on protocol tasks indicated possibly subte involvements in these domains. The children were also classified into three language production involvement groups (at expected level, up to one-year behind, greater than one year behind) based on their structural stage development [1, 2].

## FINDINGS

1. The sex distribution in this study was $64 \%$ boys- $36 \%$ girls, compared to previous estimates in our work closer to $3: 1$, which are consistent with sexlinked or sex-influenced polygenic threshold models of genetic transmission. A more recent estimate based on a database of 212 speech-delayed children yielded a ratio of exactly $3: 1$. Unlike gender findings in the dyslexia and learning disabilities literatures, ascertainment bias is not likely in these data.
2. A graphic representation of the
consonant error pattern for the entire group can be divided into a three-part function for child phonology research. Comparison of the function to mastery data for early, middle, and late-occurring sounds in normal development indicates geod concordance (see Figure 1). The few discrepant points in the normal-speech data are readily accounted for by differences associated with citation-form sampling and level of phonetic transcription. The similarity in the two profiles is viewed as support for the nosological term delayed speech (as opposed to disordered speech), and the profile will be tested as a potential phenotype for this classification category.
3. When phonetic, phonologic, and prosodic data are plotted by the three language involvement groups, clear differences are observed in both the severity and pattern of involvement in each domain. Such findings have implications for clinical classification issues-the continuing debate on articulatory vs. phonological disorders, methodological issues--the need for


Figure 1. Consonant Acquisition in Speech-Delayed and Speech-Normal Children
comparable subject definitions among child phonology researchers, and clinical issues-the development of instruments for subgrouping, prognosis, and intervention.
4. When divided into the etiological groups on the basis of performance on non-speech measures, most children met inclusionary criteria for more than one category with relatively few 'pure' groups remaining for statistical analysis: hearing, 9 Ss ; dysarthria/apraxia, 7 Ss; psychosocial, 7 Ss; no involvement 14 Ss ; total $n=37$. Phonetic, phonologic, and prosodic profiles for these small groups provide some support for subgroups based on speech-language performance.
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# TEMPORAL VARIABLES FOLLOWING UNILATERAL LEFT OR RIGHT HEMISPHERE LESION 

## P. Bhatt

Experimental Phonetics Laboratory, University of Toronto, Toronto, Canada.

## ABSTRACT

This paper presents the results of an instrumental analysis of five temporal variables in the spontaneous speech output of eighteen subjects with unilateral cerebral lesion. Subjects with left hemisphere lesion are shown to have a lower value for RTATL, articulatory rate, speech rate and a higher number of pauses than subjects with right hemisphere lesion.

## 1. INTRODUCTION

The majority of previous investigations of this topic (see [1] for a brief review) use a phonetically imprecise definition of temporal variables to describe speech output produce by brain damaged patients. Speech rate, for example, is described as the number of words per minute rather than on the basis of an articulatory measure such as syllables per second. Other temporal variables such as articulatory rate, or number, duration and distribution of pauses are generally not taken into account. Among recent studies of
temporal variables in brain-damaged subjects, Deloche, Jean-Louis et Seron [2] studied speech rate, speech percentage and pauses in five Francophone subjects with left hemisphere lesion. Their results indicate that these subjects produce a similar articulatory rate and a similar number of pauses as compared to control subjects. On the other hand brain-damaged subjects produce a greater average pause duration than control subjects.

Klatt [4] studied the relationship between pause frequency and grammatical category in Anglophone aphasics in a reading task. He observed that Verbs were associated with the highest frequency of occurence of pauses followed by Nouns and then by Adjectives.

The purpose of this study is to compare two groups of subjects with unilateral brain lesion in order to determine whether temporal variables provide for differentiation of these groups according to hemispheric lateralization of lesion. The following temporal variables are examined in this study:
a) RTATL; (see [3] and [4]);
b) articulatory rate;
c) speech rate;
d) the total number of pauses;
e) average pause duration.

## 2. SUBJECT POPULATION

The patients for this study were eighteen right-handed Francophone adults. Each subject suffered from a confirmed, focal, unilateral cerebral lesion. Eleven patients had suffered cerebrovascular accidents and seven a cerebral tumor. All were in stable neurological condition at the time of interview.

In terms of lesion localization, subjects A-I (Group A) suffered unilateral right hemisphere lesion and subjects J-R (Group B) suffered unilateral left hemisphere lesion. These two groups can be further sub-divided into three further groups according to intrahemispheric lesion localization:
A, B, C, J, K, and L, had frontal lobe lesion; D, E, F, M, N and O, had parietal lobe lesion and G, H, I, $\mathrm{P}, \mathrm{Q}$ and R had temporal lobe lesion.

Subjects with right hemsiphere lesion varied in age from 34 to 56 years old with an average age of 44 . Subjects with left hemisphere lesion varied in age from 23 to 71 years old with an average age of 52.3 .

None of the subjects had a family history of left-handedness and all were strongly right-handed. All subjects were unilingual Francophones, born, raised and still residing in the greater Paris metropolitain area. They had completed at least primary school education and spoke with a relatively standardized Parisian French pronunciation.

## 3. SPEECH SAMPLE

The speech sample submitted to instrumental analysis was drawn from the spontaneous speech section of the clinical aphasia examination battery in use at the time at the Salpêtrière andSt. Anne Hospitals. This section occurs at the very beginning of the battery, thereby minimizing the effect of fatigue. The patients were replying to questions about their illness, their profession, etc.

For each subject, a speech sample of approximately 300 syllables was analyzed. This speech sample was submitted to two parallel instrumental phonetic analyses of Frequency, Intensity and Duration attributes. The first analysis was carried out with a Pitch Machines digital real-time fundamental frequency analyzer and the second with an RT-1000 digital real-time colour spectrograph.

## 4. INSTRUMENTAL ANALYSIS

The results given in Figure 1 show that subjects with unilateral left hemisphere lesion show a much lower overall value for RTATL when compared to subjects with right hemisphere lesion.

RTATL is lowest for subjects J (39.55\%) and L (37.73\%) (left frontal lesion). Other patients with left hemisphere lesion produce a RTATL value of between $60 \%$ and $80 \%$ which is still significantly lower than that obtained for subjects with right hemisphere lesion. There is then a strong correspondance between interhemispheric lesion lateralization and RTATL.

|  | RTATL | Articu- <br> latory <br> Rate | Speech <br> rate |
| :--- | :---: | :---: | :---: |
| A | $81.12 \%$ | 4.22 | 208.20 |
| B | $70.19 \%$ | 5.95 | 250.80 |
| C | $60.90 \%$ | 6.18 | 234.00 |
| D | $83.09 \%$ | 6.02 | 304.20 |
| E | $90.75 \%$ | 5.86 | 315.60 |
| F | $75.81 \%$ | 4.24 | 191.40 |
| G | $88.87 \%$ | 3.84 | 201.60 |
| H | $87.37 \%$ | 3.88 | 203.40 |
| I | $78.82 \%$ | 5.62 | 262.20 |
| Avg | $79.65 \%$ | 5.09 | 241.26 |
| Std. |  |  |  |
| dev. | 9.05 | 0.95 | 43.01 |
| J | $39.55 \%$ | 3.59 | 77.40 |
| K | $61.41 \%$ | 2.99 | 102.60 |
| L | $37.73 \%$ | 4.20 | 82.80 |
| M | $68.86 \%$ | 4.63 | 183.00 |
| N | $64.31 \%$ | 4.07 | 135.00 |
| O | $60.76 \%$ | 3.72 | 124.20 |
| P | $77.47 \%$ | 4.46 | 196.80 |
| Q | $81.89 \%$ | 3.74 | 163.80 |
| R | $67.19 \%$ | 4.36 | 184.20 |
| Avg | $62.13 \%$ | 3.97 | 138.86 |
| Std. |  |  |  |
| dev. | 14.17 | 0.48 | 42.74 |

Figure 1. RTATL, articulatory rate and speech rate
T.Test Group A / Group B

## RTATL

$t=3.124$ ( 16 d.f.) $p=0.0065$
Articulatory rate
$\mathrm{t}=3.157$ ( 16 d.f.) $\mathrm{p}=0.0061$
Speech rate
$\mathrm{t}=5.066$ (16 d.f.) $\mathrm{p}=0.0001$

|  | Number of pauses | Average pause duration |
| :---: | :---: | :---: |
| A | 14.00 | 101.57 cs |
| B | 23.00 | 81.41 cs |
| C | 34.00 | 75.77 cs |
| D | 16.00 | 56.44 cs |
| E | 7.00 | 62.00 cs |
| F | 27.00 | 75.11 cs |
| G | 11.00 | 77.54 cs |
| H | 17.00 | 62.82 cs |
| I | 27.00 | 48.62cs |
| Avg | 19.55 | 71.25 cs |
| Std. dev. | 8.24 | 14.85 |
| J | 98.00 | 139.09cs |
| K | 100.00 | 48.43 cs |
| L | 139.00 | 98.38 cs |
| M | 47.00 | 64.80 cs |
| N | 63.00 | 76.02 cs |
| 0 | 71.00 | 69.41cs |
| P | 38.00 | 46.76cs |
| Q | 50.00 | 41.72 cs |
| R | 56.00 | 56.12 cs |
| Avg | 73.55 | 71.19 cs |
| Std. dev. | 30.78 | 29.11 |

Figure 2. Number of pauses and average pause duration
T.Test Group A / Group B

Number of pauses
$t=-5.084$ ( 16 d.f.) $p=0.0001$
Average pause duration
$\mathrm{t}=0.550$ ( 16 d.f.) $\mathrm{p}=0.995$
F. Plante (*), C. Berger-Vachon (**),
I. Kauffmann (*), L. Collet (*).
(*) Hópital E. HERRIOT, Lyon, France (**) Universite Lyon $I$, Villeurbanne, France

## ABSTRACT

In this communication, the authors perform a first analysis of the effects of a palatine plate on the phonation. The first four formants of the french vowels /a/, /i/, /u/, / / / have been studied.
The acoustical differences between the two configurations are pointed out.

## 1. INTRODUCTION

During the last few years, the phonatory pathology have been heavily studied. A good cooperation between scientific and medical teams is necessary to achieve efficient investigations. Under this assumption, a voice processing laboratory had been implanted in the otorhinolaryngology department of the Edouard Herriot hospital of Lyon, and in one place all the necessary skills to study these pathologies are met.
Several ways can be taken to perform these investigations $[2,3]$. The analysis of the acoustic wave had been chosen, as it is harmless for the patient.
The voice pathology is a very wide topic [5] and complex mecanisms are involved. The speech processing method described in this paper had been tested in a very simple
situation in order to assess its efficiency : the presence or the absence of a palatine plate in a patient suffering of a palate agenesia should modify the phonation. This acoustical study had been carried out for its connection with velar incompetency. The patient who collaborated with this study collaborated with this study
is a 54 -year old woman. Difis a $54-Y e a r$ old woman. Dif-
ferences between the two cases (with or without the plate) come only from the palatine plate and are free of the patients' diversity. The analysis of the influence of the pathology can be done with two techniques : - the discrimination : the separation of a pathological voice from a normal voice is studied,

- the characterization : parameters quantifying normal and pathological voices are evaluated.
These two means do not imply absolutely the same tools. In a preceeding work [4] we have seen that cepstral coefficients led to the best classification results, but they cannot be easily interpretated when phonatory mecanisms are involved. This present paper is aimed to point out the influence of the palatine plate on some classical parameters of the voice. The first four formants of the voice had been
studied for the cardinal and the neuter (the "schwa") french vowels.

2. MATERIAL AND METHODS

To avoid coarticulation problems, vowels had been spoken in a standard context; the sentence is "C'est $x$ ça" (this is $x$ that), where $x$ is the vowel. The patient spoke forty-three times the sentence with the plate, and also forty-three other times without the plate. The recording was made in an anecholc room.
The signal coming from the tape was then filtered (10 KHz ) and sampled ( 20 KHz ) on a data acquisition card. Samples were kept on the hard disk of a micro-computer for futher analysis. The I.L.S software (Interactive Laboratory System) had been used. Firstly, vowels had been marked in the signal and a sliding linear prediction analysis (LPC) was performed; the LPC was made on a 10 ms window, moved by 4 ms steps over the vowel (120 ms). Consequently 28 analyses were obtained and each analysis led to a set of LPC coefficients [1]. The average of the 28 sets gave the final representation of the utterance.
A fundamental question is raised by the way of processing the data : is a shift due to the formant values (coming from the LPC) or is it due to the speech variability ? The problem is even more harder when pathological voices are considered. In this work the utterances which led to abnormal coefficients had been removed out of the study. We have labelled "abnormal" the utterances leading to detached values far from the average; distributions had been plotted for this purpose. Even-
tually four utterances were removed for the /a/ and the /i/ eight for the /u/ and thirteen for the $/ \partial /$.

## 3. RESULTS

Table 1 shows, for the four vowels the average of the formant values In each cell formant values. In each cell of the table the first figure is for the utterance without the plate, and the second (in italic) is with the plate. The asterisk (*) indicates that the difference between the two figures is not significant.

Table 1 : Average values of formants

|  | F1 | F2 | F3 | F4 |
| :---: | :---: | :---: | :---: | :---: |
| $/ \mathrm{a} /$ | 832 | 1647 | 2776 | 4158 |
|  | 571 | 1445 | 2332 | 4057 |
| $/ \mathrm{i} /$ | $\star 279$ | $* 1621$ | 2613 | 3778 |
|  | $* 305$ | $* 1584$ | 2859 | 4137 |
| $/ \mathrm{u} /$ | 319 | $* 1229$ | 2616 | $* 4069$ |
|  | 282 | $* 1229$ | 2513 | $* 4007$ |
| $/ \partial /$ | 567 | 2025 | 2990 | $* 4251$ |
|  | 435 | 1884 | 2647 | $* 4182$ |

## 4. DISCUSSION

Only /a/ leads to a significant difference for the four formants. This result agrees with a preceeding study which stated that the /a/ gives the best discrimination [4].
The behaviour of the vowel i/ is unlike the three other vowels. The value of the fomants are lower without the plate and the biggest difference occurs with the third (F3) and the fourth (F4) formants. FOr the other vowels /a/. /u/ and $/ \partial /$ the third, mostiy. and the first formants are also modified.
It must be kept in mind that none of the two situations is normal; when the patient wears her palatine plate, the nasal and buccal cavities are parallel leading to a nasalisation with formants
and antiformants. Figure 1 shows a representation of the vowels in the (F1,F2) plane. The utterances with the plate lead to formants close to a normal nasality (300-500, 1000 Hz ).
4.1 Vowels /a/, /u/ and /a/ The decrease of the first formant is more important for the /a/ ( 261 Hz ) and the $/ \partial /(132 \mathrm{~Hz})$ than for the /u/ ( 26 Hz ). This drop can be attached to the nasal formant, N1 (250-300 Hz), and there is a confusion between F1 and N1. The same situation occurs for the /u/; the resulting peak is still in the same range. On the contrary, for the / / / and the /a/ the merging of N 1 and Fl lowers strongly the position of the peak.

The drop of the second formant, can come from the antiformant lying in the 2200 Hz range. This drop is lighter for the /u/ than for the $/ \mathrm{a} /(202 \mathrm{~Hz})$ and for the $/ \partial /$ ( 141 Hz ) probably because the second formant is not in this range.
The third formant indicates, for the vowels, the rounding of the lips; dramatic drops can be underlined for the $/ \mathrm{a} /(440 \mathrm{~Hz})$, and for the $/ 2 /(330 \mathrm{~Hz})$. The diminution /d/ ( $330 \mathrm{Hz)}$. The diminution wich was observed is, so
far, difficult to explain. This drop could be linked to the opening of the vowels (as it is more important for the /a/).
Generally the fourth formant is said to be "speaker dependant". The drop is signi-


F1 ( Hz )

Figure 1 : Schematic vowels representation in the (F1,F2) plane. Vowels spoken with the plate are underlined; vowels overlined are for normal phonation. The third case is without the plate.
ficant only for the /a/ (101 Hz).
4.2 vowel/i/

The behaviour of the /i/ is much peculiar. The first and the second formants are not significantly modified. The first nasal formant is in the range of the first buccal formant; therefore their cal formant no lead to a merging does no lead to a significant modification of F1. The 2200 Hz antiformant does not have a great influence on the value of $F 2$. It can be pointed out that the can be formant of the /i/is second formant of the (normal not as high as usual (normal values are about 2000 Hz$)$. This /i/ has
The third formant is pulled ( 246 Hz ) under the influence of the 2200 Hz antiformant.
5. CONCLUSION

The presence or the absence of the palatine plate do not have the same influence over have the vowels formants but all the vowels formants, but the two situations can be acoustically distinguished. Some more work is needed to provide a more accurate analytical description of the influence on the spectrum of the mecanisms involved in the phonation with a palati-
ne plate : higher formants can be considered and the bandpass of the formants hatheir own information too.
The best discrimination, on an acoustical ground, can be performed with the utterance per the vowel /a/; this is of the to be more deeply worthy to be more incompestudied, when will come under scrutiny.
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While various combinations of electrodes were analyzed, the areas of particular interest for production of the phoneme contrasts were defined from the palatal records as the back side rows and the front side rows.
Acoustic measurements of the Acoustic measurements subjects discrete Fourier transforms done using discrete Fourier transforms on selected intervals of the acoustic fil [6] which corresponded to points interest in the palatographic records.

## 24. Listener Judgments

2.4. Listener Judgmengs of the subjects' The audio recordings of the panels of productions were presented the panech of listeners unfammared for identification in a closed-set response task. Preliminary results for the hearing and Pree hearing-impaired subjects show that the productions were nearly always identified as intended and relatively identif ification scores (greater than ${ }_{90} \%$ correct ) were achieved. Analysis $90 \%$ correct ) were achieved. person's of one hearing-impaired persoorer productions showed somewhat poorer scores ( $71 \%$ ) due to consonant confusions. .The /s/ was primarily identified as $/ 5 /$. This speaker is identified as EW below.

## 3. RESULTS

Fig 1 is a plot of a hearing subjec (IR) that shows the averaged percent of letrodes contacted over time for each f the four stimuli. The vertical axis is he averaged percent of electrodes conhe aver peral axis is the time in tacted; the horizonat +40 where each frames from -40 to +40 frame is the on-
set of voicing for the vowel. Each of the stimuli were produced over twenty times and the data plotted represent the average. This normally hearing control poduces $/ \mathrm{si}$ ( solid line) with two well pefined peaks corresponding to the $/ \mathrm{s}$ / defined peaks conespondis contrasted to and $/ i /$ respectively, whed line), there is production of $/ \mathrm{su} /$ ( dashed line), there is only one peak that decreases nearly coincidentally with the onset of voicing of the vowel, in this case $/ \mu /$. The $/ \mathrm{s} /$ contrast shows a greater number of elec trodes contacted in the front side rows but the same double vs. single peak butter sassociated with vowel differ patten (dotted versus thin lines respec-都 tively). Fig. 2 shows that essentially the same plots can be described for the electrode patterns contacted in the back rows during production of the /si / vs. /su/ and $/ \mathrm{Si} / \mathrm{vs}$. $/ \mathrm{su}$ /. These patterns were fairly typical of the normal taikers.
These patterns described for one Thing control are contrasted to those hearige least intelligible hearingfor the least intelligible hearing impaired speakers Fig. front side rows of eltrodes. The pattern for /si/shows the two peaks associated with consonant and vowe respectively; the plot for/su/ shows a decrease in the number of electrodes contacted for $/ \mathrm{u} /$. This is as the normals However this speaker does not differentiate /s/ and $/ 5 /$; the plots are difsentially overlapping. In Fig. 4, the essentially ous show a plots for the back sidertiated pattern more diffuse undifferentiated pattern across the four stimuli types until about frame +10 (approximately 150 ms . children Research [5] indicates that these semi-flexible palates can be fitted to many subiects and that high correlations can be obtained in repeated measure comparisons of custom-fitted and semi-flexible palates thus permitting studies of a broader population that might previously have been examined with custom-fitted prostheses.
We have suggested in our on-going work [3] that speech produced by hearing-impaired persons has characteristics in common with that of young normally developing children, namely, that it is slower, more variable, and hence unskilled. Hearing-impaired talkers are often said to articulate on a segment-by-segment basis. Sibilant production is known to be particularly problematic. Although there are a number of competing coarticulatory theories regarding skill development in normal children, there have been
essentially no studies of coarticulation in hearing-impaired speakers. This study was therefore conducted to xamine sibilant production using index of production

## 2. PROCEDURES

### 2.1 Subjects

The subjects were four normally hearing and four severely-profoundly hearing-impaired college student attending a university in New York. The university provides academic support services for the hearing-impared students. Two of the test subject sustained adventitious hearing losses post-lingually due to meningitis; two subjects had congenital hearing losses. All subjects used speech as their primary mode of communication.

### 2.2. Stimuli and instrumentation

The subjects produced twenty repetitions each of the utterances "see she, sue, and shoe" while wearing a Rion semi-flexible palate. The palate embedded with 63 electrodes arranged in rows was calibrated against plaste casts of the subject's dental arch to insure correct size and placement.
2.3. Analysis

Audio and electropalatographic data were collected simultaneousiy on FM tape. The data were analyzed using computer programs at Haskins Laboratories. Palatographic records were analyzed on a frame by frame basis ( 15.6 msec . per frame) for approximately 600 msec . before and after the onset of voicing for the vowel., essentially the entire utterance. In addition, the records of the 63 electrodes were also grouped in "rows".

SUBJ. IR (control) FRONT ROWS


Fig. 1 shows data for a hearing control. See text for explanation.

SUBJ. JR (control) BACK ROWS


Fig. 2 shows data for a hearing control. See text for explanation.

SUBJECT EW (hrg impd) FRONT ROW


Fig. 3 shows data for a hearing-impaired subject. See text for explanation.

SUBJECT EW (hrg impd) BACK ROW


Fig. 4 shows data for a hearing-impaired subject. See text for explanation.

Plots for the other hearing-impaired speakers differed in some instances from normal controls and also from other hearing-impaired talkers. For example, in production of /si/, three of the hearing-impaired subjects produced a single pattern extending over a considerable time frame and did not differentiate the consonant and vowel. In still other instances, e.g. production of /su/, the hearing-impaired subjects were like the normals although the timing of the change in electrodes contacted from the sibilant to the vowel production occurred late relative to the onset of voicing. Additional electropalatographic patterns of contact and the corresponding acoustic measures will be presented in greater detail.

## 4. DISCUSSION

Electropalatographic contact differed for $/ s /$ and $/ j /$ and for $/ i /$ and $/ w$. Normal bearing controls had similar patterns of production. Specifically, there was more anterior palatal contact (front side rows) for the vowel $/ \mathrm{j} /$ than for $/ \mathrm{L} /$. This difference was related to sibilant context, both vowels evidencing less contact following $/ \mathrm{s} /$ than $/ \mathrm{s} /$. There was more palatal contact for $/ 5 /$ than $/ \mathrm{s} /$. Moreover, there was considerable articulatory movement that occurred over a relatively short time frame around the onset of voicing for the vowel. In contrast, some hearingimpaired speakers achieved relatively correct electropalatal contact for the target phonemes but that "correct" pattern was often extended inappropriately over time.
These data show evidence of coarticulation in speech produced by hearingimpaired persons and do not substantiate the notion of segment-by-segment production. Coarticulatory studies of speech produced by young normally hearing children suggest that development is skilled based and that children should coarticulate less than adults because the phonemic elements of speech are not appropriately blended. Speech would be viewed as slower, more variable and unskilled. Other work $[6,7]$ suggests that units of speech produced by young children are somewhat larger than the single phoneme size. Because these units are not differentiated, coarticulation across syllable size units is
greater in children than in adults, and decreases as skills develop. The data in this study suggest that while hearingimpaired persons coarticulate, the units are not fully differentiated and in that regard, resemble the unskilled productions of young normal children.
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## ABSTRACT

This paper dealing with the experience of using computers in teaching Rus sian phonetics describes a working program of a teaching automatical transcriptor and a number of controlling phonetic programs for students of Russian, foreign teachers of Russian phonetics who wish to raise their qualification and other of users. These programs allow to study theorams allow to study theorelcal phonetics, reading rules and work out practica transcription skills.

Computer-assisted means of teaching already familiar in foreign language learning at the Department of Philology of the Leningrad state University such programs have been worked out on two languages and are used in teaching process), can be successfully used in different courses for students studying Russian philology. At the Department of Philology of the Leningrad state University a whole series of such programs has been worked out and is actively used in teaching process. In the first place they are intended for doing exercises which demand a student to have some defist te amalisys skills and automatism. Such
skills often can be acquired only long training and its. control is very boring to a control is very boring to a teacher and takes much class time.

So at the course of Russin phonetics original work of students is provided at a computer class where they can do exercises on transcription, syllable division and phoneme description in terms of differential features. Working out practical transcription skills takes particularly much time. The teaching automatic transcriptor (AT) created at the Leningrad state University is akind of the universal AT which had been worked out for the Computer Russian language Fund as a part (or one of structural blocks) of the Phonetic Fund. This one is able to translate any orthographic text into a sequence of transcription signs with different degree of detailazation - phoneme, phonetic and detailed phonetic which is used in synthesized speech creating. The - teaching AT has other aims - teaching and control of transcription skills. The AT program includes 3 series of exercises: phoneme transcription, phónetic transcription and a multivariant phonematic transcription taking into account different modern phonologi-

The phoneme part of the teaching AT includes 12 exercises located according to increasing of their complexity Each exercise introduces concrete phonetic rule: pronunciation of jotted and unjotted vowels in the stressed and non-stres sed position, assimilation of consonants in different features, pronunciation of different consotant sequences including dubble and non-pronounced" . In all cases a word displayed on the screen corresponds to its transcription presentation, it means that the rules are formulated "from letter to sound" or to be more correct - to its transcription designation Separately taken exercise contains words-exceptions pronunciation of which should be learned by heart (что, конечно, мягкий etc.). The last exercise in this part contains trnscription of combinations of words and summary of all considered phonetic features in Russian speech. This part of the teaching AT has rather wide sphere of application. Besides its ability to control the acquiring of phoneme transcription skills ithin the framework of Sheherba's the famowical Sheherba 5 phonological onception it can carry out ther functions. Thus, the series of exercises on phoneme transcription can serve as a peculiar testing of non-Russian students' know ledge of Russian pronunciation. It is known that getting information about the level of student s training at the beginning of studies helps teacher to choose methodics and lexic material and plan the teaching in a and plan the the best results in this given
audience. Phoneme transc ription based on Shcherba's phonology fully can serve as this test as it revealsa real pronunciation.

Another sphere of using the phoneme part of the teaching AT is teaching pronunciation people with
difficulty of hearing. Generally such a methodics may be applied to the people who lost their hearing at rather early age. It is known that if inborn hearing skills are lost before 12 years of age many of pronunciation skills concerning phonetic active laws of the Russian language - opposition of voiced and voiceless consonsnts, difference between vowels with different degrees of reduction etc.are not formed yet. When there is no natural way perception of sound - production of sound - people with difficulty of hearing ave the only way of gaining have the lo way of gaining orthoepic skills left: ort hographic word image - its sound image. The intermediate link in last case is the transcription notion of sound word image which is provided by the AT. In this sense methodics of the speech training of foreig ners and people with bad hearing is very monotype.

Computer-assisted teaching and the AT programs are supposed to be organized in the following way. A student or a patient is communicating with computer in a omputer class. Words the ranscription of which should be typed on the keyboard are displayed on the screen according to the booted program. The user types transcription according to his own idea of the word sounding. Pronunciation mistakes which are characteristic to the student and
are the results of wrong or simply simply specific Russian perception will be reflected in the transcription. In the case of a wrong answer "?" is displayed on the screen in the place of the mistake and the program suggests user to transcribe this word once more. If it is necessary the student can make an inquiry to the computer memory and get a rule corresponding to this case. On the stage of training in the Russian Literary (standard) pronunciation this rule can be considered as orthoepic rule. On the advanced stage of teaching students can get knowledge of Russian orthoepic standard variancy. At last if the right answer is not received the program suggests the right answer and goes to next word. Words specially selected for exercises and step by step passing from simple rules to more complicated ones should help people with difficulty of hearing and patients with temporary violation of hearing and speech to eliminate mistakes in pronunciation and acquire right orthoepic skills.

Next part of the teaching AT - phonetic - consideres all main laws of Russian speech: the law of quality and quantity vowel reduction, mutual influence of sounds in speech flood, positional distribution of Russian phoneme allophones. This part of the teaching AT contains 17 exercises which are located according to their increasing complexity. Each new exercise introduces next phonetic rule and suggests a new transcription sign. All these rules are stored in computer memory and can be displayed on the screen at the user's inquiry
on any stage of work with the program. The inquiry part of the AT also contains information on the Russian language phoneme system, its structure, differential features and their correspondence within the framework of the system. Any part of this information can be demanded by the user either before work - in this case doing exercises is ablolutely original without teacher's help - or in course of work if some difficulties appear. This part is supposed to have more limited sphere of application - it is intended for philologists who study Russian phonetics. However it is acquiring phonetic transcription skills that takes particularly long training; but replacing auditory classes with work at the computer--equipted class saves much teaching time.

The third part of the AT is even more specific. It contains exercises on phoneme transcription within the framework of different phonological conceptions. According to the Russian phonetics teaching curriculum students of the Department of Philology get acquainted with the point of view of Moscow Phonological School supporters and the theory of weak and strong pnonemes by R.I.Avanesov. Serious knowledge of these phonological statements expect students to be able to give a phoneme structure of any word from the point of view of both these conceptions. In this part of the AT each word displayed on the screen should have 5 corresponding transcriptions: phonetic, Shcherba's, Moscow School phoneme and 2 transcriptions by Avanesov -word-phoneme and morph-pho-
netic. Such skills also take nuch teaching time to be gained. When using the AT teacher only has to prepare teacher only has to prepare student for this fulfillment control its fulfillment which is fixed in computer listing.

The program of the AT, as it is clear from the previous part of the report, is vorganized according to the organiz when student enters pattern wherm of the given the needed form of the given word. The exercises on syllable division have the same structure. In this case practical work also improves pract knowledge gained at lectures. Students acquaint themselves with all existing themselves wo syllable divitheories on syllable division and use them in practice. As in all previous cases computer checks the correctness of the answers, appreciates the results and memorizes mistakes.

Checking theoretical nowledge of Russian phoneknowledge of russian much of tics also takes much of teacher's efforts and time, it is realised with the help of a series of phonetic exercises. The main attention is paid here to the phoneme system of the Rusian language, its differential features and phoneme modification in speech flood. fication in speech on the This program is based on the "menu" principle when the user is to choose the right answer among several sug gested variants. The student is only to press one key to answer the question on Rusanswer phoneme differential sian ${ }^{\text {eatures, their difference }}$ features, and similarity. of the Department of Phil in logy T. Taalmann took part in working out the recent phonetic programs.

All considered programs are intended for the students of Russian (including
forefgners) and for those who perfect their Russian. They can be of great help for foreign teachers of Russian who teach Russian phonetics. The programs are open, can be added and work under all operational sustems
svatems.
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## I. INTRODUCTION

I.I.General Considerations on the Problems of Stability and Variability of Eng1ish Intonation System.

Opposition "stability-
variability" is ore of the most essential in the study of the movement of any particular language in apace and time.Although a comparatevely large number of itudies have been dodicatel to this problem, some of its aspects remain, howover, unclear.
I.2.Territorial Variability of Intonation System.

Constant and variable features of the prosodic system of English intonation in its different national varieties have been, in large part,looked at and investigated at the phrasal level,which, undertandably, could not have resplted in giving us a full, clear picture of national,territorial variability of intonation. Moreover, some national intonational varieties(e.g.Canadian) have not been adequately described even at the level of phrasal mits, though, as many authors point out $(2,7$, 9), it is the pecularities in intonation that make Coakng different from AnE.
Therefere, the experimental atudy that we undertook deale with some constant
and variable leatures of English, Scottish, American and Canadian national varieties of Enelish intonation system at the $t e x t$ u a 1 level.
I.3.Style

Samples of national intonational varieties were rapre sented by short monologue texts,realised in two kinds of speech activity: reading and speaking.Stylistically, all texts represent informational formal style.Emotio nal neutrality of this style serves as a reliable basis for singling out even slight ly marked emotional and atti tudinal meanings and provides safe ground for further comparisons.
I.4.Emotional-attitudinal and Intellectual Levels. The largest number of variable features is recorded at the emotional level.At the so-celled intellectual level we seem to observe a greater degree of stabili ty.Statistically,it seems quite possible, therefore, to approximately define and compare the amount of both, emotional-attitudinal and intellectual information in the overall semantic structure of texts, realised by native speakers of the above-mentioned national varieties of English.It seems also possible tofind out which prosodic features
are responsible for conveying certain attitudinal meanings.
2.EXPRESSIVE(EMOTIONALAITITUDINAL) FUNCTION OF INTONATION
2.I. Inguistic Status

The question of linguistic status of this function of intonation has been traditionally a hot ly debated one. Some authors disting wished between the commanisative and emotional aspects(IO), associating the latter with modality,or between the logical and attitudinal (emotional)functions of intonation(I).On the other hand, some linguists consistently excluded the emotional(attitudinal)function of intonation from the scope of linguistic analysis(4).
2.2.Reasons for Different Aproaches to Linguistic Status of Attitudinal Function of Intonation. a). dichotomy:attitudinal (emotional)function grammatical function;
b). structural approach(2, 3). Some advocates of this approach, however, do not deny the fact that intonation can perform attitudinal(modal) function, but consciously exclude it from the sc scope of their study (4). c).opposition:"intellectual" - "emotional" information, frequently used in the theory of communicatthe theory in psycholinguistics(5).
obviously, such dichotomies and oppositions are rather artificial and a ittle too far-fetched, since one can hardly find enough evidence for "absolutely neutral"contours in most sentences in speech (8). To overcome the abovementioned scholastic dicho-
tomies,D.Crystal suggested the use of scales with minimum and maximum values of attitudinal function at the extremities. Such ecales soem to give a much more adequate picture of the real process of expressing various attitudinal meanings in speech. Dichotomies should be seen only as a means of analysis. They are obviously very relative, since in the course of the communication intellectual and emotional information is conveyed simultaneously. Besiás, in terms of psychology, there are no clearcut boundaries between logical and emotional spheres, whick, on the one hand, results in the fact that certain expressive, emotional, attitudinal elements penetrate the logical structure of an utterance, and on the other hand, explains why attitudes happen to be basic elements in the individual's cognitive activity. Hence, there seems to be a great deal of overlap and interaction between the intellectual and expressive (emotional,attitudinal) levels.
2.3.Intergrated Approach. Analysing the above-mentioned approaches,Ladd ut al. (6) quite rightly point out that the aim of the first approach (approachA) is to "produce quantifiable descriptions of both the meaium(the non-segmental jart of the speech signal) and the message(the various types of affective information conveyea), and to attempt to state correlations between the two". Within the framework of the second approach (approach B) "acoustic measurements shoula not be correlated
directly with attitude judgements, but should be taken as evidence about the phonetic correlates of the intonational contrasts posited in the linguistic description".
They also note that although "shortcomings and methodological difficulties in both approaches to "intonation and attitude" are quite apparent even to enthusiastic proponentz of one view or the other,... insofiar we find evidence both for categorical distinctions in intonation and for the direct expression of attitude." Ladd et al. (6) nonetheless conclude that an approach that carefully distinguishes intonation from paralinguistic cues and desigas its studies with that distinction in mind will be the most productive way to investigete the role of intonation in expressing attitude!
3. COKCLUSION
3.I.Approach

In the present study we primarily adopted the first approach (approach A) with the above-mentioned distinution in mind).
3.2.Parameters

For convenience, we grouped the attitudinal, emotional, modal meanings, studied in the course of the comparative analysis into five scales:
-certain - uncertain;
-surprised - not surprised;
-approvingly-disapproving1y;
-iriendiy - not friendly;
-concerned - uninvolved.
Seconaly, the task was to determine which auaible prosodic characteristics correalate with the above-
mentioned modar manings. Therefore, the following measuremente were tarm: delimitation, plaement of Commaicative contrea(logical and emphatiot,contours(type of head, pliteh ond range), type of nuglear tone(its final eection, angle, pitch and range characteristice, in gaxtioular) loudness, $t \in m p o, r h y t h m$, timbre colouring (esp.0p the omphatic segremete of the texts).
Thirdiy, comparative analysis of national intonational varieties of Eaglish is carried out(ie two kinds of speech aotivity: spontaneous reading and peaking,both male and female versions) 3.3.Reaults.
a). Conatant featuress the given national varieties of English exthit a great deal of stability primarily in expressing. more "intelleetual", logiadi information.
b).Variable features: the given national varieties of English reveal a certain amount of variability of intonation system in expressing attitudinal, emotional. modal meanings(see supplement).
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UNE NOUVELLE CONCEPTION DE LA PLACE de la phonetique en didactique des langues
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## ABSTRACT

The authors propose a new approach in oral learning of a foreign language with pragmatic and phonetic basis.
The natural situation of communication is integrated to learning process and the three dimensions of oral communication are not dissociated : Production, Preception and Comprehension.

## \section*{L'APPRENTISSAGE <br> <br> 'UNE LANGU} <br> <br> 'UNE LANGU

L'apprentissage d'une langue étrangère prend en compte l'ensemble du processus oral de la communication.
Pour qu'un échange verbal soit réussi, un certain nombre de règles sont à respecter, en particulier celles qui concernent les deux pôles de la communication, l'émission et la réception, c'est-à-dire le locuteur et l'auditeur. Le locuteur se caractérise déjà par sa voix qui facilite ou non l'échange ; il a un passé avec lequel l'auditeur a - ou n'a pas - de points communs à partager ; il a une expérience et des connaissances qui se révelent dans sa conversation. Quant à son message proprement dit, il peut être influencé par l'attente de l'auditeur par ses réactions, ses connaissances, son opinion, ses croyances ainsi que par un accord ou un désaccord entre les deux partenaires. Dans
toute communication fonctionne un processus d'interaction. Et communication orale n'y échappe pas.

## L'ORAL D'UNE LANGUE

L'oral d'une langue se définit par l'utilisation d'un code phonétique et phonologique mais aussi par des habitudes langagières qui varient avec la langue et la culture.
On peut se contenter de se reférer aux deux niveaux d'analyse, segmental et suprasegmental,qui servent habituellement de repères en phonétique. A condition d'appliquer ce modèle d'analyse à toutes les phases du processus, c'est-à-dire à la production, au message lui-même, à la perception et à la compréhension par un auditeur donné.
Dans l'enseignement et l'apprentissage d'une langue, l'attention est portée sur le code de la langue-cible mais pas sur le passage d'un code à un autre qui ne peut pas ne pas poser de problèmes d'interférences.
Une approche phonétique de l'oral doit prendre en compte et le changement de code et les problèmes liés à ce changement dans l'ensemble de la communication. Ceci signifie que l'approche contrastive, encore beaucoup utilisé ne peut à elle seule servir de cadre d'approche.

## L'ACTIVITE DE LANGAGE

L'apprentissage d'une langue étrangère se fait en général par reférence à une autre langue acquise antérieurement - exception faite du bilinguisme précoce - Quand l'apprenant adulte a besoin de communiquer dans la langue qu'il apprend, il utilise sans y penser les habitudes langagières qu'il a développées
en L1: dès le plus jeune âge, il a, comme quiconque, appris la variabilité des réalisations phonétiques en situation naturelle ; il a appris à écouter sa langue en prenant en compte tous ces changements. L'activité de langage ainsi développée en L1 est un potentiel tres riche : tout individu apprend à utiliser un code dans la variabilite et il construit son ecoute et son langage en découvrant (implicitement) un code en s'adaptant à tout moment à des individus, à des situations, à des perturbations de la communication.
Cette approche de l'oral dans la langue maternelle mérite certainement d'être exploitée plus tard car elle est typique de la façon dont l'humain se construit tout en s'adaptant.

## L'EVOLUTION DES METHODES D'APPRENTISSAGE

L'évolution des méthodes d'apprentissage depuis 15 ans a redonné sa place à la communication. Ce courant est allé de pair avec le développement de la communication internationale : la situation d'échange, pour réussir un marché par exemple, rend la communication orale indispensable.
On a ainsi vu se développer des approches dites communicatives qui se sont centrées sur l'apprenant. L'objectif n'est plus un objectif d'enseignement, mais d'apprentissage.
De nombreuses méthodes communicatives ont vu le jour. Le concept-clé est devenu 1'Acte de Parole (Searle, 1972 et Hymes, 1972) et a servi d'unité didactique de base (Dominique et col. 1982)

## LA PRISE EN CHARGE PHONETIQUE EST TOUTEFOIS RESTEE EN RETRAIT

On constate, qu'alors que l'Acte de Parole devient l'étendard des approches communicatives et des didacticiens, la discipline habituellement la plus apte à étudier la parole, la phonétique, n'a pas été saisie par la mutation. Ceci se manifeste par un maintien de l'approche traditionnelle contrastive qui s'exprime encore actuellement dans les manuels les plus récents (Kaneman-Pougatch et Pedoya-Guimbretière, 1989 - PagniezDelbart , 1990). On ne concoit pas en effe d'aller d'une langue L1 à L2 sans passer
du simple au complexe de la langue. Pour être plus précis, on peut donner comme exemple la progression phonétique utilisée par Kaneman-Pougatch et PedoyaGuimbretière qui commence par les oppositions [i-y-u] puis [ $\mathrm{e}-$-]
Cette soi-disant simplicité n'est qu'une apparence. La realité montre que pour des arabophones, des hispanophones et des anglophones, ces oppositions sont une réelle difficulté qui résiste longtemps a l'apprentissage

## QUELle EST LA PLACE DE LA PHONETIQUE?

La phonétique définie comme l'étude des sons du langage a laissé une distance entre phonéticien et didacticien, une distance de nature disciplinaire qui a eu pour conséquence de réduire son efficacité dans la didactique des langues étrangères. De la transcription phonétique, pour éviter la transcription phonetique, pour eviter la
graphie, à la méthode verbotonale de graphie, à la méthode verbo-tonale de
correction phonétique, on l'a affectée essentiellement à la production de la parole. Dans les méthodes d'apprentissage ou dans les manuels qui les accompagnent, on cherche à décrire et à enseigner le système de la langue au moyen d'exercices dits de répétition, de discrimination et d'identification. Ces activités ne sont pas des objectifs en tant que tels : elles visent à fixer des acquis linguistiques.
Quant à la correction phonétique de la prononciation qui s'appuie sur des contextes dits facilitants, nous constatons qu'elle ne parvient pas toujours à résoudre les difficultés de perception et de production. De plus elle laisse de côté les problèmes phonétiques liés à la problèmes phonétiques lies a la majeures de cette inadaptation est due au fait que le travail porte sur des modeles de communication peu authentiques et peu naturels.

## UNE APPROCHE PHONETICO-

 PRAGMATIQUELa démarche phonétique que nous proposons s'inscrit dans le courant actuel des études didactiques et plus particulierement dans la perspective d'une centration sur l'apprenant. Celui-ci, porteur d'une culture, d'habitudes
la fois le point de départ et l'objectif principal de la formation. D'un point de vue phonétique, ceci signifie qu'on ne donne plus la priorité à la langue et que la progression d'enseignement et d'apprentissage ne se construit pas ou pas seulement en tout cas - sur une progression allant du simple au complexe de la langue, mais sur la construction personnelle d'une nouvelle structuration perceptive et d'une nouvelle façon de comprendre.
En d'autres termes, on peut dire que l'on va aider lapprenant a changer d'habitude d'écoute. Ceci doit l'aider à capter autrement l'information sonore parmi les multiples réalisations individuelles en L2 et au sein de situations de communication variées.
On ne dissocie plus la perception phonétique de l'acte de langage. L'approche phonétique dans ce cas s'intègre à l'ensemble du processus d'apprentissage. On n'apprend plus seulement à parler, mais aussi et surtout à entendre et à comprendre dans une autre langue que la sienne.

## PRODUCTION - PERCEPTION ET COMPREHENSION

Les difficultés de production sont souvent Etroitement corrélées à des difficultés de perception et de comprêhension.
Un exemple permet d'illustrer ce point : soit la situation suivante entre une Française " $J$ " et une Soudanaise "A"
" J " - Tu vois! là-bas c'est le bateau qui va en Corse.
"A" - Oh la la ! mais c'est grand!
" J "- Oui, mais il y des étages là-dedans.
"A" - Des otages! pourquoi?
La mauvaise discrimination perceptuelle entre [e] et [o] a conduit l'auditrice soudanaise à faire une mauvaise hypothèse linguistique qui s'explique d'autant mieux quand on sait qu'elle était entrain de discuter d'un évenement politique. Cette hypothèse erronée est lié à des attentes de type pragmatique. Le passage d'un niveau perceptuel à un niveau pragmatique explique ici une erreur de compréhension. Une analyse plus approfondie de cet exemple corrélé à d'autres du même type met en évidence le fait général suivant : le système vocalique arabe réduit aux trois pôles vocaliques /a/- $\mathrm{j} / \mathrm{J} / \mathrm{L} / \mathrm{ne}$ predispose pas un arabophone à percevoir de faibles
variations de timbre. Cela entraîne par exemple une confusion quasi systématique entre "il" et "elle" à la fois dans la perception et dans la production des arabophones. Cette faiblesse dans la discrimination perceptuelle des voyelles françaises est souvent à l'origine de mauvaises compréhensions entre francophone et arabophones.
Cet exemple illustre assez bien la correlation permanente nécessaire qui est faite entre les trois pôles phonétiques de la production, de la perception et de la comprehension orales (Lhote, 1990).

## LES PRINCIPES DE LA DEMARCHE NOUVELLE

On peut esquisser les principes directeurs de cette démarche :

Premier principe : toute forme d'oral en situation naturelle est bonne pour l'apprentissage.
Le premier objectif à respecter est ici l'apprentissage de relations perceptuelles stables quelle que soit la variabilité individuelle ou situationnelle.

Deuxième principe : l'étude d'un document oral doit partir de la situation dans laquelle il est produit. Ceci suppose l'analyse des composantes pragmatiques qui permettent de comprendre, ceci dès le début de l'apprentissage.

Troisième principe : l'analyse de problèmes d'interférences fait appel à l'analyse contrastive.
Le sens de la démarche est ici important: on n'applique pas l'analyse contrastive à l'enseignement. On se sert de l'outil d'analyse afin de mieux expliquer les structures sous-jacentes et d'orienter la progression.

Quatrième principe : la progression d'enseignement est soumise à la progression d'apprentissage.
Selon la langue d'origine, les difficultes et les interférences ne sont pas les mêmes. Ceci est connu de tous les didacticiens. Les priorites sont donc à définir en fonction de la langue d'origine, des besoins de communication de l'apprenant et enfin des conditions de l'apprentissage.

En conclusion, on peut dire que
l'approche phonético-pragmarique que nous proposons n'est ni une théorie, ni une méthodologie nouvelle. Ce qui est beaucoup plus important, c'est une nouvelle façon de considérer l'acte de langage oral.
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## ABSTRACT

The stop consonant transition durations of a french-speaking conduction aphasic and a control subject, have been compared in a word repetition task with and without masking noise. Contrary to the control, the voiced and unvoiced transition durations of the aphasic tended to be poorly differentiated, and in noise, when auditory feed-back was precluded, all his transitions became shorter. The error rates of the aphasic were also analysed. It was much higher for unvoiced stops than for voiced stops. It was higher in masking noise than without noise. The results are discussed with respect to the possible roles of auditory and kinesthetic control of speech production.

## 1. INTRODUCTION

It is clinically widely accepted that conduction aphasia is associated with posterior cortical damage centered on the parietal lobe and with linguistic deficits that are focused on production mechanisms. The impairments are especially important in word repetition but also in spontaneous speech. Segmental errors and substitutions are very common. On this basis, it has been proposed that a On this basis, it has been proposed that a phonological level of speech production is
deficient [4]. A few VOT studies have also deficient [4]. A few VOT studies have also
shown some phonetic disturbances [1, 7]. shown some phonetic disturbances [1, 7].
Blumstein et al. have suggested that these Blumstein et al. have suggested that these
disturbances are related to a timing deficit. disturbances are related to a timing deficit.
However, its origin was not well defined. However, its origin was not well defined. aphasia is related to impairments of phonetic sequencing and deficient central integration of peripheral sensory informations that result in disturbances of sensory trajectories and poor motor control of speech. McNeilage [3] has insisted on the importance of motoricly defined acoustico-articulatory targets during speech production and their implication in a premotor level of speech control. On this basis, Poncet et al. [6] have suggested that the targets are part of an intemal linguistic model involving a representation of the buco-phonatory system, and that within it,
they are specified spatially and kinestheticly as premotor schemes. At the neurologica level, such schemes have been associated with the left parietal lobe which is the cortical area classicly considered to be implicated in conduction aphasia. Intemal laryngeal and supra-laryngeal buco-phonatory coordinates may play an essential role in these schemes. However, buco-phonatory gestures are displayed in time. Temporal coordinates must also be taken into account. Auditory temporal discrimination and feed-back are likely to play an important role in the control of the articulatory gestures involved in speech production. At the premotor level, the timing of speech sounds could be coded both kinestheticly and auditorily. The respective roles and interplay of these two types of temporal coding of speech production are not well known. The study of timing factors is possible through the investigation of voiced possible through the investigation of voiced and unvoiced stop consonants. Contrary to
voiced stops, at the articulatory level the voiced stops, at the articulatory level the realization of an unvoiced stop necessitates
the inhibition in time of the vibration of the the inhibition in time of the vibration of the
vocal folds. In addition, differences in vocal folds. In addition, differences in transition length are important acoustic
elements for the distinction between elements for the distinction between
voiceness and voicelessness. In order to voiceness and voicelessness. In order to study production timing factors in conduction aphasia, we investigated the stop transition durations of a conduction aphasic and a control subject. We used the stop transitions rather than the VOT because, contrary to English, in French, all voiced stops are always prevoiced and voicing occurs over the entire duration of the closure, and usually also during the plosion. Moreover, in order to investigate the respective roles of the kinesthetic control and the auditory control mechanisms, we tested our subjects under normal condition and under speech masking normal condition and under speech masking noise condition. In this latter condition, the noise precluded the auditory control
only the kinesthetic control available.
2. SUBJECTS

Two right-handed men with normal
udiograms took part in the experiment They were matched for educational level and pronunciation characterisitics. The control subject was thirty two years old. The Aphasic subject was fifty years old. At the onset, his impairments included global aphasia and right hemiparesia. Within a few days, they evolved to right hemianesthesia and conduction aphasia associated with discrete reading, and writing problems as well as acalculia. MNI showed a hypodensity in the left sylvian territory suggesting a sylvian ischeamic accident. The damage was centered on the inferior parietal lobule and extended to the superior parietal lobule, to the plis courbe and the periphery of the somesthesic paracentral parietal areas. In depth, the lesion extended to the upper surface of the posterior part of left lateral ventricule.

## 3. PROCEDURES

The subjects were tested in an anechoic chamber on a single word repetition task. An experimenter who could not be seen, read each word before the repetition. The subjects did the task two months after the acciden of the aphasic. They were tested three times with the same list of words. During the third repetition of the list, a 100 dB spl loud speech masking noise was diffused through audiometric ear-phones. In this last condition, the subjects were specificly asked to speak normally in order to avoid a raising of the intensity of the voice. The lis consisted in 552 words with 90 target words randomly distributed among them. They were chosen in order to study and compare all the six stop consonants of French. The stops were either at the initial position for monosyllabic words or at initial and intervocalic positions for bisyllabic and trisyllabic words. A total of 108 stop consonants were included in the target words. Out of these stops consonants, 18 came from monosyllabics, 36 came from bisyllabics and 54 from trisyllabics. The vocalic surrounding was $/ 2 /$ and in a few cases $/ E /$ or $/ 2 /$. In our acoustico-phonetic analysis, we considered only the correc productions of the aphasic, and only the second repetition (with no speech masking) and the third repetition (with masking noise) were taken into account. The segmentation was done with the phonetic Bliss Sytems program [5]. The stop tansition durations were taken between the beginning of the stop plosure and the first noiseless vocalic period following the stop. These measure constituted the dependent variable. A completely between analysis of variance was performed for each type of word length: monosyllabic, bisyllabic and trisyllabic. The individual stop consonants constituted the random variable. The experimental factors
that we studied, were the type of subject (aphasic or control) the voiceness of the stop (voiced or unvoiced) and the repetition condition (with or without speech masking condition (with or without speech masking noise). An additional factor, i.e., the position of the stop in the word, was studied for the bisyllabic words ( 2 positions) and the trisyllabic words ( 3 positions). The three parametric analyses were performed using a SAS general linear model procedure for analysis of variance. In the phonological analysis, we considered all the target words and the number of errors. The control subject did not make any error. Only the data of the aphasic subject were considered. We compared his performances on the basis of the voiceness or unvoiceness of the stop consonant in target words and the presence or absence of speech masking noise during the repetition Performance differences based on reperd length were also examined The word length were also examined. The analegorical analysis procedure for categorical analysi
dichotomous variables.
4. RESULTS

The results of the phonetic analysis showed significant effects of the interaction between subject and voiceness for the three types of word length ( $\mathrm{F} s \geq 5.30, \mathrm{p} \leq 0.03$ ). In all cases, the differences between voiced and unvoiced stop transitions were minimal for the aphasic. On the contrary, the voiced stop transitions of the control subject were much shorter than his unvoiced stop transitions (Table I).

Table I Voiced (V+) and unvoiced (V-) transition durations in milliseconds

|  | Aphasic |  | Control |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $V_{+}$ | $V_{-}$ | $V_{+}$ | $V_{-}$ |
| Monosyllabics | 10.4 | 15.3 | 6.8 | 20.2 |
| Bisyllabics | 10.8 | 15.7 | 6.8 | 19.4 |
| Trisyllabics | 10.6 | 16.4 | 7.1 | 19.6 |

These results seem to indicate that voiced and unvoiced stop consonants are poorly differentiated by the aphasic subject. The phonetic analysis also showed significant phonetic analysis also showed significant
effects of the interaction between subject and effects of the interaction between subject and noise condition for the three types of word length ( $F s \geq 3.85, \mathrm{p} \leq 0.05$ ). In all cases, the stop transition durations of the aphasic became much shorter in noise while those of the control subject tended to remain the same in noise and without noise (Table II). These

Table If Stop transition duratons in
noise ( $\mathrm{N}+$ ) and without noise ( $\mathrm{N} \cdot$-)

|  | Aphasic |  | Control |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $N_{+}$ | $N-$ | $N_{+}$ | $N$ |
| Monosyllabics | 7.6 | 15.9 | 13.7 | 13.7 |
| Bisyllabics | 10 | 16.1 | 14.4 | 12.3 |
| Trisyllabics | 9.9 | 15.1 | 13.8 | 12.9 |

In addition to these effects, in the bisyllabics and trisyllabics of the aphasic, significant differential effects of noise could be detected with respect to voiced an unvoiced stops ( F s $\geq 4.6, \mathrm{p} \leq 0.04$ ). The unvoiced stops transitions always became shorter in noise while the voiced stop transitions did no change much in noise. On contrary, in monosyllabics both voiced and unvoiced Tap tansitions became smaller in noise Table II).

Table III Interaction between noise and voicing for each type of word length

|  | Noise + |  | Noise |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $V_{+}$ | $V_{-}$ | $V_{+}$ | $V_{-}$ |
| Mono Aphasic | 5.3 | 10.4 | 13.8 | 17.8 |
| Mono Control | 6 | 19.9 | 7 | 20.4 |
| Bi | Aphasic | 9.3 | 10.7 | 13.1 |
| Bi | Control | 6.6 | 21.3 | 7 |
| Tri | Aphasic | 8.5 | 11.3 | 11.8 |
| Tri | Control | 5.7 | 21.8 | 8.1 |

In the bisyllabic words of the aphasic, a significant effect of the position of the stop consonant in the word was found in conjunction to the effect of noise on voicing $(F(1,107)=7.59, p<0.007)$. Voiced and $(\mathrm{F}(1,107)=7.59, \mathrm{p}<0.007)$. Voiced and
unvoiced patterns of change in noise and without noise differed only for the intervocalic stop position. At that position in oise, voiced stops did not change while unvoiced stop durations shortened dramaticly and tended to become undifferentiated from those of voiced stops (Table IV).

That level of interaction could not be detected in trisyllabics, even though patterns of changes for initial and inter-vocalic stops did not seem to differ from those of bisyllabics.

Table IV Effect of the position of the syllable in the bisyllabics of the aphasic subject


At the phonological level, the analysis showed a significant effect of the word length $\left(\mathrm{X}^{2}=12.55, \mathrm{p}<0.02\right)$. The error rates increase slightly from monosyllabics ( $25 \%$ ) to bisyllabics ( $27 \%$ ), and becomes much higher in trisyllabics ( $43 \%$ ). These effects further suggest that longer words which include intervocalic stops, are more difficult to realize for the aphasic. The difficult to realize phonological analysis also showed that the error rate for unvoiced stops ( $33 \%$ errors) is significantly higher ( $\mathrm{X}^{2}=4.83, \mathrm{p}<0.03$ ) than significantly higher ( $\mathrm{X}^{2}=4.83, \mathrm{p}<0.03$ ) than
that for voiced stops ( $22 \%$ errors). This that for voiced stops ( $22 \%$ errors). This
seems to indicate that, for the aphasic, seems to indicate that, for the aphasic,
unvoiced stops are more difficult to realize. unvoiced stops are more difficult to realize. The phonological results also showed a significant higher error rate $X^{2}=7.29$, $p<0.007$ ) in the condition with masking noise ( $43 \%$ ) than in the condition with no noise ( $26 \%$ errors). This seems to further indicate, that when auditory feed-back is suppressed, phonation is more diffcult for the aphasic.

## 5. DISCUSSION

At the acoustico-phonetic level, the poor differentiation of voiced and unvoiced stop consonants of the conduction aphasic, suggests that his timing coordinates are affected. The differential duration parameters for the realization of voiced and unvoiced stops seem to be blurred. This deficit suggests that temporal coding is likely to be an important part of premotor speech production schemes. In the phonological analysis, the higher error rate of the aphasic for unvoiced stops, further suggests that timing could play a specific role. The realization of unvoiced stops is likely to involve a temporally programmed inhibition of the vibration of the vocal folds. This is not necessary for voiced stops and this could be
why they are less prone to errors than unvoiced stops. The shortening of the stop transitions of the aphasic in masking noise, when auditory feed-back is not possible, suggests that articulatory timing can be controlied auditorily. The preclusion of this control could explain that durations are not maintained. The results further seem to indicate that non-auditory control of phonation, i. e., kinesthetic control, is phonation, i. e., kinesthetic control, is deficient in conduction aphasia, but auditory extent. The higher error rate of the aphasic in masking noise also support this view. The masking noise also support this view. The results showed a very peculiar effect of masking noise for the aphasic. Unvoiced stops transitions are significantly shortened in bisyllabics and uisyllabics, while voiced stop transitions tend to remain similar in noise and with no noise. It suggests, that in words with more than one syllable, adequate vocal folds inhibition is diffcult to control audio-temporally. This could be specificly related to intervocalic stops because their presence constitutes the major difference between polysyllabic words and monosyllabic words. The role of auditory timing control of phonation might start to increase with increasing complexity and length of words. In addition, the very high error rate of the aphasic in trisyllabics seems to further indicate that successful word repetition is more difficult in longer words hat necessitate important cross-syllabic integration. The audio-motor speech contro system could be more specific of inhibitory control, in some cases at the intrasyllabic level, as for the production of unvoiced stops, but mostly at the cross-syllabic level for integrated cross-syllabic production. Conversly, the kinesthetico-motor sytem could be linked to an excitatory system, could be linked to an excitatory system, which might be more devored to the command of the articulators for the initialization of speech and for the successive intra-syllabic integration during ongoing phonation. The performance of the anesthetico-motor system for the production of a complete word might rapidly decrease with increasing integration needs such as for words with more than one syllable. In ormal conditions, the two systems could operate synergistically for the control of the articulatory and acoustic characteristics of speech sounds. They both might encode speech timing but each specializing at a different level : (i) with an intra-syllable focus for the kinesthetic control system which is likely to be more automatic and removed from volontary control, (ii) and with a cross-syllabic focus for the auditory control system with some possibility to overtake intrasyllabic control especially when
the kinesthetic system is deficient. Within that context, conduction aphasia can appear a deficit centered at the intra-syllabic level of speech production and both auditory and kinesthetic timing coordinates seem to be affected. Secondary effects might result at the cross-syllabic level, especially when auditory control is removed.
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# A CROSS-LANGUAGE STUDY OF VOICING CONTRASTS OF STOPS 
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Dept. of Linguistics, Univ. of Edinburgh, Edinburgh, Scotland. Dept. of Eriglish, Nagoya Gakuin Univ. , Aichi-ken, Japan.

## ABgTRACT

The present study is concerned with cross-language phonetic differences of voicing contrasts of stops in six Asian languaggs. Such ioatures as voice onsel time (VOT), iundamenta! frequency (Fo) and the contour, spectral analysis, and the onset Fi Irequency wera examined, and their cross-lariguage comparisons were made. The results of acoustic analysis showed that each language uses several acoustic oürnensions in different ways for distinction of voicing categories and "same" sounds in these languages show some !anguage-specific properties as well as features which are commion to mary languages.

1. INTRODUCTION

The present study is concerned with cross-language phonetic differences of voicing contrasts of stops in six Acian tanguages, and to explore the ways to describe some cross-language characteristics of stops. The languages investigated are Japanese, Mandarin Chinese. Korean, Burmese, Thai, and Hindi The examination is mainly based on the acoustic analysis of initial stops in these languages, several numbers of subjects in each language took part in the experiments for recording linguistic materials. The main issues of investigation is to slarify the phonetic characteristics of voicing contrasts of stops in these languages, to ex-
amine the language-specific properties and to make crosslanguage comparisons on these features.

## 2. ACOUSTIC amalysis

2.1. Voice Onset Time
voice onset time (VOT) is usually defined as the time interval between the onset of voicing and articulatory release of the stop consonants, and is a timing dimension of the onset of voicirg to articulaiory orai reiease [1]. Based on the acoustic analysis in the present experiment, it has become clear that VOT functions for distinguishing yoicing eategories of initial stop consonants if they are based on the timing event of glottal and supralaryngeal movements. However, as has been noted in previous studies [2], VOT is not sufficient for distinguishing the categories of stops in such languages as Korean and Hindi which use such laryngeal features as glottal tensing or glottal stricture. In these languages, VOT is unable to distinguish tense stops from lax stops, and voiced stops from breathy voiced stops. This means that VOT is not sufficient if laryngeal features other than glottal timing are involved in the voicing distinction.

Among the three major voicing categories of voiced, voiceless unaspirated and voiceless aspirated stops, it was found that the VOT values of voiceless unaspirated stops show a wide range of
variability, while those of voiceless aspirated stops show little variability in these six languages. This implies that voiceless unaspirated stops are articulated with language-particular characteristics and have some flexibility in choosing the articulatory timing region in the VOT continulum. The reason that voiceless aspirated stops show little variability is that aspiration requires a carefully adjusted timing event of glottal width and articulatory release; i.e., the timing when glotial wiuth reaches its maximum opening must be adjusted with articulatory release.

```
2.2. Fundämental
Frequency (FC) and 1ts
contour
```

As to Fo arid its curve, it was demonstrated in the present study that voiced and voiceless distinctions have a different effect on the Fo perturbations of the following vowels, and voiceless stops are generally associated with a higher Fo, while voiced stops are associated with a lower Fo. In Korean, all stops are phonemically voiceless, and the distinction between tense and lax stops affects the Fo perturbations, so that voiceless lax stops stiow the lowest Fo values compared to voiceless tense stops and voiceless aspirated stops. In Chinese, there was no marked difference between the voiceless unaspirated and voiceless aspirated stops, but in Burmese and Thai there were significant differences between these categories, and the magnitude of differences in Fo values were not different from those of non-tonal languages such as Korean.

It was also demonstrated that there is a difference in the Fo curve from the onset to steady-state portion. Voiceless stops tend to show a lowering pattern, and voiced stops a rising one. In Japanese, the effect of
voiceless stops is not apparent, and a level pattern was observed, In Korean, a clear-cut distinction between voiceless tense stops and voicaless lax ones is observed, and the tense stops show an abrupt falling Fo curve. Furthermore, in Hindi, Fo curves of the breathy voiced stops show the lowest values and demonstrated a characteristic Fo pattern of fall - rise

### 2.3. Spectral Analysis

The examination of power spectra in each language reveals some differences in intensity level and spectral characteristics. The spectral characteristics can be examined in the regularity of peak energy distribution, level of intensity, bandwidths and the spectral shape. Although the degree of regularity is difficult to measure, it can be said as a general trend that voiced stops show more regularly distributed energy peaks, while voiceless aspirated stops tend to show less regularly distributed energy peaks. Furthermore, although it is generally known that voiceless stops show a greater articulatory force; i.e., higher rate of airflow, than voiced stops, this trend was not consistently observed, and some languages such as Japanese did not show any marked differences.

### 2.4. The Onset Frequency of the piret Formant <br> As to the onset frequency of the

 first formant, it was found that there is a difference in F1 onset frequency between voiced and voiceless stops; the onset frequency is in most cases higher in voiceless stops than it is in voiced stops. Differences in the onset frequency reflect differences in the speech production of these types of stops. It was also found that the difference in F1 onset frequency is affected by the ones of following vowels, and stops followed by iow vowels show greater changes than those followed by high vowels.The languages in the present study use several acoustic dimensions for voicing categories in different ways, and the "same" voicing categories which are represented by the same phonetic symbols have a languagespecific variability, as well as teatures which are common to many languages. VOT functions for the distinction if the voicing categories are based on the laryngeal timing in relation to the oral release. If other laryngeal features are involved, other dimensions are needed for distinction. Among the major voicing categories, voiceless unaspirated stops show a wide range ol variability in the glottal and supralaryngeal tirning events, while voiceless aspirated stops do not. The Fo at the vowel onset represents the initial state of the glottal adjustments and is significan: for characterizing the voicing categories which involve a change of initial glottal gestures as found in: Hindi breathy stops. Spectral analysis such as intensity level and spectral shape does not appear to provide a usefu! cue for distinguishing major vicing categories. Finally, the F1 onset frequency is userui for distinguishing the voicing categories of stop consonants.

1. Rㅍgggtces
[2]Han, M.S. and Weitman, R.S.(1970) "Acoustic features of Korean $/ P, T, K J, / p, t, k /$ and $/ p^{h}, t^{h}$, $K_{1 / 2}$ Phonetica, 22, 1:2-128. [1]Lisher, L. and Abrarnson, A.S. (1964), "A cross-language study of voicing in initial stops: Acoustical measurements." Word. 20, 384-422.

## ACOUSTICAL CUES FOR VOICED AND BREATHY FINAL STOPS IN GUJARATI LANGUAGE

Christine Langmeier
München, Germany

The problem of recognizing and discriminating stops is well known to those working in the field of speech recognition. To discriminate between voiced and breathy final stops of monosyllables several acoustical parameters of the preplosive vowel have been examined as predictor variables. Classification scores up to $90 \%$ in judged groups proved as highly tolerable performance.
The results confirm Fisher-Jфrgensen [1] who claimed that the amplitude of the first harmonic ( H 1 ) is most selective to voiced versus breathy phonation.
On the other hand we have to consider the working relations of several acoustical parameters as there are the overall intensity, the first formant and the bandwidth of the first formant. in one case making use of the difference measure between the first and second harmonic, a technique discussed by Ladefoged et al [2] generates better classification scores than computing on the measurements of $\mathbf{H t}$.

## 1. INCTRODUCTION

Intensive research has been carried out to Investigate the acoustical cues of different stop categories.
For initial stops a great impact on the following vowel has been admitted. For example Schiefer [3][4] found that in Hindi language fundamental frequency and overall intensity are cues to differentiate four stop categories in word-initial position: 1) voiceless aspirated 2) voiceless 3) voiced and 4) breathy stops.
We might doubt that comparable oppositions hold also for a word-final position because the contrasts could be in some way neutralized. Can we notice a regressive assimilation on the foregoing vowel? A word-final distinction of voiced and voiceless stops has been discussed in the
angio-american literature as a phenomenon of vowel and stop closure duration, e.g. by Wardrip-Fruin [5].
A voiced final stop should lengthen the foregoing vowel and should be characterized by a relatively short closure duration (it is understood that duration measurements are always relative and give evidence only in controlled surroundings).
Lately there appeared also spectral argurnents by Van Summers [6]. The first formant was found to stay somewhat lower in a voiced environment.
That there is indeed a physiological basis for a fourfold stop distinction in indo-arian languages even in word-final position has been shown by Yadav [7].
Employing a fiberoptic technique he found four grades of glottis opening when a speaker of Maithili produced the test words. At the moment of stop release the glottis is 1) still closed for voiced final stops 2) sfightly open for breathy stops after a roughly periodic phase during the closure 3) roughiy periodic phase during the closure
slightly open for voiceless stops after an slightly open for voiceless stops after
open phase during the closure and 4) "widely" open for voiceless aspirated stops. The proposed investigation examines several acoustical cues of two final stop categories: voiced and breathy final stops in mono-syllables of Gujarati language.

## 2. METHOD

The recordings of five native Gujarati speakers were made in Baroda by L. Schiefer and Bh. Modi.

Modi (female, 53 years, grown up in Bombay and district Surat, living for 29 years in Baroda)

Dalal (female, 47 years, grown up in Baroda)

| Shah (male, 40 years, grown up in <br> Ahmedabad, living for 14 years in <br> Baroda) |
| :---: |
| Patel (male, 29 years, grown up in <br> Baroda) |
| Vora (male, 26 years, grown up in <br> Bombay and Baroda). |

The following meaningful words were produced several times (it came up to a sample size of about 120 words for each person with 8 to 9 occurances of the same word):

| rab | $a b^{h}$ |
| :---: | :---: |
| sad | sard ${ }^{\text {h }}$ |
| vas |  |
| rag | vag ${ }^{\text {h }}$ |
| mod | $m \underline{q d}{ }^{h}$ |
| ros | $r \underline{\sim} \delta^{h}$ |
| $\mathrm{d}^{\wedge} \mathrm{s}$ og | $d^{\wedge} s q g^{h}$ |


| porridge | sky |
| :--- | :--- |
| voice | accomplish |
| fence | musical form |
| raga | tiger |
| joy | honey |
| cry | stubborn |
| world | fragrance |

You may read the vowel with the underscore as a breathy vowel; the sigma-letter as the vowel schwa; the delta-letter as a retroflex dental stop and " $d$ " $s$ " as a palatal affricate.

## 3. SEGMENTATION

The computer aided segmentation of the single word oscillograms was as follows: The initial consonant, the vowel, the closure and the burst of the final stop were cut by
visual and auditive inspection of the digitalized acoustical signal.
There was no need to define a transition phase between the vowel and the stop closure part of the signal, the cut was set as soon as the amplitude was small enough to corresponde with the articulatory closure phase and the typlcal oscillating pattern of the vowel blurred.
The beginning of the burst then was defined as a small but abrupt vertical impuls of the signal. The final phase of the stop meited into the tape noise and therefore its duration couldn't be measured. The duration of the closure was measured proportional to the duration of the initial consonant and the following vowel.
4. ACOUSTICAL ANAYLSIS

The acoustical analysis was performed with the facilities of the Institute of Phonetics, München.
For all speakers a pitch synchrone discrete Fourier transformation of the vowel part of each word was calculated and for three speakers also a formant analysis by LPCprocedure.

Alltogether the following acoustical parameters computed for each word could enter as canonical variables into the discriminant analysis:
overall intensity
fundamental frequency
intensity of $\mathrm{H1}$
intensity of H 2
intensity difference between H 1 and H 2
relative closure duration
first formant $F 1$
bandwidth of F1
5. DISCRIMINANT ANYLSIS

Working with the statistical package SPSSPC+ a discriminant analysis was computed for every speaker. The jackknife-validationprocedure (one-leaving-out-method) was used to reduce the misclassification blas. For three samples the assumed multivariate normality and equality of group covariance matrices didn't hold. Consequently the degrees of freedom had to be reduced. One speaker (Modi) showed different characteristics for vowel /a/ and / $\sigma /$, therefore the sample had to be devided. For another speaker (Shah) only one variable remained in the analysis.

## 6. DISCUSSION

A view of the discrimination score figures reveals that the first harmonic is the most selective variable for all speakers except one. In that case a transformation measure of H 1 (the H 1 - H 2 -difference measure) shows best results. Indeed $75 \%$ of speaker Patel's correct discrimination scores are expressed by the Diff-variable.
All formant measurements showed up to be quite selective between the voiced and the breathy group.
In the cases of Modi and Patel the hight of the first formant is inversely related to breathiness, in the case of Vora the broader bandwidth within the breathy group makes the difference.
Looking at the canonical discriminant function coefficients of the Dalai-sample the overall intensity contributes to the discrimination function because it correlates negatively with the first harmonic in the breathy group but not in the voiced group. The coefficients can be seen in the figure showing the discrimination scores of the source groups.
The impression that the closure duration in breathy final stops could be somewhat longer than in purely voiced stops could't be verified for the whole samples. Indeed closure duration is strong enough to discriminate the phonation type in samples of retroflex dental articulations.

## 7. FINAL REMARK

In minimal pairs the mean maximum Intensity differences of H 1 between the two groups of phonationtype are around 3 db , the Diff-measure which corrects in a sense for overall intensity variation shows even ower means.
If we consider that Bickley [8] used 3-dbsteps to test perception differences between clear and breathy vowels and found a $75 \%$ discrimination score at the 9 -db-borderline, we may find that discrimination analysis (or let's say a computer) is much more sensitive than human perceptionists.
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## ABSTRACT:

The aim of this paper is to show evidence that in speech there are continuities that prevent sounds to be miere illustrations of the sound paradigmatic unit, the phoneme. The study of a set of nonsense items points out that consonant environment does not explain entirely spectral shape of vowels. The vowel of the previous syllable influences also its acoustic achievement. So, the actual spectral values of a sound unit reflect also this syntagmatic aspect and are not only the reflect of some paradigmatic invariance.

## 1. INTRODUCTION:

Beaucoup de linguistes africains ont pu observer. en écoutant des séquences de type " comme bois" , "scène deux", que le franças, linstar de l'anglais "some boy", du serer, du peul, ou de l'éwondo utilisait des occlusives prénasalisées. Et on se demande pourquoi les spécialistes de l'acoustique ne semblant prende en compte que l'aspect paradigmatique des unités sonores. ou de ne les considérer que comme des illustrations de phonemes, se sont souvent contentés d'affiner les valeurs centrales moyennes au lieu de prendre compte la variabilité inter-contextuelle de ces unités, telle qu'elle se manifeste. opposée à leur variabilité face aux unites susceptibies đ'apparaltre dans le même contexte.

## 2. BUT DE L'ETUDE :

Nous nous proposons, à partir des occusives sourdes françaises et de quatre voyelles françaises proches tant
du point de vue phonologique que du point de vue articulatoire et acoustique de montrer que les unites sonores ne sont pas lillustration pure d'entites paradigmatiques mais plutôt des realisations syntagmatiques qui ont pour fonction. dans la perspective de communication ou elles s'inserent. de s'opposer a la fois aux unites contiguës et aux autres unites susceptibles d'apparaltre dans un contexte identique. Cependant. compte tenu des contraintes specifiques du tractus vocal et comple tenu de la vitesse de la communication orale. les valeurs des unites sonores isolees ne sont qu'approchées. Ce fait ne pose pas de probleme pour la transmission de liniormation dans la mesure ou coexistent dans le message a la fois des phenomenes de continuite, de rupture de cette continuité et que lunité sonore à decoder s'oppose dans le contexte où elle s'insait a toute unité sonore susceptible de commuter avec elle dans le même environnement et dans la même langue.
C'est dans cette perspective. que doivent être integes les phenomenes très tôt signalés dinfluence bilatérale [5], de chevauchement [4,8]. et les interrogations sur les limites de la continuitel 8 9] dans la production $[9,10,11,12$ ], qui n'ont eté intégrés. a de rares exceptions pres, nous semble-til. que dans le cade de la syllabe ou de la demi-syllabe [6]. vu le nombre de parametres à intégrer. Aussi seraitil vain dans les limites dune etude de ce type, de pretendre apporter plus que quelques orientations sommares face aux questions ains
soulevees, mais pius simplement de montrer. dans un cadte contraignant que. dans le signal observe. coexistent les trois eléments mentionnes à savoir continuité du message, rupture dans ce mème message, message et indices dans la substance acoustique suffisant au decodage de cette unité et drelle seule. La composition du corpus ne rendra pas nécessaire l'analyse du second facteur rupture), mais permetra de mieux cerner les phenomenes de continuite. et la presence dans la substance dindices sulfisants a la discrimination des éléments vocaliques étudiés.
3. PROCEDURE :

Une série de logatomes de forme ICV'CVCI a ete enregistrée en chambre anecholque. Les elements consonan-tiques etaient $/ \mathrm{p}, \mathrm{t} /$ et $/ \mathrm{k} /$, et vocaliques li,e,y/ et /el. Les séquences enregistrees ont eté l'objet dune analyse spectrogra-phique ( $0-8000 \mathrm{~Hz}$, 300 Hz ), susceptible de faire apparafire des éléments établissant dune part, les élements de continuité dans le signal. de l'autre. des indices spécifiques de chaque élément vocalique en contexte identique.
4. LES ANALYSES
4.1 Les eléments de rupture: Du fait même de sa composition. le corpus étudié oppose les sons entre lesquels existe la plus gande discontinuité possible: des occlusives sourdes et des voyelles. De ce fait. la rupture entre deux eléements consecutifs de la chaine sonore est maximale, et il est inutile dinsister sur ce point.
4.2 Les eléments de continuite Pour la même raison, parler de continuite a l'intérieur de séquences consi construite peut sembler paradoxal. Cependant nous porterons notre attention sur les points suivants: 4.2.1. : La continuite vocalique. Une certaine continuité vocailque subsiste malgé les "accidents consonantiques". Dans le cadre qui est celui de cette etude - des logatomes, et les
voyelles du corpus - cette contanuite sera particulièrement difficile a mettre en évidence.
4.2.2. Les consonnes occlusives: Elles introduisent leur propre continuite sur la trame vocalique. Comme nous l'avons monté anterieurement [2]. les effets de rocclusion atteignent les valeurs centrales du spectre et les influencent de manière plus ou moins forte en fonction des éléments vocaliques et consonantiques en contact. Ici. l'influence bilaterale sera maximale.
4.3 Les eléments specifiques: ll s'agit a terme dexaminer si, existent dans le signal des éléments spectraux spécifiques susceptibles d'opposer une variabilité intra-contextuelle à une variabilité intercontextuelle.

## 5. LES RESULTATS

5.1 Les diements de rupture Voir supra 4.1
5.2 Les eléments de continuite Outre les eléments supra segmentaux (accent. intonation) dont linfluence est importante dans l'unité de la séquence sonore, mais qui n'entrent pas dans le cadre de cette étude, les analyses ont porté essentiellement sur la valeur centrale des spectres vocaliques dans la mesure ou c'est le centse de lélément vocalique qui est le moins sensible a la coproduction au niveau de la séquence sonore.
5.3. Les eléments spécifiques. Les résultats du depouillement font apparaitre pour chaque réalisation linfluence de la labialité de la voyelle pecédente, mème si celle-ci est precedente, par la consonne intervocalique.

## 6. DISCUSSION

6.1. Le problème du corpus

Deux phénomenes peuvent relativiser les quelques points observes. Tout dabord l'utilisation de logatomes Comme nous l'avions remarque précédemment [2-3], I'utilisation de logatomes - comme le choix de mots rares - conduit a une articulation plus
précise des sequences articulatores. De ce fait, les donnees obtenues ne ne possèdent pas une variabilité analogue a celle observée dans des séquences de parole continue.

vi


VI
Figures $1 a$ et $b$ : Influence de la voyelle précédente sur la valeur centrale de F2 de [i] en syllabe tonique.

D'autre part, comme le soulignent R.A.Cole and al. [1], et comme le prouvent les resultats en intelligibilite et en reconnaissance de la parde, il

F2 en syllabe $1-{ }^{\circ} k \mathrm{Vp}$


Figure 2 : Répartition de la frequence du second formant des voyelles etudiees dans une syllabe / $/ \mathrm{kVp}$ /.
existe des cifferrences spectrales considérables entre les mots isolés et ceux produits en parole continue.
Paradoxalement ceci ne peut que rentorcer l'optique dans laquelle nous nous plaçons, mèrme si, dans le cadre de cette étude, il n'est pas possible daborder des sequences sonores de taille superieure deux syllabes of qu'une étude prenant en compte une multitude de facteurs serait alors nécessare [6].
Cependant. la mise en evidence dindices intra-contextuels opposés a une variabilite intercontextuelle est difficile a montrer étant donné le phenomene de sur-articulation qui caractérise les logatomes. Cependant ce type de corpus est le send qui permette de monter avec une rigueur suffisante les effets possibles de variables selectionnees. L'hypothese de départ reçoit des résultats encourageants mais per significatís statiotiquement du fait de la taille du corpus, des analyses actuellement exploitbes et du petit nombre de sujets erregistres dans cette phase preliminaire.

### 6.2. Les resultats

Comme l'indiguent les Figures $1^{2}$ et Is montrent surtout linfluence de la nature de la voyelle prétonique, et plus particulierrement de la labialité de cette voyelle sur la voyelle accentuée.
En effet, les mesures effectuées dans le méme entourage consonantique révellent que subsiste à des degés divers un certain nombre de chevauchements (Ex. : Figure 2), difficilement récuctibles au niveau intra-syllabique. L'arrondissement ou l'étrement de la voyelle pre-tonique semble avoir une influence sur la trequence centrale du second formant, et ce méme dans des logatomes. Elle permet dexpliquer pour une large part, sans que des regies puissent etre établies, les chevauchements que la pondération des indices spectraux vocaliques en fonction de leur entourage consonantique avail déja diminué de façon notable.

## 7. CONCLUSION

II est donc possible sur la base des resultats obtenus, qui ne sont, comme nous lavons indique, fondes que sur un corpus limite compose de logatomes bisyllabiques, davancer que la realisation des unités sonores est plus tortement dépendante de la chaine sonore ou elle sinsere quion ne le suppose souvent. Compte tenu du type de corpus utilisé et des mesures effectuees, ce travail ne peut repré senter que l'ébauche détudes mattant on evidence, dans la parole continue les relations qui caracterisent chaque unité à partir du moment où elle est inseree dans une séquence sonore. Elie montre que. du point de we acoustique, la coarticulation possede des consequences quil ne se bornent pas aux limites de la syllabe. Même si les modifications articulatores imposees par la corticulation ne se tradulsent pas par des moditications importantes du spectres. elles ne sont pas pour autant a negliger.
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## ABSTRACT

Results are reported from a contrastive study in which the validity of articulatory based acousticphonetic features were analysed across Danish, English and Itaian. The features are derived by means of a Self-Organising Neural Network, trained and calibrated solely on Danish training data. Test material from each of the languages was then used to obtain language-specific distributions for corresponding articulatory features. These were subsequently used to model allophones in the three languages.
Inter-language dependencies in the allophone models were examined in a label-alignment task using techniques from speech recognition to position allophone-transistion boundaries of large speech corpora. The results are slated in terms of accuracy relative to manually placed boundaries.
The work is in part funded by the Danish Technical Research Council and in part by the ESPRIT project 2589 , Speech Assessment Method ology (SAM).

## 1. INTRODUCTION

During the last decade there has been a growth of interest in modelling sub-word units and their phonetic feature definition. This interest stems from the assumption that such an approach to continuous speech recognition will limit the need for large amounts of new speech data each time a new vocabulary is defined. In addition, the feature-based approach takes into account the co-articulation effects inherent in natural speech, and enables the use of well-established search techniques.
'Phonetic-unit' modeiling, using triphone models together with whole-word models of function words has been successfully used in e.g. the SPHINX speaker-independent recogniion system [1]. Allophonic modelling has been used in a HMM approach [2], where the individual models serve to identify the string
of allophones constituting single words. In both approaches the models are based on cepstral coefficients.
In the research presented here, we have developed a new approach in which cepstral coefficients are transformed into a set of articulatory based features by a Self-Organising Neural Network (SONN), and subsequently used to model the 'phonetic units'. The approach has been applied in a continu-ous-speech recognition system [3], and in the task of label alignment of large speech corpora $[4,5]$. The latter task was chosen because of the urgent need for labelled speech databases to use in the training of more robust 'phonetic unit' models.
Previously, we have worked individually with a number of European languages. In this paper we examine the cross-language validity of a set of features by applying them to three languages in a cross-language label alignment task.

## 2. ACOUSTIC-PHONETIC FEATURES

We will only present the main characteristics of the process of transforming cepstral coefficients into a set of articulatory features (e.g. frontness, backness, closeness, dentalness and fricativeness to mention a few). Details can be found in [6].
The technique used is that of a Self-Organising Neural Network [7] consisting of a structure of $20 * 20$ neurons. During the stimulation process each neuron is assigned a vector of adapted cepstral coefficients, and partly due to properties of the SONN and partly to the updating strategy used during the stimulation process, the cepstral vectors describing individual allophones organise themselves into 'clusters' which cover the network in an
orderly way. Acoustically different allophones of the same phoneme will stimulate different neurons in the network.
Following the stimulation process, the entire reference training database is once again presented to the SONN for the purpose of calibration, and the number of firings of each neuron associated with each individual phoneme is counted. The normalised vector of counting rates for each neuron is multiplied with a matrix describing the inventory of phonemes for the language under investigation in terms of a set of distinctive phonetic features [8] giving a vector $\Phi$ of acoustically based feature values. The absolute value of each element of $\Phi$ is equivalent to the probability that the corresponding acoustic-phonetic feature is involved in the articulation process causing the specific neuron to fire. A neuron fires when the speech frame cepstral vector is the closest to the adapted cepstral vector of the firing neuron taken over all neurons of the SONN.
In each speech frame $t$, the SONN output is a vector $\Phi(t)$ which in principle could be used as the basis for modelling the individual allophones by a multi-dimensional probability density function [4]. However, some of the features are highly correlated, and therefore the features are submitted to a Principal Component Analysis, the output $\beta(t)$ of which is subsequently used for modelling the allophones. Details may be found in [5].

## 3. MODELLING OF ALLOPHONES

Each allophone j is modelled by the multiparameter function

$$
\begin{aligned}
& f_{j}(\beta(t))= \\
& L_{j}^{-1} \cdot \exp \left(-0.5 \cdot\left(\beta(t)-\mu_{j}\right)^{T} \underline{\Sigma}_{j}^{-1}\left(\beta(t)-\mu_{j}\right)\right)
\end{aligned}
$$

where $L_{j}=\left(\left\|L_{j}\right\| \cdot(2 \pi)^{\theta}\right)^{1 / 2}, \vartheta$ the number of parameters in $\beta, \underline{\Sigma}_{j}$ the covariance matrix and $\mu_{\mathrm{j}}$ the average vector for allophone j as given from the training data.

## 4. LABEL ALIGNMENT SYSTEM

The functionality of the Label Alignment System (LAS) is based on the assumption that the speech production process can be considered as a stochastic process emitting a sequence of parameters $\beta(t)$, and that the speech
signal subsequently being submitted to label alignment manifests the same stochastic behaviour as used during the SONN stimulation and calibration. This allows the LAS to be implemented using the Viterbi Search and Level Building technique, known from speech recognition. In the context of label alignment however, the search is constrained by an independently given string of allophones corresponding to the speech signal being labelled. Details are given in [6].
In previous work we have established three independent LAS's for the European languag. es Danish, English and Italian, and tested them on large speech corpora. The test have shown the following overall tendencies: I) Labelling accuracy was encouragingly high overall, despite the limited amount of training data. II) Performance was no lower when the LAS were used in 'multi-speaker' mode (i.e trained on different speakers from those used for testing). III) Performance for different sound classes varied according to their acoustic segmentability in a manner that parallels human labelling performance: Fricatives and Plosives were labelled most accurately, postVocalic Liquids least accurately.
The results, and the general theory of distinctive features as a language-independent communicative framework, prompted the cross-language experiment reported here. We chose the Danish LAS trained on Danish, and ran the following experiments: A) The LAS was trained and calibrated on the complete reference recording by one male Danish speaker (approx. 2.5 minutes of continuous speech taken from the large, manually labelled reference speech database SAM-EUROM0), and the recordings of one English, one Italian, and one other Danish speaker were used to derive distributions for the common features, and to test the alignment accuracy. B) The LAS was trained and calibrated on 3 Danish speakers (approx. 6.5 minutes of speech) and the recordings of one English, one Italian, and one other Danish speaker were used to derive distributions for the common features, and to test the alignment accuracy.
The rationale for the experiments was 1) to investigate the degree to which cross-language variation in the acoustic expression of the common features affects labelling accuracy, compared to the effect of cross-speaker varia-
tion within one language, and 2) to investigate the effect of a larger amount of training data (with accompanying increased variation due to inter-speaker variation) on intra-language and cross-language label alignment.

The implications of the results are both practical and theoretical. In practical terms, cross-language application of a LAS can greatly alleviate the development of recognition systems for other languages by speeding up the annotation of large speech corpora needed for training and research. Theoretically, the results will indicate to what extent distinctive-features can be considered a sub-stance-based system of phonetic distinctiveness that transcends individual language systems, or how far they should be understood as an abstract scheme with no substance outside the individual language.

## 5. RESULTS

Examination of the feature distributions for the three test speakers (Danish, English, Italian) can be undertaken from two angles. Firstly, the feature distributions for English and Italian derived from the Danish-trained and calibrated SONN can be compared to those found for English and Italian speakers derived from a SONN trained and calibrated on English and Italian, respectively $[4,5,6]$. Secondly, in preparation for a cross-language alignment test, the distributions of the English and Italian speakers can be compared to the Danish distributions to ascertain the phonetically closest sounds.
Lack of space prevents a comprehensive illustration, but in summary, it was found that the English and Italian distributions derived from a SONN trained on the same language are similar to, though somewhat better defined (i.e. with more extreme positive or negative values for the distinctive features) than those derived from a SONN trained on Danish.

As expected, comparison of English and Italian vowels with Danish shows clearly that very acceptable correspondences exist for some vowels, while others deviate in their feature distributions along the dimensions of known phonetic differences between the languages. Transcription conventions (SAMPA symbols used throughout [9]) do not necessaıily provide a satisfactory basis for equivalence. Italian (I) and Danish (D) /i/ show good
correspondence, while English ( E ) /i/ is better matched to $\mathrm{D} / \mathrm{e} /$ due to the greater degree of closeness of Danish /i/, see Figure 1.
Other good correspondences are : E and I /e/ with $\mathrm{D} / \mathrm{E} / ; \mathrm{I} / \mathrm{O} /$ and $\mathrm{E} / \mathrm{Q} /$ with $\mathrm{D} / \mathrm{Q} / \mathrm{E}$ /O/with $\mathrm{D} / \mathrm{O} / \mathrm{I} / \mathrm{l} / \mathrm{w}$ with $\mathrm{D} / \mathrm{L} /$; E/V/with D /A/. In contrast, only weak matches were found for $E / v /$, which is not well defined by backness, for E /U, I, @/ and I/a/, which all have very weakly defined features.


Figure 1. Selected Feature Distributions for a) D /i/, b) E/i/ and c) D /e/

In the consonant systems there are also clear correspondences between Danish and the two other languages (e.g. $D, E$ and $I / / /$, see Figure 2; D and E/f/; D and E /m/), and cases where only a coarse approximation is possible (e.g. E/S, Z, T/ and I/J, L/).


Cigure 2. Selected Feature Distributions for a) $D / s /$, b) $I / s /$ and c) $E / s /$

The effect of these approximations is not necessarily manifested in the alignment results. Although overall, alignment accuracy is lower than when English and Italian material is used for training the SONN, greater inaccuracies are not always predictable from the lack of phonetic correspondence. For English, accuracy (to within $\pm 20 \mathrm{~ms}$ of the manual label) is comparable to the Danish speaker: $D$ $62 \%$, E $60.5 \%$. But this is lower by $15-17 \%$ than with a SONN trained on English [4,5]. The most accurate segment transitions are $\mathbf{E}$ /s/ and E/S/ together ( $87 \%$ ), which are both equated with $\mathrm{D} / \mathrm{s} /$, and $\mathrm{E} / \mathrm{f} /$ and $\mathrm{E} / \mathrm{T} /$ together ( $79 \%$ ), which are equated with D /f/. The $47 \%$ overall accuracy rate for Italian at $\pm 20 \mathrm{~ms}$ is $8 \%$ lower than after training with Italian data.

After training and calibration the SONN on three Danish speakers and testing alignment accuracy on the same 3 test speakers as above, accuracy ( $\pm 20 \mathrm{~ms}$ ) for the Danish speaker rose to $68 \%$, while accuracy for the English and Italian speaker fell to $58 \%$ and $46 \%$ respec. tively.

## 6. CONCLUSIONS

This study illustrates the application of contrastive phonetic principles within a quantitive, speech technology frame. The qualitative assessment of neural-net feature distributions provided a basis for specifying cross-language equivalents in three languages for use in a label-alignment system trained on only one of the languages.

The results of the feature comparison and label-alignment across the three languages indicate that the language-specific manifestation of common features differs enough to make the cross-language application of their distributions less efficient than the language specific application. This is less apparent with the smaller amount of training data (from one speaker), but becomes increasingly evident when the SONN is trained on 3 Danish speakers, given it greater coverage of natural variability, but making it more language-specific.

Given the obvious importance of covering as much of the natural variability as possible, which the effect of the increased training database showed, and given the relative success of some combined categories ( $\mathrm{E} / \mathrm{s} /+\mathrm{E}$ $/ S /$ together, and $E / f /+E / T /$ together), a
modified approach to multi-lingual labelling appears feasible.
Future research will need to examine ways of covering inter-language variability over approximate phonetic equivalents while broadening the reference categories for alignment purposes. Combining cross-language sound groups into inter-language "broad-categories" [ 3,10 ] for cross-language training is one way in which this might be achieved.
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ABSTRACT
The application of FFT and The advantage of the LPC is LPC methods in speech its accuracy andreliability analysis is discussed here. in defining the basic speech When used side by side, these parameters, mainly formants methods are complementary, and spectra. It is analytiwhich helps clarify various cally tractable, easy to points that may remain if only one method is used. This approach is exemplified here for some Hebrew speech and some general consonants) features.

1. IHTRODUCTION: FFT AND LPC The Fast Fourier Transform (FFT) yields frequency spectra for given signals of a certain duration. This method is used in speech analysis to represent the speech output in the frequency domain for the given duration, and is a result of both the input signal and the filter (the vocal tract). On the other hand, the Linear Predictive Coding(LPC) method yields the response function of the vocal tract, eliminating as much as possible the effect of the input signal. This method is based on the approximation of the speech signal by a linear combination of past speech samples. Minimizing the sum of square differences over a finite interval, between the actual speech samples and the linearly predicted samples, a unique set of prediction coefficients is defined.
implement and suitable for time varying speech signal analysis.
In ordr to define precisely the spectrum of vowels and consonants by the FFT method first a pitch detector is to be used. This enables the selection of signal duration that corresponds to integer numbers of pitch periods. Using inaccurate durations of input signals may yield errors. Another deficiency of the FFT compared to LPC is the large number of terms to be calculated by it, while only a small number of poles is required for the LPC values. Yet the FFT method can help in defining the number of poles to be used in an LPC program.
The LPC method is generally considered a more efficient method.Yet much experimental evidence from our work (using samples of 35 ms duration)has shown a good correspondence between FFT and LPC in formant frequency definition (see Figures 1,2), though large differences have been found for amplitudes due to the input effect. In addition the FFT method yields the Fo and certain effects that are difficult to identify by LPC
only. Hence, the use of both LPC and FFT in speech analysis to complement each other seems to be favorable.
In the literature comparison of FFT, LPC or other methods is to be found (see, e.g., |3|, |6|). Woods (|6|), for example, compares the spectrograph output with the LPC method. It should be noted,
that FFT can be used so that the results would be easier to read. (This can be found in e.g. improved spectrographs, and the MATLAB(c) package which applies the FFT function may be used by users to write programs according to needs).
In the sequel, we note some examples based on our experiments performed at the Lab of Medical Electronics, the Faculty of Electrical Engineering at the Technion. Some experiments were also done in the framework of a Technion D.Sc. thesis (|1|). Our recorded natural speech material was analyzed by programs written at the Techaion, by both LPC and FFT methods.

## . EXAMPLES

2.1. Pitch Detection

The LPC method is normally not intended for pitch analysis(FO).As the FFT program gives "raw" harmonics (without "smoothing") of both source and filter, it is easy to find the Fo and the asy to find the Fo and the ther formant values and distinguish between them visually, Applied natural speech analysis (for linguistic or even medical purposes of voice quality measurements) often needs to define or find the speaker's pitch (i.e., Fo) as well as the formants, and in such a case combining both these methods for the analysis seems important. (See Figure 1.)

### 2.2. Formant Frequencies,

 Band-Width VariationsIt is well-known that speech is not stationary. Therefore, no speech segment is the same as any other segment, even if they are adjacent. There is thus always also a "movement" of formant bandwidths along the frequency axis of the spectrum. It is hard to decide just by an FFT program output what the really important formant areas are (besides formant peaks), as the final output of a speech signal analyzed by an FFT analysis program is a series of harmonics along the spectrum which are effected by the input signal In this case, then, the LPC program may be more suitable because it presents formants including the full bandwidth covered by each formant. Thus, even if there are some Thus, even if there are some local peaks within this for mant band area,it can become clear that they are not individual formants but part of a specific frequency domain. This presentation is advantageous over spectro graphic outputs, where formant limits are not clear and formant centers (their peaks) are not accurate. An LPC program may also provide the precisely calculated point of a formant peak frequency.
2.3. Amplitude Features

As mentioned, the FFT program calculates signals including both their source and filter while the LPC program calculates only filter features, namely the formants. Thus, formant amplitudes are more accurate in the LPC program, although formant amplitudes of an FFT program output seem to be more conspicuous. due to some energy gain values of the voice source. As a matter of fact, for the hearing system the whole
crmant xatag in impertant rathar thar a Eingls peax fustilise the use of LFC for speech mounc azainsis.
2.4. Ser-Dependent Phonetio Teatures of Mative Speakers of Hebrem
it is ifkewise well-known that for the same phonemes thareare different forman values, which depend 0 a the cal structure of the vocal cract) Guch Afferences may occur alss in F2 and F3 (which in usual spectrograms (which in uscal spectrograms relative amplitudes of each formant. Eex-related differences were feund, for instance, in the pronunciation of the vowels $/ 0,1, a l$ by some speakers \{12|\} and /7, x/ (141).

### 2.5. Tricative Features

In Hebrew as in many languages, there are cricative phonemes.Some are more common than others, as in other languages (e.g., /f, s, sh/f, and some are less common the laryngeal and velar /h,h,x/f. These cocurately because of the large amount of noise involved in their articluation vod the lack of voicing, and traditional sound spectrograms yield rather blurred printouts of such phonemes. in this case, then, the FFT In this case, then, the FFT analysis seems again to be
of less value than the $L P C$ program which yields well definea formant domains (141, 15i).

## 3. COMCLUSIOMS

Many speech analysis techniques exist now, relying on varlous theoretical approaches and algorithms. It seems userul to find the prder to each anethod best results of all of them in
creer to fult unserstar speech structure. Combiniag varicus analyミis methodj more insight may ze gaine as to many fribiems that still existiz this ficle. The few examples Ehown here represer oleazi. this viea point concerinig language pecif 4. REFEREMCRS
(i) REFEREMCES
(1)Aronson, L. (1990) ElectriProsthesis Aisters of Cochiear Hevrew Speakexs, D. Sc, thesis School of Medicine, Techoion (Supervisers: Prof. G.Rosenhouse and frof. L. Podoshia) (2)Aronsou,L., J.RosenhouEe, G. Rosenhouse and L. Podoshin, An analysis of Moderi Hebrew Vowels and Voiced consonants" (submitted for publication)
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igure 1. FFT analysis of /I/ as uttered by a male native speaker of Hebrew (cf. 151)
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# LA VITESSE D ARTICULATION ET LES UNLTÉS SONORES dans la chaine parlée 
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## ABSTRACT

The carefully arranged material represents a set of spontaneous annoucements in natural working commuication uttered continuously and with ever increasing speed until the articulation maximum is reached. It is used to examine the phenomena affecting intelligibiphenomena affecting intelligibisis is followed by a spectrographic study with special focus on the problem of linear and non-linear shortening of saunds, groups and possibly the influence of stress. The results of our research will be used to further improve the synthetic speech signal in Czech.

Les résultats de nos recherches précedentes concernant 1 intelligibilité de la parole spontanée sur différents lieux de travail ainsi que la perfection de la qualité de la parole synthétique du tcheque ont inspiré la réalisation de 1 experience suivante.
Le point de départ de cette recherche représente un choix de 50 phrases tirées de la communication spontanée des réseaux de communication sur les différents lieux de travail. Ces 50 phrases ont été enregistrées par 8, speakers à qui on a demandé d'articuler assez distinctement pour que les phrases soient compréhensibles dans un débit accéléré, mais de garder en même temps la prononciation naturelle dune communication quotidienne cou-
rante. Chaque phrase a été prononcée d'abord dans un débit"crodinaire"et, apres une petite pause, le locuteur a répété plusieurs fois la phrase en augmentant continuellement le débit de 1 articulation jusquau point où il ne peut plus répéter nettement la phrase. Ce type de réalisation sonore, tout a fait naturelle et différente de chaque accélération "mécanique", nous a permis de nous poser plusieurs questions concernant, dune part, les problèmes de perception et, de lautre, les changements dans 1 image spectrographique.
Dans la première phase de nos investigations, nous nous, sommes concentrés d abord à l analyse auditive (collective et individuelle). Il nous intéressait de Savoir quel type de changements les auditeurs perçoivent au cours de 1 augmentation de la vitesse de la parole.
Sur la base de sondages préliminaires, nous avons fait un enregistrements spectrographique représentatif (le matériel sonore dure plus de 80 min., les enregistrements spectrographiques représent plus de 10000 données). Ici, je voudrais remercier, M. M. Ptáček et Mlle P. Záčková pour leur fructueuse collaboration. Nous avons voulu confronter d abord les materiaux spectrographiques avec les acquis tirés de l analyse auditive et nous nous sommes posés acore d autres questions, comme p. e.: - quelle est l influence de 1 accent sur la durée des voyelles?

- est-ce qu'il y a un parallèle dans 1 abréviation des voyelles breves et longues? (La longueur des voyelles en tchèque est fonctionnelle!)
- comment se reflète 1 augmentatation de la vitesse du débit dans les petits groupes rythmiques de la phrase?
- en quoi la forme sonore de la phrase prononcée le plus lentement est différente de celle qui est prononcée le plus vite?
Comme nous connaissons les travaux remarquables de Klatt, Lmeda, Huggins et d autres, comme les analyses fondamentales ont été réalisés sur le matériel du tchèque soutenu par M.Malač et ses collaborateurs et comme, nous-mémes, nous nous ocupons de lanalyse spectrographique liée a la perception depuis longtemps, nous avons espéré que les sonagrammes seraient analysables facilement aussi bien par les méthodes statistiques ce qui nous permettrait de confronter, non seulement, les résultats de 1 aralyse auditive et spéctrographique, mais d obtenir aussi de nouveau résultats contribuant au perfectionnement de la qualité de la synthese de la parole tchèque.
Au cours de notre travail, nous avons vu qu on ne pouvait y appliquer les criteres utilisés pour 1 élaboration des matériaux "de laboratoire", car il s'agit plus ou moins de'la parole naturelle ainsi que de 1 accélération naturelle, ce qui pose de problèmes nouveaux.
Sil faut considérer les parametres influençant la durée des sons, nous devons constater que même quand il s agit du même loarteur, la voyelle ou consonne donnée ne se comporte pas de la même façon dans le même entourage, dans le même contexte, si on augmente le débit de la parole. Chez les différents locuteurs, on peut constater des changements similaires, différents, mais aussi contradictoires - et ceci dans
les circonstances adéquates. P.e. /a/ accentué dans la syllabe ini tiale se montre ainsi ( 5 locuteurs, 3 réalisations accélérées continuellement; durée en "ms"):

| $c o n t$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 55 | 40 | 40 | 45 | 65 |
| 55 | 40 | 45 | 40 | 45 |
| 40 | 40 | 45 | 40 | 40 |

Dans la syllabe accentueé au milieu de la phrase les changements dû́s au débit sont les suivants:

| 45 | 50 | 40 | 40 | 50 |
| :--- | :--- | :--- | :--- | :--- |
| 45 | 40 | 35 | 30 | 60 |
| 45 | 40 | 30 | 55 | 40 |

La relation du /i/ accentué et du /i/ iraccentué dans les syllabes successives $\mathfrak{x}$ montre assez intéressante: dansla premiere réalisation non-accélérée le/i/ accentué est plus long ou semblable au /i/inaccentué: $60: 45,35: 35,30: 30,45: 40,40: 40$ -dans les deux réalisations accélérées suivantes, se manifeste, au contraire, 1 abréviation du /i/ accentué et 1 'allongement du /i/ inaccentué; la relation du /i/ inaccentué par rapport au /i/ accentué est la suivante:
$213 \% \quad 125 \% \quad 133 \% \quad 225 \% \quad 175 \%$ En ce qui concerne la constatation suivante citée dans des travaux différents, par ex. (2). " les consonnes se comportent tout-a--fait régulierement dans 1 entourage vocalique et les lois compliquées commencent a partir de groupes de consonnes,"nous ne pouvons confirmer que la deuxieme partie de la constatation mentionnant les "lois compliquées" (si lon peut en effet parler des "lois"?)
On fait pour l instant une observation assez importante dans le domaine des pauses pré-explosives. Le petit changement des pauses pré-explosives (une légère abréviation et même un léger allongement) se montre sur les images spectrographiques, par rapport aux autres éléments relativement stables. Les chifres suivants présent (en \%) la relation entre la premiere réolisation et les deux réalisations accélérées suivantes(résumé des realisations

Comme illustration, nous pré-

phiques reflétant 1 augmentation de la vitesse du débit:

$m$ o n t a: s

mon 0 a: ${ }^{\prime}$
de 5 locuteurs) - possibilité de comparer avec la durrée des voyelles dans la même phrase: a) Durée de la pause pré-explosive (en \%)
 Apres une analyse plus en profondear des matériaux, nous en arrivons a la constatation qu il est préférable d étudier toujours attentivement de petits ensembles en y examinant les phénomenes similaires ou contradictoires, attendus ou inattendus. Il est souvent tres difficile de quantifier les mesures et les faits donnés, car de nombreuses compensations se manifestent ici, mais différemment chez plusieurs locuteurs, comne chez le même locuteur (dans les mêmes conditions).
Un travail statistique global effacerait les reliefs ainsi que les petits écarts contradictoires mais importants.Il est nécessaire de respecter une "microsegmentation"qui englobe aussi les phénomenes suivants: même dans la plus grande accélération on peut fixer sur les images spectrographiques (et ceci meme en accord avec la perception) certaines unités stables, tandis que les autres unités vocaliques et consonantiques se groupent dans une "unité" nouvelle,ou elle perdent petit-a-petit leur stabilité et leurs contours.
Dutre les observations concernant la stabilité relative des pauses pré-explosives, naus pouvans constater que cette recherche en cours apporte de nouvelles re-
marques surtout dans le domaine de la description quantitative des changements non linéaires pendant 1 accélération ou débit (de la parole). Les faits suivants peuvent encare servir d'illustration intéressante. Dans plusieurs réalisations (les exemples ci--dessus) se manifeste une augmentation de durée de certains éléments, même si la phrase au total (ainsi que ses segments)est continuellement abrégée. Par ex.: la réalisation la plus rapide de la 4 phrase représente chez le locuteur $n 1$ une accélération de $46 \%$, tandis que la pause pré-explosive devant le/t/ jeste la même. Chez le locuteur n 21 accelération est de $36 \%$ et la pause s allonge au contraire de 11\%. Chez le locuteur $n^{3}$, 1 abrégement est de 23\% et 1 allongement de la pause pré--explosive de $12,3 \%$.

En conclusion, nous aimerions encore mentionner que les matériaux choisis ici apportent sauvent
toute une série de suprises, surtaut en ce qui concerne les découvertes de nouvelles relations et connexions dont nous avons choisi au moins quelques exemples typiques. Ces problemes peuvent etre traités plus largement au cours de prochaines discussions
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# AUTOMATIC EXTRACTION OF PHONETIC FEATURES IN SPEECH, USING NEURAL NETWORKS. 
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ABSTRACT
We report in this paper a series of experiments aiming at automatically extracting phonetic features in speech, using a specific family of show the interest that exists in using phonetic knowledge to guide speech recognition. The visualisation of connection weights inside the optimised networks illustrates the various strategies used by TDNNs for classifying sounds into features, after their acoustic content.

## RESUME

Cet article présente un ensemble d'expériences visant a l'extraction de traits phonéliques à partir de signal de parole, à l'aide d'une famille TDNNs. Les résultats montrent l'intérêt dues : les des connaissances phonétiques pour orienter lat tache des réseaux, en reconnaissance de parole. Ia visualisation des poids des connexions dans les TDNNs après optimisation illustre la façon dont ceux-ci utilisent les caractéristiques acoustiques des sons pour déterminer les differents traits.

## INTRODUCTION

Connectionnist networks are one of the possible tools for performing classification tasks, such as Multi-layer neural netulur for speech recognition. layers of cells (or notworks are made of several as an of cells (or nodes), each of them delivering, the input; for instance a sigm-linear transform of is obtained as the weighted sum of the activations of the nodes in the previous the activations connected to the current node. A multi-layer neural network can be viewed as a black box made of a arge number of elementary units with a rather simple individual function, the global behaviour of which makes it possible to model quite complicated non-linear ransfer functions.
The number of nodes in each layer and the connection structure (i.e. what is called th architecture) is usually fixed a priori, whereas the values of each weight (what could be called the estimated by the back-propasation classically given a set of training examples In other words it is possible, with nerral nemples. In other words, it learn some non-linear discriminations betwey families of patterms, without any careful human time-consuming specification of classification rules. However, the computing time required is rather high.

## THE TDNN

Waibel et al introduced TDNNs (Time-Delay Neural Networks) as a specific neural network architecture that can take into account the "dynamic nature of speech" [1]. Indeed, such a network is able to represent temporal relationships which is a property acoustic time-slice (frames) static characteristics of the importance, since certainly unsufficient of the speech signal are sounds or sound features proper identification of pounds or sound features. Moreover, TDNNs provide some invariance under time-translation, front of unavoidable segmentation processing in Figure 1 illustrates the TDNN structure.


Figure 1: A TDNN (adapted from Waibel).
TDNNs have 4 layers (an input layer, 2 hidden layers and an output layer). Successive layers are sparsely connected (in practice, some connections weights are set to zero). Moreover, there exist groups of weights that are constrained to be dentical to one another, in order to warrant the time-shift invariance property. More detailed descriptions of TDNNs can be found in several papers [1] [2] [3]

In recent publications, TDNNs proved to be very efficient for tasks such as classifying [b] vs [d] vs [g] among a set of observation containing phonetic realisations of ines 3 phonemes, in japanese [1], or in french (4) phoneme classification network could be puccessfully designed on the basis of the collaboration of a collection of such elementary networks (one for [bdg], one for [ptk], one for [fs f], ...), provided an other network makes [is f],...), provided an other network makes in order to decide which of these elementary networks is to be resorted to. In parallel to thes developments, Haffner et al. proposed fast leaming methods for TDNNs that bring down the training time to reasonable figures [2].

All these properties make of TDNNs appealing tools for classifying speech sounds, with the uitimate goal of speech recognition, Our approach of phonetic features extraction is slighly differen from the modular all-phoneme recognicion process proposed by Waibel et al. For the latter, a former several parallel classifications are made and then integrated in a final phoneme identification.

## PHONETIC FEATURES

The phonetic description of speech events is classically based on distinctive features. Feature are usually binary, since they indicate the presence or absence of a specific characteristic for a given sound (or family of sounds).

Features can be defined according to acoustical articulatory, or even linguisuc properues. Fo instance, he grave acute opposition is based on acoustical considerations, while front / back is articuiatory and vowel onst based on higher-level linguistic concepts.

Each phoneme (or, more precisely in our case each phone) results from the simultaneous realisation of several elementary binary features which Trubetakoï describes as a "Korrelazions bundel" (i.e. a bundel of correlations), and whic Jakobson qualifies as a "bundle of concurrent binary distinctive features" [5].

Several systems of features bave been proposed among which must be mentioned those of Malmberg [6] and Rossi [7] for the french language, those of Jakobson [5] and Chomsky [8] in english. Jakobson's classification was the firs one to rely on acoustical criteria only.
A few speech recognition systems have been identification) strategies, most of them using expert systems that track cues on the acoustic signal with the help of rules.

The approach using neural networks can te understood as a mean of expressing and modeling with a mathematical non-linear tool, the (sometimes) complex relationship existing between the abstract notion of phonetic feature an its physical manifestation through acoustic cues.

## PROTOCOL. AND CORPUS

We have been evaluating the use of TDNNs for different feature extraction tasks, for the french language.

A set of 13 binary features was thus designed, relying on the most classical phonetic oppositions. This set allows a total description of the french phonetic system. It is however no type of but our goal was to invesugate wh

An other set of 6 discriminative and minima "random" features was artificially built, so that it opposes 34 phonemes with one another. This set has, of course, no phonetic background, since phonemes that have "nothing to do" with each other are member of the same random class and opposed to an other (complementary) class of phonemes that have "nothing to do" with each other either! These artificial features howeve serve as a point of comparison for judging the relevance and the usefuiness of classical phonetic oppositions versus arbitrary ones.
Other sets or "ternary" features have also been used [3], but results are not reported in this article.

The corpus for the experiments contains 200 french phonetically balanced sentences [9], uttered by one male speaker in excellent recording conditions and sampled at 16 kHz . Each phonem realisation was coarsely labeled at the center by hand, and represented by 16 time frames ( 8 on each side of the label) of 16 Mel-scaled filter-ban coefficients; in other words, a quite low resolution (256 pixels) spectrographic representation, with non-linear frequency scale. The corpus contains 5270 tokens (unbalancedly dispatched between the phoneuc classes), which were halfed between a

The corpus was transcribed prior to its production and labeled according to this normative transcription, using 34 symbols :


The phonetic system used in our experiments $[\#]$ denotes "silence". $[\rho]=[a]$.
Automatic phonological rules were applied to modify the features of some phonemes, to account for basic contamination effects.

Evaluations were done on the whole corpus, on the sub-corpus of vowels only ( 2952 items) and on the sub-corpus of consonants only ( 2318 items). Subcorpuses were also halfed in training and test sets.

The cross-validation strategy was used to decide when to stop the learning phase [3].

## RESCLTS

Performances on the whole corpus, on the vowelsonly corpus and on the consonants-only corpus, for each feature, are shown in Table 1 below. Two scores are given for each experiment: one (in bold) is the score of correct feature identification on the test set (i.e. for the the data that were not used to train the network). while the second score (in standard characters) corresponds to the score obtained on the training set itself (self higher than the first one, and the difference between the two gives a hint of the generalisation capability of the network; that is its ability to solve a similar problem to the one it was trained for, with data that it has not seen yet.

On the whole corpus, all scores (but one) range between $90 \%$ and $99 \%$, with more than half of them over $95 \%$. Moreover, all scores for phonetic features (but one) are higher (by approximately 10 \%, in the average) than the average score for arbitrary random features. This clearly evidences the contribution of phonetic knowledge for determining what kind of task the TDNN is most related to manner of articulation are very efficiently detected (features III V XI, XII XIII) those linked to the more abstract notion of place of articulation provide less satisfactory results.

Not all phonetic features that were tested on the whole corpus were also experimented for the vowel and the consonant sub-corpuses, but only some of them that allow a discriminative non-redundant system. The improvement of feature extraction when moving from the whole corpus to the consonants-only corpus is rather disappointing, but must be owed to a change of the reparitions. significantly in general in both cases, the selfconsistency tends to increase since the number of learning examples is smaller and makes it possible for the TDNN to memorise the particularities of the training data (which is clearly undesirable).

## VISUAL EXPLORATION

It can be shown that, under certain constraints, the matrices of weights within the first layer of

IDNNs can be viewed as typical patterns that are searched for in the spectral picture of the inpu token to classify [10]. In other words, TDNiNs develop in some ways their own expertise for classifying speech sounds, a liule bit like a human expert would do, from expenience.
In figure 2 (last page), we have visualised 3 sets of weight matrices, for 3 features: woiced I unwoiced nasal non-nasal, and wowel consonant. A ful comment is given with the figure: the cues used with the classical acoustic descriptions of phonetics, and thus directly interpretable, which was not at all a priori warranted.

## CONCLUSION

Phonetic knowledge can thus be used to help TDNNs in their task : not only to a priori choose the kind of task that is the most likely to be successfull, but perhaps also to initialise the weights of the network using human expertise on the problem to be solved. This last point is a challenging topic for further research.

Conversely, TDNNs can learn automatically from a set of typical examples (like other neural networks); but because their architecture is speech phoneticians' investigations.

## References

[1] WAIBEL a al : Phoneme recongition psing Time-Delay

 eiay Leural Veatyorks ICSLP 90
 emporichs XVIIİmeall JEP, moyen de réseaux i masques SJAKOBSON et al : Preliminaries_Lo speech analysis M].T. Press, 1951
ommunisation, Springer, 1967 Stingoistics and Suma 7] ROSSI LLe Lraik acoustiques. La Linguistique, vol 13 [8] CHOMSKY at al : The wound pattem of english, Harper \& Row, 1968 . 19 COMBESCURE ; 20 listes de 10 phrases phood-
 (10] BIMBOT at al : TDNNi for phonetic
extraction: in wisual exploralion ICASSP 91 .

| phonetic reature | whole corpus | vowels only | consonants onty |
| :---: | :---: | :---: | :---: |
| I vowel vs non-vowel | 95.8\% (96.2\%) | - | - |
| If vocalic vi non-vocalic | $96.5 \% \quad(97.0 \%)$ |  | - |
| III voiced vi unvoiced | 98.9\% (99.4\%) | . | 98.8\% (100\%) |
| IV soriant vs non-sommt | 96.9\% (98.49) | - | $\square$ |
| V nassl va mon-matal | 97.7\% (99.5\%) | 97.7\% (99.6\%) | 98.2 \% (99.7\%) |
| VI grave vi acute | 90.6\% (96.5\%) | 95.7\% (99.8\%) | $\square$ |
| VII extreme vi central | 84.4 \% (92.1\%) | 87.5\% (96.6\%) | . |
| Vili compta vs difluse | 91.7\% $\quad(96.0 \%)$ | 94.0 \% (97.8\%) | - |
| IX roumded vi unrounded | 94.8\% ( $97.5 \%$ ) | 93.2 \% (94.5\%) | - |
| $X$ bemol vis non-bemol. | 90.1\% (98.8\%) | - | - |
| XIdelayed vs non-delayed | 97.1\% - 98.7 \% ) | . | 89.4\% (99.1\%) |
| XII discontinuous vi cont. | 97.9\% $\quad(99.1 \%)$ | . | 93.9 \% $\quad(97.6 \%)$ |
| XIfil fricative. va non-fric. | 97.3\% $(99.9 \%)$ | - | 95.1\% ( $99.9 \%$ ) |
| Average for 6 madion features | 85.3 \% (92.1\%) |  |  |

Table 1 : Scores for feature extraction on the 3 corpuses: scores on test set, (on training set).



## vowel / consonant <br> owel / consona sigmoid $[0 ; 1]$

Figure 2 : Visual display of weight matrices (masks) in TDNNs for phonetic features extraction. (top : voiced / unvoiced, center : nasal / non-nasal, bottom : vowel / consonant).
绪 Thidy of each zquare is proporional to the magniude of the weight. Bhack lirst layer of weights is represented, as 8 masks $(4 \times 16)$. Time is horizontal, frequency vertical (Mel-scale), +1 - voiced] : All 8 maska are quite similar to each other, which evidences that the network is over-dimensioned for the task. The
and
 requencies is also an indication of (t ovoiced] (masks 2, 3, 4, 7 and perhaps 5 and 6 ). This is certainly owed 6 phonetic combinations such as us
beginning of voicing.
[ + - nasal]: Masks show here again some redundancy. Masks 1, 2, 3 and 4 underine the significant role played by the joint
 irequencies (around 43 Hz ). This is
frequencies, for nasal sounds. These 4 masks differ mainly by the location of an other spearal hollow (2345 Hz for masks 1 and frequencies, for nasal sounds. hese
$2,3135 \mathrm{~Hz}$ for mask $3,1705 \mathrm{~Hz}$ for mask 4). Mask 5,6 and 7 are very similar with one another. They search for joint energy
 ${ }_{\mathrm{Hz}}$ nor 2010 Hz ).
[+/- vowell : Here, masks 1 to 8 are ordered according to a noticeable progression : from left to right, a patiern of imporant
 retrieved in all masks, with a different time-shiff. Noee that the lowest band is not really used, because it is ambiguous wiy
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## ABSTRACT

Previous work has shown that acoustic properties which signal place of articulation and voicing for fricative consonants can be located at the fricative-vowel boundary. Therefore, we focused on the region within 30 ms of the boundary in our search for acoustic regularities.
Our goal is to better understand the perceptual salience of these acoustic cues. In this paper, results will be presented from perceptual tests with natural and synthetic CVs. As expected, the non-strident fricatives were most often confused and the performance for synthesized fricatives was poorer than that for natural speech. Acoustic evidence for these results is examined.

## 1. INTRODUCTION

Previous acoustic analysis of natural speech has shown that acoustic properties in the vicinity of fricativevowel boundaries can be associated with cues for consonant perception. The following acoustic attributes are associated with fricative production: (1) an interval of frication noise with a spectrum that is shaped by the location of the constriction in the vocal tract; (2) formant transitions into adjacent vowels that provide additional place of articulation information; and (3) details in the transition from noise production to voicing onset which signal the distinction between voiced and voiceless fricatives. [4].
${ }^{\text {P }}$ Presently affiliated with Dragon Systems, Inc., Newton, MA, USA.

Our goal is to better understand the acoustic properties of the fricative-vowel boundary and, particularly, their perceptual relevance for place. Describing fricative-vowel boundaries is an especially interesting problem because these occur between continuous sounds produced by different source mechanisms: the supraglottal source, frication noise, which is generated as air flows through a narrow contstriction in the vocal tract, and the two glottal sources, voicing and aspiration.
Fricative synthesis provides a means for systematically examining the relative timing of the different sound sources. By comparing perceptual and acoustic measures for natural and synthetic stimuli, we can evaluate the adequacy of existing rules for modelling fricatives. We performed a series of listening tests to provide a baseline for intelligibility of natural fricatives and fricatives produced by a high-quality speech synthesizer. We also examined the acoustic properties of these stimuli to determine which differences could account for observed deficiencies in intelligibility.

## 2. PERCEPTUAL TESTS

### 2.1 Objective

Identification tests were run with natural CV speech tokens as stimuli to provide a baseline measure of intelligibility of fricatives. We used one of the best existing rule-based, text-tospeech synthesizers available to obtain corresponding synthetic stimuli: Nevertheless, we expected that the identification of the synthesized speech would be more difficult.

### 2.2 Method

The natural stimuli were CV tokens excised from C'VCVC'VC nonsense utterances spoken by one male speaker, Dennis Klatt [4]. The bandwidth of these utterances, which were digitized at a 10 kHz sampling rate, corresponds to the bandwidth used for synthesis of male speech. The $C$ was one of the eight speech. The C was one of the eight
English fricatives, which can be classed according to place: labiodental (/f/, /v/n, dental ( $/ \mathrm{th} / \mathrm{h} / \mathrm{dh} /$ ), alveolar ( $/ \mathrm{s} / \mathrm{l} / \mathrm{z} /$ ), and palatal (/sh/, /zh/). The V was one of four American English vowels (/iy/, /eh/, /aa/, /uw/, chosen to be representative of front, back and rounded vowels. The vowels were truncated 40 ms after vowel onset, which was defined as the beginning of the first identifiable pitch pulse for voiceless fricatives and the point where voicing amplitude increases abruptly for voiced fricatives.

Corresponding CV stimuli were synthesized using the phoneme input mode of KLATTALK, a research version of Klatt's text-to-speech system. The KLATTALK algorithm for formant transitions begins by looking at the segment following the fricative. Values from previous trial and error matching of natural frication spectra were used to optimize table values for synthesis of frication [4]. We used parameter values that Klatt chose to model his own voice.
The voiceless (/f/, /th/, /s/, /sh/) and voiced (/v/,/dh/, $|\mathrm{z}|, / \mathrm{zh} /$ ) fricatives were presented in separate identification tests in each of the natural and synthetic conditions. Five repetitions of the 20 distinct stumuli in each test were presented in randoin order over headphones in a sound-treated room. Five phonetically trained listeners acted as subjects. Subjects were asked to identify the fricatives by making a forced choice among the four possibilities. No responses regarding the vowel identities were required and voiced-voiceless distinctions were not explicitly examined.

### 2.3 Results

All of the natural and synthetic strident fricative tokens were identified correctly ( 0 errors out of 800 total responses). The non-strident fricatives were most often confused ( 175 errors out of 800 responses). Figure 1 compares the
percentage of errors made on the natural and synthetic non-strident fricative CVs in the voiceless and voiced tests.


Figure 1. Error distribution, combined across owel contexts, as a percentage of 100 responses ( 5 repetitions $X 4$ vowels $X 5$ listeners)

As expected, the performance for synthesized fricatives was consistently poorer than natural speech. These results also show that the predominance of errors was for the synthetic /th/ and/dh/ tokens.

## 3. ACOUSTIC ANALYSIS

### 3.1 Objective

We examined the acoustic properties of the natural and synthetic stimuli to determine which differences could account for the observed deficiencies in intelligibility. Following Klatt[4], we focused on the following attributes involved in moving from a frictive to a vowel: the evidence of the changing sound sources (voicing, frication, aspiration) and the onset frequency of formants (F1, F2, F3).

### 3.2 Method

All measurements were performed with the set of tools for speech analysis available on the MIT Speech Vax cluster. The formant onset frequencies were measured at the first identifiable pitch pulse. Discrete Fourier transforms were calculated with a 6.4 ms Hamming window that was carefully placed in order to maximize inclusion of the closed portion of waveform.

The noise spectra were calculated over a 30 ms Hamming window. Spectra were computed at 10 ms intervals from consonant onset to the fricative-vowel boundary. We compared relative amplitudes of noise in different frequency regions to vowel formant amplitudes.

### 3.3 Results

In view of perceptual test results, the acoustic findings for the non-strident fricatives only are presented here.

A close correspondence was found between natural and synthetic tokens for the first three formant onset values. As previously seen in the high front vowel context, F2 onset formant frequencies contradict the general rule that formant frequency is always lowest for labial place of articulation [4]. Figure 2 illustrates the F2 formant onset frequencies for voiceless natural and synthetic fricatives.


Figure 2. F2 onset frequencies for voiceless fricatives /f/ and /th/ in each vowel context.

Evidence of aspiration, if present, was usually found within 20 ms before the vowel onset. Aspiration may be distinguished from frication by an F2 prominence in the noise spectrum continuous with the formant at the fricative-vowel boundary. Aspiration was indicated, according to this criterion, for all the natural /f/ stimuli. Aspiration was not seen for the natural /th/ stimuli, except for /thuw/. The synthesized stimuli did not include any aspiration in the parameter specifications.

In examining the noise spectra prior to the fricative-vowel boundary, we concentrated on the non-strident token pairs whose difference in intelligibility between the natural and synthesized stimuli was largest (/feh/-/theh/ and $/ \mathrm{veh} /$-dheh/). The natural /f/ and /th/ differed most noticeably in their average amplitudes, as compared between the approximate noise amplitude in the $2000-3000 \mathrm{~Hz}$ region 70 ms before vowel onset relative to the amplitude of F3 in the vowel $(2500 \mathrm{~Hz})$. The natural /f/ was 20 dB lower, whereas /th/ was 30 dB lower than the vowel. The synthetic /f/ was 25 dB weaker while the /th/ was only 20 dB weaker. Timevarying spectral amplitude was observed for the natural /f/, which increased by approximately 10 dB from its beginning to the vowel onset, whereas the spectral amplitude for the natural /th/ appeared constant throughout its duration.
The spectral characteristics of the natural /f/ and /th/ tokens were found to be otherwise similar to each other, consistent with findings in previous work with a larger number of tokens and speakers [2]. The synthesizer models the spectrum of the non-strident fricatives as Gaussian noise with no formant structure. The spectra of the synthesized /f/ and /th/ were tilted, emphasizing the low frequencies with a 6 dB roll-off whereas the natural stimuli were flat.
The spectra for the natural voiced nonstrident fricatives ( $/ \mathrm{v} /$ and $/ \mathrm{dh} /$ ) were very different from those of the synthesized stimuli. In the natural stimuli, the formant structure extended far into the fricative and noise excitation coexisted with essentially vocaliclooking formant structure. In constrast there was no region with strong formant structure in the synthetic voiced fricative; instead there was an abrupt change between noise excitation and prevoicing by the glottal source. For $/ \mathrm{dh} /$, the onset of the vowel from the prevoiced region was abrupt enough to appear stop-like.

## 4. DISCUSSION

All of the strident fricatives, which are characterized by a relatively high spectrum amplitude as compared to the adjacent vowel, were identified correctly.

Harris [3] found that the frication noise provides the dominant cue for proviscriminating $/ \mathrm{s} /$ and $/ \mathrm{sh} /$, but that discriminating formant transition cues differ
/th/.

The need to further investigate distinctions between the labiodental and dental fricatives is highlighted by the dental fricateptual and acoustic results. The F2 formant frequency onsets in The F2 fornd rounded yowel contexts front, back and rounded illustrate that in the present database illustrate that listeners may adapt to regularities in formant onset frequencies, even if these present unexpected patterns. One prescible explanation for the lower F2 possible explar /th/ as compared to /f/ formanis for vow before high front vow is freer to move labiodentals, the tongue is freer vowel
in anticipation of the following vowel
The current findings suggest that even if the formant transitions are reproduced accurately, as in the Klattalk stimuli, deficiencies in intelligibility for synthetic stimuli remain. This implies that further consideration of noise amplitude and shape is needed. While the natural /th/ shape is 10 dB weaker than /f/ relative to the vowel, the synthetic $/ \mathrm{th} /$ was too strong and the/f/ too weak to maintain strong and the /f/ Too weak to maise could this distinction. This difference could synthetic non-strident tokens.
Acoustic variations can be interpreted Acoustic variations can be production with respect models [1] and predictions regaritudes of interaction and relative amplitudes of frication noise, aspiration, and voicing Our constriction sizes vary in time [6]. Our conalysis results for the natural and analysis results for sugest the need to synthetic stimule these source changes better model the and the fricative.
between the vowel and
between the vowel and the fricatices aspiration in lead to a smoother transition at the fricative-vowel boundary. The role of fricative-v in analysis, synthesis and aspiration in anation perception of voice are described use the and Klatt[5]. We intend to use the KLSYN88 formant they describe, which provides more flexible control over the glottal source, to continue to model the glotastic characteristics we observed We can then test if the extra formant we can present in aspiration may structure presention
provide place-of-articulation infornation
and thus enhance both intelligibility and naturalness.

After synthesizing new tokens with our modified rules, we plan to evaluate how the addition of these rules affects the intelligibility and naturalness of synthetic fricatives. We already observed that subjects can easily classify the CVs used in the present study as natural or used in the present sunthetic, even with very short vowels. synthetic,
Finally, we must investigate additional speakers and consider higher frequency cut-offs to determine whether the phenomena we observed are typical.
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## ABSTRACT

An auditory spectrograph is presented and discussed, which is quite different from the initial proposal of [4]. A set of descriptive acoustic parameters are derived from speech signals analysed according to the time and frequency resolution caracteristics of the spectrograph: sinusoids in the area of F0 and F1, dominant frequencies and envelope modulation above about 1 kHz , for voiced speech. These parameters are used in an analysis/synthesis system which delivers a synthetic signal perceptively equivalent to the original signal. This preliminary work demonstrates the possibility of using alternative auditorybased acoustic parameters for speech synthesis and analysis instead of productionbased acoustic parameters.

## 1 Introduction

L'avènement du spectrographe a per mis un développement considérable de l'étude phonético-acoustique descriptive de la parole. Deux raisons conceptuellement distinctes ont contribué à ce succès: de corrélats acoustiques importants du mécanisme de production de la parole, comme les formants, la vibration des cordes vocales; 2. il existe une analogie entre analyse spectrale à court terme et analyse du signal par le systeme terme tif périphérique: les objets visibles sur un spectrogramme correspondent à des car actéristiques acoustiques perceptivement pertinentes. Les relations entre ces deux aspects ne sont pas toujours clairement considérées, et des notions qui relèvent du modèle acoustique de production, comme les formants ou l'onde de débit glotique s'avèrent d'une importance variable voire contestable, du point de vue perceptif [3]. Nous pensons ainsi que le spectrographe a contribué à exagérer l'importance de paramètres acoustiques qui ne sont pas perceptivement pertinents.

La modélisation de l'analyse du signal par le système auditif périphérique a conduit à proposer de nouvelles représentations assimilables à la représentation spectrographique, sous orme de "spectrogrammes auditifs" [4], ou le "cochléogrammes" [5]. Le but de cet article est de discuter d'une forme de spectrographe auditif, et de justifier par
une évaluation perceptive, en utilisant la une évaluation perceptive, en utilisant la resynthèse, les parametres acoustiques au-
ditivement pertinents qui apparaissent sur ditivement pertinents qui apparaissent sur
cette représentation. cette représentation.

## 2 Spectrographe auditif

Le spectrographe utilisé est présenté dans cette section, et confronté aux formes de spectrographes auditifs proposées précédemment. Les "spectrogrammes auditifs" de [4] combinent deux types d'informations spectrales: 1 . d'énergie spectrale à la sortie d'un banc de filtres passe-bandes s'appuyant sur des des échelles fréquencielles (Bark) et d'intensité ( phon ) auditives; 2. Ies fréquences domi(phon) auditives; 2. les frequences domi-
nantes dans chaque canal d'analyse, issues nantes dans chaque canal d'analyse, issues
du modèle d'analyse temporelle DOMIN. du modele d analyse temporelle DOMIN.
D'autres auteurs [5], proposent comme D'autres auteurs [5], proposent comme representation spectrographique la visual-
isation des signaux en sortie d'un banc de isation des signaux en sortie dun banc de
filtres auditifs. C'est une variante de cette filtres auditifs. Cest une variante de cette
seconde solution que nous avons adopté pour les figures 1 et 3 . Ce tracé, équivalent pour les figures 1 et 3 . Ce trace, equivalent naux filtrés par un banc de filtres auditifs, est obtenu en portant le produit de l'amplitude par la phase principale (enlamplitude par la phase principale (en-
tre $-\pi$ et $\pi$ ), pour les phases positives tre $-\pi$ et $\pi$ ), pour les phases positive
seulement, d'une analyse par ondelettes seulement, d'une analyse par ondelettes
sur une échelle auditive [1]. 250 filtres sont sur une échelle auditive [1]. 250 filtres son
régulièrement répartis en échelle Bark, de largeur de bande constante 1 bark. Une échelle logarithmique est employée pour porter les amplitudes. La différence de lisibilité visuelle avec une échelle auditive Phon apparait tout à fait nêgligeable.
Nous avons préféré ce type de tracé a celui proposé dans [4] pour deux raisons:

1. Une erreur d'interprétation de la dualité temps/fréquence semble à la base du procédé de calcul utilisé pour les fig. ures de [4]. Les spectrogrammes semblent (le procédé de calcul n'est pas explicite dans l'article) calculés par transformée de Fourier à court terme et vi-
 est celle d'une analyse en échelle Bark, et augmente en raison de la fréquence centrale d'analyse. Par contre la résolution temporelle est manifestement fixe sur les spectrogrammes publiés, égale à celle d'une analyse spectrographique classique en bande large. 2 . Il n'apparaît pas nécessaire d'introduire un modèle supplémentaire, comme DOMIN, pour rendre compte qualitativement (visuellement) de l'analyse temporelle: la visual isation de la phase d'analyse dans chaque bande permet de distinguer les fréquences dominantes, temporellement dans le grave du spectre, et au delà d'environ $1-1.5 \mathrm{kHz}$ grâce à l'amplitude. Il faut ajouter que la resynthese ou la modification du signal a partir de notre représentation est directe, ce qui est montré dans [1], mais ce qui est hors du propos de cette communication.

## 3 Justification perceptive

La lecture des spectrogrammes auditifs suggerent un ensemble de parametre acoustiques descriptifs, hés a la fois a l'appareil phonatoire et à la résolution spectro-temporelle du dispositif d'analyse vtilisé. Les relations entre la résolution bande effective des filtres auditifs, et les grandeurs fréquencielles types produites par l'appareil phonatoire sont résumées figure 4. L'abcisse représente les fréquence centrales d'analyse (en Bark), l'ordonnée les bandes passantes des filtres auditifs (en Hz ) correspondant. Les deux courbes partagent le plan en deux zones: dans la zone intérieure aux deux courbes, deux fréquences pures présentes pour une fréquence centrale donnee ne sont pas distinguées par le filtre danalyse; dans la zone extérieure deux fréquences pures sont distinguees par le fitre d analyse. Si l'on applique un spectre harmonique, comme pour de la parole voisee, comportant un ensemble de raies spectrales équidistantes la courbe de résolution prédit le nombre de raies séparées, en fonction de la fréquence d'analyse. Deux situation types se man ifestent: dans le cas A de la figure 4 ( $\mathrm{FO}=100 \mathrm{~Hz}$, fréquence d'analyse 200 Hz ) le filtre auditif isole une composante spectrale et des sinusoildes redressées en simple alternance sont représentées sur le spec-
trogramme; dans le cas $B(F 0=100 \mathrm{~Hz}$, réquence d'analyse 2000 hz ), plusieurs raies sont intégrees par un meme filtre. Dans ce cas, des battements sont visibles sur le spectrogramme. La période de la modulation d'amplitude du signal filtré, des battements, est l'inverse de la différence de fréquence entre les composantes, soit la période fondamentale 1/F0. Les battements donnent naissance à un signal possédant une fréquence dominante, obtenue par la moyenne les fréquences des raies spectrales pondérées par leurs amplitudes. Ainsi, lorsqu'un ic spectral (ou formant) est présent dans bande d'analyse du filtre la fréquence dominante due aux battements est approximativement égale à la fréquence cenproximativement egale a la frequence cenion fréquencielle relève de la fréquence ondamentale. Une seconde dimension ondamentale. Une seconde dimension Lorsque la résolution des filtres d'analyse est plus fine que l'espacement entre deux ormants, la séparation des harmoniques ou les battements formantiques se produisent: c'est la situation rencontrée re-
spectivement pour F 1 , cas Cet C 2 , cas $D$ de la figure 4. Lorsque cette résolution diminue, ou lorsque plusieurs formants sont proches, les battement deviennent plus complexe, et une masse spectrale apparaît sur le spectrogramme. La modulation d'amplitude est plus rapide que la fréquence fondamentale, et la fréquence dominante peu saillante. Pour illustrer ce propos, les figures 1 et 3 présentent des spectrogrammes auditifs d'une voix féminine prononçant/wiski/ et d'une voix masculine prononçant /lopoti $\int a /$. Si l'on considere les parties voisées, pour les deux exemples, le grave du spectre es décomposé en harmoniques. Les am plitudes et phases de ces harmonique dépendent d'une part de la source de voisement et d'autre part de l'influence du premier formant. Dans la région du second formant, l'intégration de plusieur harmoniques dans un même filtre auditi provoque l'apparition de battements, avec une fréquence dominante et une modula tion d'amplitude à la période fondamen tale. Au dela denviron 3 kHz pour la fig ure 1 , deux formants s'agglomèrent et la fréquence dominante comme la période de modulation devient plus difficile à définir Il est probable que cette masse spectral est perçue par son centre de gravite, e que sa contribution se limite à des aspects non-linguistiques du signal, comme la brillance, le degré de souffle etc. La validite de ces observations peut être testée par un procédé d'analyse/synthèse. Un sig nal naturel est décomposé en utilisant les paramètres acoustiques précédents:
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auditif /wiski/



Figure 3: spectogramme auditif /lopotifa/voix masculine


FREQUENCE CENTRALE (EARK)

Figure 4: résolution des filtres auditifs
des sinusoïdes (amplitudes et phases) pour le grave du spectre, dans la région du premier formant et en dessous; les fréquences dominantes et la modulation d'amplitude au dessus du premier formant, par recherche des requences foration d'enveloppe temporelle dans chaque filtre. Le système complet, concu pour un but différent, est décrit dans [2]. Les ignaux synthétiques obtenus sont persignaux synthetiques obtenus sont perceptivement equivalents aux signaux originaux: seule une ecoute attentive perre le signal synthétique correspondant à a figures 1. les formes d'ondes utilisées pour la synthèse sont portées dans le plan omps-fréquence. Cette image montre les paramètres acoustiques sinusoïdaux et forpantiques déduit de l'analyse et eessemble à un squelette de la figure 1 .

## 4 conclusion

Ce papier présente une justification perceptive des paramètres acoustiques apparents sur une representation spectrographique auditive. Apres une discussion sur le type de spectrographe utilise, les relations entre la resolution du spectrographe auditifet les grandeurs acout ques du signal de parole sont examinees. Des parametres acoustiques descriptiss sont proposes pour une representation acousque auditive de la parole: pour de la pa ole voisée, le grave du spectre (en dessou d'environ 1 kHz ) peut se décompose comme une somme dharmoniques, qui subissent l'influence du premier forman et de la source de voisement; dans
une région spectrale moyenne (entre environ $l$ et 3 kHz ), région des seconds et troisiemes formants les signaux filtres apparaissent comme des signaux de frequences dommantes approximativement egales aux frequences formantiques, modulés en amplitudes à la fréquence du ondamental; au delà d'environ 3 kHz , es formants supérieurs perdent de leur ndividualite et se regroupent en masses spectrales dont les fréquences dominantes sont peu saillantes et dont la modulation d'amplitude est complexe. Un systeme d'analyse/synthese par formes ondes elementaires a permis de monrer l'équivalence perceptive entre le signal naturel et un signal synthétique obtenu en utilisant ces paramètres. Le spectrographe auditif propose une représentation coustique descriptive qui se démarque e celle basée sur un modèle de production, mais qui parait perceptivement jus'efficacité de cette représentation, frầce à un synthétiseur de parole utilisant ce type de paramètre qui est actuellement à 'étude pour la synthèse à partir du texte.
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## ABSTRACT

The present work suggests a microwave method as a way to synthetic speech quality perfection. The paper deals with the basic principles of the adopted method and some problems arising in the course of its applicati on in a multilanguage program: choice of an invariant framework and specific types of microwaves ; the mechanism of microwave conca tenation and their modifi cations in accordance with linguistically significant prosodic changes.

## INTRODUCTION

Systems of speech synthesis from text today are general ly based on a formant signal method, as it permits a wide range of combinatory and positional modifications of the acoustic invariants representing the pho nemes of the language. It thus meets the requirements of the given type of speech synthesis, namely those of unrestricted vocabulary and sentence structure.Although modern formant synthesisers are capable of producing speech of a fairly high intelligibility and quality [1,2],much is left to be de sired. However, there is hard ly any possibility of a radical improvement at the present time. The reasons for it lie in the inherent
deficiencies of the speech formation model being used and in particular, the latter's inability to reflect voice individuality. This is largely because formant synthesisers neglect the interaction of the excitation source and the vocal tract (coupling effect). Nor do they take account of the de pendence of the excitation pulse shape on the properties of the vocal tract modifications. As a result there still exist problems with the synthesis of a female voice as well as imitation of any definite voice.A way towards the solution of these difficulties, as it seems, is the use of speech segments as the basic elements of synthesis. The minimal units of synthesis in the present work are microwaves (henceforth, MW). They are elements of a natural speech signal coextensive with a FO period.Ac tually, the use of microwaves for synthesis programmes was first proposed in [3]. In [4] this idea was successfully approbated in the system of diphone synthesis from text for male and female voices.Yet, there are quite a number of problems in MW synthesis that have not been solved so far (see Abstract). The present work being a multilanguage
programme lays special emphasis on finding languageinvariant strategies and compiling language-specific MW sets. The number of micro waves in a set is ultimately determined by the phoneme inventory of the given language phonetic distances between phonemes belonging to the same class and the difference in the degree of coarticulation between various types of sounds both within one language and across languages. The exact number and types of MW in number however, can only each sefined experimentally.

## 2 GENERAL PRESENTATION

### 2.1. Microwave Phoneme

Representation
Like in the formant synthesis, the basic principle of MW method is allophonic representation of the phone repref the language but mes of the language, there's unlike the former , thation of further disintegration segallophones into linear seg ments.Thus $M W$ synthesis con sists essentially in obtaining adequate linear models of phoneme combinatory and positional realisations. Clearly there can be varidear discretisaous degrees of regards the tion both as regards the relevant list of allophones and their internal structure. The main argument for the validity of the MW sets selected for the present work is that they provide all significant variation of sounds in connected speeh For the Russian vowels, ech. For the Russian virst e.g. of all to dist and hard votween the soft and hard vowels: $\{A, O, B, U, I\}$, on the one hand and \{'A,'O,'E,'I\}, on the other. It means that the target units are not phonemes in the strict sense of the word, but allophones viewed as sound types gro-
uped on the grounds of nonfunctional, phonetic, identity . Each allophone of this ind a higher-rank allophone, so to say,is represented herisontally by three suchorisive segments : initial, mid and final. The segments, like boxes, are to be filled like boxes, are to berowaves, according to the modifica tions the given allophone (soundtype) undergoes under the influence of various the influence of various ajacent sounds o-lewel althe accepted two-lat al lophonic representation the mid segment,i.e. the vowe stationary, was regarded in this paper as constant for all possible CV and VC combinations of a concrete hisher-rank allophone. The chice of the MW type for hoicitial and final segthe initial and final segments, as could be predicted from the results of formant analysis and synthethis, does not follow this principle:transitional microwaves vary in accordance with the ajacent consonant artiulation place. The number PHH types then should cor en the number of espond to the numberosed consonant elasses Russian by this feature.For Russian consonants, e,g.,we distinguish labial, dental, alveolar, velar and lateral places of articulation.
Allophonic variation of con conent phonemes in Russian and in English (as in other and in eses) is caused both by the impact of the neighby the impact onts and vobouring consonants and vo wels.The former may lead to noticeable qualitative chan ges ,e.g. the emergence o higher-rank allophones, such as the voiceless[r] in English. The latter is mainly confined to variations on the transitional segments Thus, g we take three ty pes of microwaves for initi pes segments of hard conso-
nante; before [i, e], before [a] and before [ $0, u]$.Clear ly the three linear segments -are to be determined for each consonant allophone.
2.2. MW concatenation in the Speech Flow
$M W$ concatenation at the stationary segment comes simply to their successive reading-outs.This procedure could be suitable for the transitional segments, too, if readings of several MWs for every type of transition had been preliminarily made. This can hardly be put into practice because of the amount of work needed for the preparation of the speech material and an excessive increase of the required memory volumes as well as the number of rules for the synthesis of transi tional segments.There is an interesting possibility of avoiding these difficulties which is based on the use of the inertial properties of auditory perception.
Let us recall in this connection that the visual imp ression of a smooth replace ment of slides can be achie ved through a smooth decrea se of the brightness ( down to zero) of one image and a simultaneous increase of the brightness(from zero up to the required degree ) of the other image, projected onto the same screen. Our re search has shown that a similar effect of replacement is observed in sound percep tion. The auditory effect of smooth replacement is achieved by making an overlap interval between the contac ting sounds during which a gradual amplitude decrease of sound 1 and a simultaneous amplitude increase of sound 2 takes place. The amplitude summing up in the field of the overlap leads
to the appearance of a complex sound, perceived as a smooth transition from sound 1 to sound 2.
2.3.FO-Parameter Control. The simplest method of controlling the fundamental frequency in the MW synthesis system is the following Let the initial MW have the duration $T 0$ which is chosen from the range of variations determined by prosodic rules:TOmin<TO<TOmax. As for a concrete $T 0$ value, it can be defined as a statistic mean value of the speaker's Fo period used for the formation of the MW set.If the current TO = TO', the speech signal is formed by a simple repetition of the given microwave. When TO > TO', the MW repeated reading-out begins after the time interval TO-TO and the interval itself is filled by zeroes. If $T O$ < $T O^{\prime}$, the readingout process stops at the moment $=$ To and a repeated MW read-out resumes.Experimental investigations of this control method have shown that it provides a sufficiently high quality of the synthesized sound, in particular, when TO>TO', with the interval TO - TO not exceeding $30 \%$ max. of a period duration $T 0$. When $\mathrm{TO}<\mathrm{TO}$ there are no percertible distortions only if the end of the read-out falls at a MW value close to zero ( 10 20\%\% of MW amplitude).Other wise, there's a clear sound distortion resembling nasalization. This unwanted effect can be removed by smoo thing away the abrupt rea-ding-out cessation process. It can be achieved by swit ching on an order 2 filter with the time constant equ. $0.25 *$ T0 at the moment the repeated read-out begins or before this moment ( 0.25 TO ) by multiplying the MW by a
smooth single function of the type $y=\exp (-t)$. The use of either of these methods for the case TO < TO yields fairly food results. If TO > TO, the method of period zeroing can be applied riod zeroing can be app
provided $T 0^{\sim}=0.7 *$ TOmax.
3.IMPLEMENTATION

The algorithm implementing the above model consists of 10 blocks. The written text intended for synthesis is produced by the PC main pro produ. This text, sentence by sentence, gets into block 1 , in which sentences are segmented into intonation-groups and marked for stresses and melody. These procedures are performed in acccordance with definite rules vary ing from language to language. For every phoneme then in blocks 4,5 are calculated : the rhythmic ( sound duration), the dynamic (sound intensity) and the melo dic (pitch) characteristics according to the rules specified for the languages Futher on, in block 5, allophonic identification of the phonemes is carried out followed by the division of the allophones into linear segments mo each elementary segment corresponds a defisite $M W$ which is selected by block 6 out of the MW set, determined for each lan guage and type of voice. In block 7 modifications of the MW duration take place (i.e of the $F 0$ period) in
accordance with the informa tion coming from block 4 , and in this way the tonal pattern of the synthetic speech is produced. Control led by block 3 ,the duration of phoneme segments is defi ned in block 8 by means of ned in block 8 by means of a. step-by-step reading of the required number of ampli tude (intensity)is set out, while block 10 serves for smoothing the abrupt changes at the transitions from one MW type to another in the process of generating a continuous speech signal. Changing the voice type in MW synthesis is achieved by replacing or modifying the MW set. Passing over to another language inplies the replacement of the phonetic base rules and MW set
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## ABSTRACT

This paper describes the desiga and development of a voice operated multis and ret information display and retrieval system. The words or commands spoken by a speaker can be displayed on the multilingual termin nal for varification and data entry applications. reviously stored informan tion can also be accessed through a spoken word coma mand and displayed on a CRT terminal.

The system consists of an Isolated Word Recognitis a Unit, an interface and multilingual CRT termi nal. The design aspect and the functioning of the sys tem are described in detail recognde generated by the recogaition unit correspons ding to the recognized word is accepted by the interfan ce card through the Z 980 PIo Having compared this code with the code stored in the interface card, the informag tion to be displayedis sent to the CRT terminal using serial communication. using system is based on the 2,80 microprocessor and utilises 64 KB of RAM/EPROM for stog rage of information and son ftware programmes. ASCII da a of the information to be displayed corresponding to
the recognized word is sent by the interface card and displayed on the terminal. The terminal use a software called GIST and has the cas pability of displaying some Indian and Roman scripts The information can scripts. The information can also be displayed in different font and graphics forms.

## 1. INTRODUCTION

Speech is the most na ural and efficient means or humans to communicate with each other as well With machines. Among the humanmmachine interaction system speech recognition is an attempt to have macs hines responding to macs commands. Attempts are bei ng made to Attempts are bein speech reco have automatic speech recogaition systemof various complexities. Howev. er, the success so far is limited to handie small vo. cabulary and to great exten nt they are speaker depend. ent systems. This paper des scribes the development of voice operated multin of ual information diaplayga trieval system display/res xibilities ofit-a the flen pplication practical pelications. Both the word ecognition system as well a the laterface card for displaying the information are $2 n 80$ A microproceseor based hardware modules.
ons are to be anticipated with automatic speech reco. gaition systems fa the areas of industrial controls, transport, communication and military technologies. As one of the interestiag app lications, the automatic spoken word recogaition sy stem can be successfully used for the display and retrieval of stored informa ations on a CRT by voice commands. The CRT used for this purpose is equipped with a GIST card which accepts serially the ASCII codes of the information to be displayed. To do this a controlling unit has been designed and developed at CEERI. The unit is capable of supplying the serial ASC II codes of information desired to be displayed on the CRT.

## With GIST card incors

 porated in the above system it is possible to display the information in any of the several Indiao scripts and Roman script for Englin sh either simultaneously or in one of the selected scrs ipts on the screen. Since India is a multilingual country, the objective of developing the voice opea rated Information Display System is to have interacs tion with computers using multilingual scripts.2. DESCRIPTION OF THE SYSTEM

The system consists of two major parts, one is a word recognition unit and the other is an interface unit for informtion dis? play. These two units are suitably interfaced as shown in the figure i.
2.1 Spoken Word Recognizex

The recognition proce ssor is a siagle board mic rocomputer based on a $2=80$ A CPU. It coasists of 64 Kbytes of RAM/EPROM, Paral. lel interface adapter(PIA) Counter Timer Circuit(CTC) and two Asyachroauous Adap. ters (ACIA). One ACIA inte. rfaces to the video termi. nal controller unit.

The system is speaker dependent but it can be ea sily trained for a dew spe aker. The speaker has to $s p$. eak through a close talking microphone. This speech si gnal is fed to signal conditioning circuitry which consists of pre*amplifier, equalizer, automatic volume control etc. The preprocessed signal is then passed through an audio spectrum analyzer chip ASA-16. It has 16 coatiguous band pass fic lters covering the freque ncy range of 200 Hz to 7 KHz . Each bandpass filter is for llwed by a rectifier and a low pass filter with cut off frequency of 25 Hz . This arrangement gives the slowly varying signal prop: ortional to sound pressure level in that channel. The ASAnl6 also has 16 achannel multiplexer which provides spectral data for each of the 16 frequency bands. The multiplexed sigaal is al. lowed to pass through the 8ibit analogetomigital co aveter and this digitised data is atored in the memory.

The underlying priacio ple behind the isolated word recognizer is pattern matching. In the first ing stance, patteras of all the words corresponding to a vocabulary are obtalned and beir templates gtored in the $y$ cemplatemory Next the system memory. Next, the pattern of the test word is generated and coma
pared with the templates
recorded earlier. In case recorded earlier. In case of a correct match there is a display of the correctly recogaized word on the front pannel of the mace hine. Corresponding to the hine. Corresponding to the
matched word the system generates a specific code. The code is accepted by the interface unit through $1 / 0$ device (Z:80 PIO). This code is further processed for another comparison with prenstored codes. Having compared with the correct code this interface unit sends the ASCII data of the stored information to CRT terminal through serial communication.

### 2.2 Interface Unit

This unit is also based on $\mathrm{Z}-80 \mathrm{~A}$ CPU which is driven by 4.0 MHz clock. It uses a special purpose int egrated circuit designed to ease the problems associat ed with serial commuaicat ion 1.e. Universal Synchron nuous/Asynchronuous Receivn er and Transmitter (USART).

The unit provides a three line serial communis cation port. One line trans smits character to the tery minal, second line receives character entered at the terminal keyboard and the third line simply provides a common system ground connection. Information is put on these wires one bit at a time and in this way it takes eight seperate trans smissions to send a whole byte. The baud rate i.e. speed at which the data is transmited is chosen to be 9600 in our case. However, this rate depends upon the specific application and the equipment involved. Since there is no handshan king in this $1 / 0$ process
it is the microprocessor ${ }^{\prime}$ responsibility to send characters not faster than speed at which the termial can receive. Similar method is used to accept the incoming characters at the fre: quent intervals to avoid missing data being seat by the terminal.

To communicate with the terminal, the transfers to and from interface uait are conveyed by usiag the American standard EIA?RS 232 $C$, because the data are no longer activated by current intensity but by voltage level i.e. +12 V and 12 V . Also such levels are not TTL compatible and can not be provided by the microp: rocessor. Thus a physical interface is interposed using a driver and a recei: ver circuit. The functional diagram of the complete system is shown in Fig. 2

## 3. Testing/Features of

the Systeil
The system is tested with 10 words vocabulary spoken by both male and female speakers. Though it can accomodate 40 words vocabulary. The words are spoken once into a microps hone to generate the refer: eace pattern. Corresponding to 10 words vocabulary 10 pages of stored information can be retreived. Transcript provides emulation for the DEC VTs52 and Aasi compati= ble terminals for display of English as well as Indian scripts.Another mode displays high resolution, print quality characters for Indian scripts which can be used for text processing requiremeats.
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Fig. 1. Block Diagram of the System.


Fig.2. Functional Diagram of the System.
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## ABSTRACT

This paper deals with the enhancemen of automatic recognition of stops in iso lated word-initial stressed syllables of minimal word-pairs in normal and degraded speech. It was found that the error rate for stops could be decreased by incorporating the cues to voicelessness/voicing extracted from a short-time spectral content of the speech signal. The acoustic cues comprised: $F_{0}$ perturbations in postocclusive vowels, voice onset time (VOT), and the presence/absence of low-frequency at voicing onset. Results confirm that additional input features improve performance.

## 1. INTRODUCTION

Automatic recognition of stops in wordinitial position in minimal word-pairs poses problems for recognition systems. Our studies indicated that many errors were caused by the system not distinguishing between the voicing status of the initial stops. Apparently the spectral information from the filterbank analysis was insufficient or too weak for the system to make an efficient distinction.

We propose a method of reducing the error rate, by extracting new information on the voicing status from the subphonemic level of a stop, and integrating it with other spectral information derived by the filter-bank analysis. This concept represents a phonetically-based approach to recoghition of stops, which enhances the successful performance of algorithms employing linear discriminant analysis (LDA) developed in Canada [1] and implemented in our recognition system.

## 2. SPEECH RECOGNITION SYSTEM

The recognition system used in the experiments is a speaker-dependent, robust, small-vocabulary, continuous speech recogniser. The system performs very well in quiet and in distorted speech [2].

Spectral representations from the filter-bank analysis are processed by a linear discriminant network. Our system can use static and dynamic spectral representations as input to the linear discriminant network [Fig. 1].

The linear discriminant analysis generates a set of discriminant functions which are applied to the acoustic features extracted from the speech signal. As the linear discriminant network combines various mel-scale spectral representations into a single set of discriminant functions, the transformations have been called IMELDA for integrated mel-scale LDA.

## 3. EXTRACTION OF NEW FEATURES

 3.1. $F_{0}$ perturbationsThe speech database used in our experiments included 5 examples of 6 CVC minimal word-pairs comprising the 6 stops and the vowel $\mathrm{fi} /$ recorded by 7 male speakers.
$F_{0}$ at voicing onset of vowels after voiceless stops starts higher and falls deeper than it does after voiced stops where it either slightly falls or remains level [5]. The deep $F_{0}$ fall is one of the stronger cues to a voiceless stop.

Fundamental frequency perturbations are extracted by a modified custom-designed AMDF pitch detector, operating on the raw audio waveform
and outputting pitch data from the initial frames at voicing onset. [4]. The pitch information is then integrated with the spectral information.

Experimental results demonstrate that the benchmark iMELDA-2 representation was outperformed when supplemented with pitch information (iMELDA-P) extracted from voicing onset (Tab. 1). The improvement is evident across the 4 acoustic experimental conditions.

### 3.2 Voice Onset Time

In English VOT is longer for voiceless stops than for voiced ones. The average time separating the two voicing categories is approx. 44 msec . Two different methods were used to derive the VOT spectral representations; in both of them the burst and VO points had been manually labelled.

In the first method, a VOT representation was obtained from a second derivative of the static spectral features (LCE). The linear regression analysis applied twice on 7 frames of 6.4 msec of LCE gives an effective separation of the two VOT groups

Table 1 illustrates that in comparison with IMELDA-2, the addition of VOT resulted in improved recognition in all 4 conditions. Compared with IMELDA-P, IMELDA-VOT is worse only in Tilt.
in another experiment IMELDA-2 was combined with pitch and VOT (Fig. 2). A comparison of IMELDA-PVOT with IMELDA-VOT (Tab. 1) reveals improvement in Noise-1, but the error rate is slightly higher for Quiet and Tilt. Yet, here again, IMELDA-PVOT outperformed IMELDA-2 in all 4 conditions.

The conclusion derived from this series of experiments is that IMELDAVOT constitutes the optimal representation for the four acoustic conditions. The addition of pitch and VOT to IMELDA-2 indicates that improvement is possible, however it is not so uniform as with IMELDA-VOT and IMELDA-P, and better than IMELDA-VOT only in one experimental acoustic condition.

With white noise added ( 15 dB SNR) there is an improvement with IMELDAPVOT over the other representations, which may suggest that in this condition the glottal excitation pulses are more resistant to noise than the burst pulse. Indeed, better recognition in noise was obtained with all representations incorporating the extracted cues. We suspect that tilting the spectral balance resulted in higher error rates with IMELDA-VOT and IMELDA-PVOT, as by changing the gain in each channel, the perceptual salience of the voicing cues may thereby have been changed.

Deriving a VOT representation from a 2 nd derivative is effective but too slow for real-time applications. Hence, a faster method was developed.

## 4. TIME-DOMAIN FILTERS

Linear discriminant time-domain filters were derived from the use of linear discriminant analysis on the LCE representation of quiet speech. (Fig. 3). The VO instant was the timing reference point. Between- and within-class onset periods were computed for 4 and 13 frames before VO and 4 and 3 frames after VO, giving a time-domain filter with 8 or 16 coefficients.

The filter was then applied to all frames of the analysed word. Also, experiments were conducted with a different number of discriminant filters. Using 8 frames enabled us to study the contribution of cues detectable in the time domain in the VO area. By using 16 frames, the discriminant filter could be derived from running LDA on the segment spanning an entire VOT area, including both the burst and the voicing onset.

In the 8 frame analysis, we wanted to extract the cues related to the F1 transition, and specifically the absence or presence of the low-frequency energy after VO which cues the perception of a voiceless/voiced stop respectively [3]. Table 1 illustrates that 3 discriminant filters (iMELDA-388c) produce the best results for this condition, outperforming IMELDA-2 in the 4 acoustic conditions.

In the other analysis, discriminant filters were computed over 16 frames to maximise the range by deriving filters from a VOT area, capturing the possible burst, VOT, and F1 cues in one type of analysis. The results (Tab. 1) reveal that 4 time-domain discriminant filters (IMELDA-4it6c) perform much better in quiet and with 15 dB SNR than IMELDA-2, IMELDA-VOT, and IMELDA-PVOT, and slightly worse with 9 dB SNR and in tilted speech. On the other hand, it turns out that IMELDA$3 f 8 \mathrm{C}$ outperforms IMELDA-4f16c in degraded speech, and is slightly worse in Quiet. It may be here that degraded speech obliterates the burst, and thus the VOT cue, much more than it happens when the filters are derived from the voicing onset area only.

Complete results from tests with adding pitch data to IMELDA-3f8c/4f16c were not available at the time of writing Initial data suggest that adding pitch can improve the performance in degraded speech.

## 5. DISCUSSION AND CONCLUSIONS

 The incorporation of additional cues to voicelessness/voicing into our recognition system has decreased the error rate for stop consonants. Despite using a small speech database, we believe that the benefits from incorporating the new input features have been demonstrated. It has to be emphasised that IMELDA and the time-domain filters were derived from a quiet speech representation. Previous findings [2] indicate, however, that deriving an IMELDA transform from integrated quiet, noisy and titted speech representations produces better results in degraded speech, and only negligibly worse in quiet, than when the transform is derived from quiet speech only. We shall publish corresponding results obtained with IMELDA representations computed on degraded speech as they become available. We expect that computing the IMELDA transform and the time-domain filters on degraded speech may result in an improved performance of the more versatile IMELDA-4f16c compared to IMELDA-3f8c.The usage of time-domain discriminant filters provides for focussing the analysis on different areas of interest, as shown in our experiments. Similarly different time-domain filters could be used for processing intervocalic stops, where the VOT cue may not be reliable, or word-final stops, where again the presence and salience of the relevant cues is different. In addition, timedomain filters are suitable for real-time implementation, and will be incorporated into the future versions of the hardware recogniser jointly developed by the Neil Squire Foundation, the Canadian Marconi Company, and the National Research Council of Canada Current work in this area also includes the refinement of a neural network (MLP) for real-time pitch and voicing onseVoffset detection for the automatic calculation of VOT representations [6].
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Table 1. Isolated CVC recognition results for 5 examples of 6 minimal-

 applied (Till).

| SPEAKER-DEPENDENT | ISOLATED CVC RECOGNITION ERRORS (\%) |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Representation | Quiet | Noise-1 | Noise-2 | TIIt |
| IMELDA-2 | 4.3 | 11.4 | 23.4 | 29.6 |
| IMELDA-P | 3.8 | 11.0 | 20.5 | 22.4 |
| IMELDA-VOT | 2.4 | 10.0 | 20.5 | 25.7 |
| PMELDA-PVOT | 2.9 | 7.6 | 20.5 | 27.6 |
| IMELDA-3Fse | 1.4 | 3.3 | 16.6 | 23.3 |
| IMELDA-4f16c | 0.0 | 6.2 | 24.8 | 32.4 |

MMELDA-3r8e


Fig. 2 Block disgram of the automate speech rocognition aystem: Feature Extrector Type I


Fig. 2 Block diagram of the automatic speech recognition syabm. Feent End
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## ABSTRACT

Normative data on speech energy variations over time has been obtained for five different languages (French, Dutch, English, Italian, and Danish) available on the EUROM. 0 CD-ROM produced by the SAM partners.

## 1. INTRODUCTION AND METHOD

The purpose of this research was to obtain normative data on speech energy variations over time for five different languages (French, Dutch, English, Italian, and Danish) available on the EUROM. 0 CD-ROM produced by the SAM partners [1]. Continuous passages spoken by four talkers (two of each sex) were analyzed for each language. The variable whose distribution is analyzed is termed "perceived spectral energy." It represents the energy of speech contained within a band $1-\mathrm{Hz}$-wide at the output of an exponential time window. The exponential weighting is performed to simulate the auditory filter. Five time constants ( $\tau$ ) of the window are used in the analysis: 13 $\mathrm{ms}, 30 \mathrm{~ms}, 80 \mathrm{~ms}, 125 \mathrm{~ms}$, and 200 ms . For a given $\tau$ the perceived spectral energy is calculated as
$E_{r}(t)-\int_{-\infty}^{t} p_{f}^{2}(\xi) e^{-(t-\xi) / \tau} d \xi$
where $P_{f}$ is the sound pressure density in pascals. The distributions were obtained for each critical band.

## 2. RESULTS

The results indicate that there are no significant main effects of sex and language. Therefore, the normative values are reported as the mean values across all talkers. Fig. 1 gives results for the $\tau$ of 13 ms . Each of the family of curves corresponds to the sound pressure level below which the perceived spectral energy occurs for the percentage of time indicated at the right of the curve. All the values are in reference to the long-term spectrum level specified in Table 1. No data below the $25 \%$ contour are depicted in Fig. 1 because they were contaminated by noise. Fig. 2 refers to the measurement with the $\tau$ equal to 200 ms . The apparent dynamic range of speech with this $\tau$ appears much reduced in comparison with the results obtained with the $\tau$ of 13 ms . The results for the time constants of $13,30,80$, and 125 ms are given numerically in Tables 2 to 5 , respectively.

## 3. DISCUSSION

These data will be useful in future studies trying to develop physical measures of speech quality. As an illustration of the possible utility of these measures Fig. 3 gives "range" values for speech synthesized by a commercially produced synthesizer (solid lines) and EUROM. 0 speech (dashed lines). The variable "range" essentially measures the dynamic range of speech. In Fig. 3 the top
curve refers to the differences in the sound pressure levels below which the speech is $95 \%$ and $25 \%$ of time. The three curves below it refer, respectively, to the differences of $75 \%$ $-25 \%, 65 \%-35 \%$, and $55 \%-45 \%$. It would appear that the synthesizer somewhat compresses the dynamic range of speech. This analysis may provide a means to quantify this compression in various frequency bands and relate it speech quality. A more complete version of Tables 2 5 , as well as the table for the $\tau$ of 200 ms are given in [2].
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Fig. 1 Perceived energy distribution for $\tau=13 \mathrm{~ms}$.


Fig. 2 As Fig. 1 but for $\tau=200 \mathrm{~ms}$.


Fig. 3 Range for a synthesized speech (solid lines) and EUROM. 0 speech (dashed lines).

| Table 1 The long-term rms of EUROM speech; 60 dB SLP overall |  |  |
| :---: | :---: | :---: |
| CRIT. BAND | CRIT. | RMS |
|  | BAND | (dB SPL) |
|  | C.F.(Hz) |  |
| 2 | 150 | 30.4 |
| 3 | 250 | 34.8 |
| 4 | 350 | 29.3 |
| 5 | 450 | 31.4 |
| 6 | 570 | 29.5 |
| 7 | 700 | 26.3 |
| 8 | 840 | 24.8 |
| 9 | 1000 | 22.7 |
| 10 | 1170 | 19.8 |
| 11 | 1370 | 18.2 |
| 12 | 1600 | 17.3 |
| 13 | 1850 | 15.0 |
| 14 | 2150 | 11.6 |
| 15 | 2500 | 12.5 |
| 16 | 2900 | 11.8 |
| 17 | 3400 | 10.6 |
| 18 | 4000 | 8.9 |
| 19 | 4800 | 7.8 |
| 20 | 5800 | 7.6 |
| 21 | 7000 | 5.9 |

Table 2 EUROM speech distribution for $\tau=13 \mathrm{~ms}$

|  | CRITICAL | \% OF SPEECH BELOW THE LEVEL IN THE TABLE |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BAND | 25 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 95 | 100 |
| 2 | -25.1 | -21.9 | -15.5 | -9.6 | -4.8 | -1.2 | 2.0 | 4.9 | 6.5 | 12.9 |
| 3 | -27.4 | -22.7 | -14.7 | -8.8 | -4.4 | -1.3 | 1.6 | 4.7 | 6.7 | 12.4 |
| 4 | -25.7 | -22.2 | -15.4 | -9.8 | -6.0 | -2.7 | 0.3 | 4.1 | 6.7 | 15.5 |
| 5 | -27.8 | -24.4 | -17.1 | -10.9 | -6.0 | -2.5 | 0.8 | 4.3 | 7.0 | 15.5 |
| 6 | -27.5 | -25.2 | -19.9 | -14.4 | -9.4 | -4.7 | -0.5 | 4.1 | 7.1 | 15.9 |
| 7 | -27.7 | -26.3 | -22.5 | -17.9 | -13.0 | -8.1 | -2.8 | 3.6 | 7.6 | 17.1 |
| 8 | -27.3 | -26.0 | -22.6 | -18.5 | -14.1 | -9.2 | -4.0 | 2.6 | 7.0 | 18.0 |
| 9 | -25.5 | -24.3 | -21.5 | -18.3 | -14.5 | -10.1 | -5.0 | 1.7 | 6.6 | 18.0 |
| 10 | -23.8 | -22.8 | -20.3 | -17.3 | -13.8 | -9.7 | -4.6 | 1.9 | 6.6 | 18.6 |
| 11 | -22.6 | -21.7 | -19.5 | -16.7 | -13.3 | -9.3 | -4.7 | 1.6 | 6.1 | 19.3 |
| 12 | -21.9 | -20.8 | -18.5 | -15.7 | -12.4 | -8.6 | -4.1 | 1.9 | 6.5 | 19.7 |
| 13 | -19.4 | -18.2 | -15.6 | -12.8 | -9.9 | -6.5 | -2.5 | 2.9 | 6.8 | 18.3 |
| 14 | -19.4 | -18.2 | -15.4 | -12.4 | -9.3 | -5.9 | -1.8 | 3.4 | 7.1 | 17.6 |
| 15 | -18.5 | -17.0 | -13.9 | -11.0 | -8.1 | -4.8 | -1.0 | 3.6 | 7.0 | 16.9 |
| 16 | -17.1 | -15.5 | -12.1 | -9.1 | -6.4 | -3.6 | -0.2 | 3.9 | 6.9 | 15.6 |
| 17 | -16.6 | -14.9 | -11.6 | -8.7 | -6.2 | -3.6 | -0.8 | 3.0 | 6.3 | 17.2 |
| 18 | -17.7 | -16.1 | -12.7 | -9.5 | -6.7 | -3.9 | -1.0 | 3.0 | 6.5 | 17.8 |
| 19 | -18.7 | -17.6 | -14.8 | -11.8 | -8.7 | -5.5 | -2.0 | 2.9 | 7.0 | 17.1 |
| 20 | -19.6 | -18.7 | -16.7 | -14.3 | -11.8 | -8.7 | -4.5 | 2.0 | 7.1 | 17.7 |
| 21 | -19.1 | -18.5 | -16.7 | -14.5 | -12.1 | -9.3 | -5.3 | 1.8 | 7.3 | 18.2 |

Table 3 EUROM speech distribution for $\tau=30 \mathrm{~ms}$

| CRITICAL | $\%$ | OF SPEECH |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BAND | 25 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 95 | 100 |
| 2 | -18.9 | -15.7 | -10.2 | -6.4 | -3.3 | -0.5 | 2.1 | 4.7 | 6.2 | 11.8 |
| 3 | -18.6 | -14.7 | -9.5 | -6.0 | -3.1 | -0.7 | 1.8 | 4.6 | 6.4 | 12.0 |
| 4 | -18.1 | -14.9 | -9.8 | -6.7 | -4.1 | -1.8 | 0.8 | 4.1 | 6.5 | 14.8 |
| 5 | -20.0 | -16.0 | -10.5 | -6.8 | -4.0 | -1.4 | 1.2 | 4.3 | 6.7 | 14.2 |
| 6 | -22.0 | -19.0 | -13.8 | -9.7 | -6.0 | -2.7 | 0.5 | 4.3 | 6.8 | 14.8 |
| 7 | -24.2 | -21.9 | -17.3 | -12.9 | -9.1 | -5.3 | -0.9 | 4.2 | 7.5 | 15.7 |
| 8 | -24.4 | -22.4 | -18.1 | -14.2 | -10.4 | -6.5 | -2.3 | 3.3 | 7.1 | 16.9 |
| 9 | -23.1 | -21.6 | -18.2 | -14.7 | -11.2 | -7.5 | -3.2 | 2.6 | 6.8 | 17.0 |
| 10 | -21.9 | -20.4 | -17.4 | -14.1 | -10.8 | -7.1 | -2.9 | 2.8 | 6.7 | 17.4 |
| 11 | -20.9 | -19.7 | -16.7 | -13.6 | -10.3 | -7.0 | -2.9 | 2.4 | 6.3 | 18.1 |
| 12 | -20.0 | -18.6 | -15.7 | -12.7 | -9.5 | -6.2 | -2.4 | 2.8 | 6.5 | 18.2 |
| 13 | -17.2 | -15.7 | -12.8 | -10.1 | -7.5 | -4.6 | -1.2 | 3.4 | 6.7 | 16.8 |
| 14 | -17.2 | -15.6 | -12.6 | -9.8 | -7.1 | -4.1 | -0.6 | 3.8 | 6.9 | 16.1 |
| 15 | -15.9 | -14.2 | -11.3 | -8.6 | -6.0 | -3.1 | -0.1 | 3.9 | 6.9 | 15.3 |
| 16 | -14.4 | -12.6 | -9.5 | -7.0 | -4.7 | -2.3 | 0.5 | 4.1 | 6.7 | 14.3 |
| 17 | -13.7 | -12.0 | -9.0 | -6.8 | -4.7 | -2.6 | -0.1 | 3.4 | 6.3 | 15.7 |
| 18 | -15.0 | -13.1 | -9.9 | -7.3 | -5.0 | -2.7 | -0.1 | 3.5 | 6.5 | 16.1 |
| 19 | -16.7 | -15.1 | -12.0 | -9.2 | -6.7 | -4.0 | -0.7 | 3.8 | 7.0 | 15.7 |
| 20 | -18.0 | -16.9 | -14.4 | -12.0 | -9.5 | -6.4 | -2.3 | 3.4 | 7.2 | 16.3 |
| 21 | -17.9 | -16.9 | -14.7 | -12.5 | -10.1 | -7.2 | -2.9 | 3.3 | 7.5 | 16.7 |

Table 4 EUROM speech distribution for $\tau=80$ THE LEVEL IN THE TABLE

| CRITICAL | \% OF | PEEC | CH BEL | 50 |  | $70$ | 80 | 90 | 95 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CRIND | 25 | 30 | 40 | 50 | -16 | 0.4 | 2.1 | 4.2 | 5.6 | 10.5 |
| BAND | -10.3 | -8.4 | -5.6 | -3.5 -3.5 | -1.6 | 0.1 | 1.9 | 4.2 | 5.8 | 10.7 |
| 3 | -10.5 | -8.4 -83 | -5.6 -5.9 | -4.1 | -2.5 | -0.7 | 1.3 | 3.9 | 6.0 | 12.7 11.9 |
| 4 | -10.0 | -8.3 | -5.7 | -3.6 | -1.9 | -0.2 | 1.6 | 4.1 | 6.0 6.2 | 11.9 13.1 |
| 6 | -10.7 | -11.0 | -7.7 | -5.1 | -2.9 | -0.8 | 1.4 1.0 | 4.2 | 6.2 7.0 | 13.5 |
| 6 | -16.2 | -13.9 | -10.3 | -7.4 | -4.7 -6.1 | -1.8 | 1.0 0.0 | 4.1 | 7.0 | 15.0 |
| 8 | -17.7 | -15.4 | -11.7 | -8.8 | -6.1 | -4.1 | -0.7 | 3.7 | 7.0 | 14.9 |
| 9 | -17.9 | -15.9 | -12 | -9.8 | -6.6 | -3.7 | -0.5 | 3.6 | 6.8 | 15.4 |
| 10 | -17.2 | -15.4 | -12.3 | -9.5 | -6.6 | -3.8 | -0.7 | 3.4 | 6.4 | 15.8 |
| 11 | -16.6 | -15.0 | -12.0 | -8.4 | -5.8 | -3.2 | -0.5 | 3.5 | 6.6 | 15.8 |
| 12 | -15.6 | -14.1 | -11.0 | -8.4 | -4.5 | -2.3 | 0.4 | 3.9 | 6.4 | 14.4 |
| 13 | -12.7 | -11.3 | -8.8 | -6.6 | -4.1 | -1.7 | 0.8 | 4.0 | 6.6 | 14.0 |
| 14 | -12.6 | -11.1 | -8.6 | -6.3 | -4.3 | -1.2 | 1.1 | 4.0 | 6.4 | 13.1 |
| 15 | -11.4 | 10.0 | -7.5 | -4.4 | -2.5 | -0.7 | 1.4 | 4.1 | 6.1 | 13. |
| 16 | -10.0 | -8.6 | -6.3 | -4.5 | -2.9 | -1.1 | 0.8 | 3.6 | 6.0 |  |
| 17 | -9.6 | -8.3 | -6.2 | -4.9 | -3.0 | -1.1 | 0.9 | 3.9 | 6.3 | 13.5 |
| 18 | -10.5 | -8.9 | -6.6 | -6.0 | -3.8 | -1.6 | 1.0 | 4.3 | 6.5 | 13. |
| 19 | -12.2 | -10.7 | -8.1 |  | -5.5 | -2.7 | 0.6 | 4.3 | 6.8 | 14. |
| 20 | -14.4 | -12.9 | -10.5 | -8.0 | -5.5 | -3.2 | 0.2 | 4.5 | 7.0 | 14. |

Table 5 EUROM speech distribution for $\tau=125 \mathrm{~ms}$

| Table 5 E | \% OF |  | CH BE | OW | 0 |  | 80 | 90 | 95 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CRITICAL | 25 | 30 | 40 | 50 | 60 | 70 | 80 | 3.9 | 5.2 | 9.5 |
| $\frac{\text { BAND }}{2}$ | -7.7 | -6.3 | -4.2 | -2.5 | -0.9 | 0.6 0.3 | 2.1 | 4.0 | 5.5 | 9.8 |
| 2 | -7.0 | -6.4 | -4.3 | -2.6 -3.2 | -1.0 | 0.3 -0.2 | 1.5 | 3.8 | 5.7 | 11.7 |
| 4 | -7.7 | -6.5 | -4.7 | -3.2 | -1.2 | 0.2 | 1.7 | 3.9 | 5.6 | 10.8 |
| 5 | -7.9 | -6.4 | -4.3 | -2.6 | -1.9 | -0.2 | 1.7 | 4.0 | 5.9 | 12.1 |
| 6 | -9.9 | -8.3 | -5.7 | -5.7 | -3.1 | -0.9 | 1.6 | 4.6 | 6.6 | 12.6 |
| 7 | -12.6 | -1 | -7.8 | -6.8 | -4.5 | -2.1 | 0.8 | 4.3 | 7.9 | 13.8 |
| 8 | -14.2 | -12.2 | -9.2 | -.7.8 | -5.3 | -2.8 | 0.1 | 4.1 | 7.0 | 13.9 |
| 9 | -14.9 | 2 | -10.0 | -7.4 | -5.0 | -2.5 | 0.2 | 3.9 | 6.5 | 14.6 |
| 10 | -14.4 | -12.8 | -10.0 | -7.4 | -5.0 | -2.6 | 0.0 | 3.7 | 6.4 | 14.7 |
| 11 | -14.0 | -12.5 | -8.9 | -6.6 | -4.4 | -2.2 | 0.3 | 3.7 3.9 | 6.4 | 13.3 |
| 12 | -13.1 | -11.5 | -8.9 | -5.2 | -3.4 | -1.4 | 0.9 | 3.9 | 6.3 | 12.8 |
| 13 | -10.5 | -9.2 | -7.0 | -4.9 | -2.9 | -0.8 | 1.2 | 4.1 | 6.1 | 12.0 |
| 14 | 10.4 | -9.1 | -6.9 | -4.1 | -2.4 | -0.6 | 1.4 | 4.0 | 5.7 | 10.8 |
| 15 | -9.2 | -7.9 | -5. 0 | -3.3 | -1.8 | -0.1 | 1.7 | 3.6 | 5.7 | 12.1 |
| 16 | -8.1 | -6.9 | -5.0 | -3.5 | -2.1 | -0.6 | 1.1 | 3.6 | 5.9 | 12.3 |
| 17 | -7.8 | -6.7 | -5.1 | -3.8 | -2.2 | -0.5 | 1.4 | 3.9 | 5.9 | 12.0 |
| 18 | -8.4 | -7.3 | -5.4 | -4.5 | -2.7 | -0.6 | 1.6 | 4.2 | 6.1 | 12.8 |
| 19 | -10.0 | -8.7 | -6.6 | -5.9 | -3.7 | -1.3 | 1.3 | 4.3 | 6.3 | 13.2 |
| 20 | -12.1 | -1 | -8.3 | -6.8 | -4.3 | -1.7 | 1.3 | 4.5 |  |  |
| 21 | -12.5 | -11.3 |  |  |  |  |  |  |  |  |
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## ABSTRACT

The EUR-ACCOR database has been designed to allow access and analysis of articulatory, aerodynamic and acoustic characteristics of seven European languages: French, English, German, Italian, Catalan, Swedish and Irish. The data are acquired using a PC-based multi-channel system developed in Reading (UK) and Aix (France), which enables simultaneous recording of up to 16 input channels. The design of the corpus, consisting of (1) structured VCV nonsense items, (2) real words matching the structure of (1), and (3) short sentences, illustrating the main connected speech processes in the different languages, is discussed with reference to the main scientific goals of the ACCOR project.

## 1.INTRODUCTION

The ACCOR project aims to provide a detailed description of the main articulatory and acoustic correlations in coarticulatory processes. A crosslanguage approach is adopted as a means of identifying, on the one hand, the major language-independent universal regularities of these processes (due to factors such as the mass, inertia and elasticity of the speech organs, the mechanical linkage between them and the neuromuscular complexities of the cranial nerve system) and also how these interact with language specific factors such as the phonologicai rules of the language.

In carrying out such an investigation, activities of the main physiological systems underlying speech production are investigated: the respiratory system (producing a flow of air), the laryngeal system (modifying the airflow by the valving mechanism of the vocal folds) and the complex system of supraglottal structures in the mouth and nose, such as the tongue, lips, jaw and soft palate which shape the vocal tract into different resonating cavities The ACCOR project aims at a detailed description of the complex coordination between these different structures and the resulting acoustic output. Specific articulatory processes in the seven languages will be examined with a view to determining how such processes differ according to the different phonological systems. Also, it will be possible to examine the functions of the different motor subsystems in the same speaker. The cross-language nature of the project has meant considerable attention has had to be paid to the design of a suitable database. Three main scientific goals of the project were considered in the design:
[i] to allow the testing of several hypotheses regarding articulatory/phonological interactions in the different languages.
[ii] to investigate fundamental issues in speech production theory particularly those relating to coarticulatory processes.
[iii] to provide a unique resource for
researchers in speech science and related fields.

## 2. DESIGN CONSIDERATIONS FOR DATABASE

2.1. Testing Articulatory/Phonological Interactions

One of the main design considerations for the database has been to provide a rich enough corpus to allow the testing of various different hypotheses regarding interactions between articulatory characteristics and phonological patterns in the different languages.

The seven languages under investigation differ considerably in their vowel and consonant inventories, and it seems reasonable to expect that the structure of such inventories may constrain the type and extent of coarticulatory influences. For example, comparable consonants in the different languages may differ in their coarticulatory patterns because of the presence of other phonemes in the language. Italian, for example, contrasts alveolar with palatal nasals, and alveolar with palatal laterals; the two alveolars may be more resistant to the coarticulatory effects of a "palatal" vowel such as $/ \mathrm{i} /$, than another language where the possibility of perceptual confusion does not exist. Similarly, French, with the presence of nasal vowels in its inventory may exhibit less coarticulatory nasality than other languages without nasal vowels, such as German. It may be possible to formulate a general "density" hypothesis; coarticulatory processes vary inversely with the number of elements in the phonological class.

The database should allow the testing of more general hypotheses also such as:

- do some languages show greater carry-over/anticipatory coarticulation than others?
- does the same subject show different anticipatory/carryover effects for different motor subsystems (lip, jaw, tongue, velum)?
- do all languages exhibit a tendency towards "instability" of alveolar stops in connected speech?
- do all sounds show the same degree of contextually induced variability, or is there an increasing scale, of the order, say, of $/ \mathrm{s}, \mathrm{t}, \mathrm{d}, \mathrm{n}, 1 /$, valid for all languages?

The VCV context would seem most appropriate for examining coarticulatory effects, as it is possible to study a variety of transitional phenomena in such a sequence: vowel to-vowel effects, VC and CV effects. This context therefore forms the basis of the corpus. Another requirement for testing the above hypotheses is the inclusion of a range of sounds involving the different motor subsystems under investigation as well as voiced/voiceless distinctions. Thus, labial sounds such as $/ \mathrm{u} /, / \mathrm{p} /$, /b/ were included as well as oral lingual consonants differing in both place and manner of articulation(e.g. $/ t, d, k, S, s, z, t, /)$ and nasals such as $/ \mathrm{n} /$.

### 2.2 Speech production theory

The database has been designed to allow the investigation of fundamental issues in speech production theory. One area of considerable theoretical significance, for example, is the question of inter-gestural timing for consonants and the corpus has been designed to allow for the investigation of this aspect. The $/ \mathrm{kl} /$ sequence seems a particulary useful item to use for studying timing relationships, such as for example, between the tongue body gesture for the $/ \mathrm{k} /$ and apical contact for the $/ \mathrm{l} / \mathrm{l}$. There is preliminary evidence that the timing between the body and tip of the tongue in this sequence is language specific and may be related to prosodic aspects such as rhythm, syllabic structure and patterns of stop aspiration and voicing. Another area of significance is a specification of both acoustic/articulatory relationships in complex sounds such as fricatives. This
area is currently under investigation as part of Workpackage 2 of the project.

### 2.3 Unique resource for speech science

 Recently a large number of digitized acoustic databases have been compiled for various purposes, (e.g. ESPRIT/SAM EUROM.O [1]; DARPA/TIMIT [2]). The EURACCOR database is unique in that it includes articulatory and aerodynamic (nasal and oral air flow) as well as acoustic data in a number of different languages. The requirements of the database are such that it is necessary to simultaneously investigate the activity of different motor subsystems of speech, the resulting movement trajectories, aerodynamic effects and the acoustic output. To achieve this aim, the multi-channel data acquisition systems, EDIT and PHYSIOLOGIA have been developed at Reading [3] and Aix [4] respectively.
## 3. CORPUS

The study of coarticulation and its possible implications for the linguistic and neuromotor programming processes would seem a priori to exclude the use of nonsense items. On the other hand, although undoubtedly desirable, the analysis of spontaneous speech is problematic in that it is difficult to control all the parameters which may be responsible for coarticulatory effects. The emphasis on cross-language comparison makes this problem even more acute. In the ACCOR project we decided the best compromise was to work in parallel on three different types of speech material; structured VCV nonsense items, real words matching the nonsense items in their VCV structure as closely as possible, and connected speech in the form of a series of short sentences.

In choosing the items for inclusion in the corpus we were constrained by a number of criteria. Firstly, all items, including the nonsense items, had to comply with the phonological rules of
the language. For vowel sounds, it was desirable to cover a range of different tongue postures and different perceptual characteristics. The three "extreme" vowels /i/, /a/ and /u/ were chosen as these vowels exist as phonemes in each language, and their phonetic manifestations in the different languages are similar. For the consonants, a range of different places and manners of articulation were chosen. It was decided to focus on VCV sequences for the reasons stated above. This raised the problem of stress placement. Obviously, it would have been preferable if the stress placement were uniform for each language. Unfortunately, however, language specific stress placement rules precluded this possibility if the items were to be produced "naturally". In all cases, except French and Swedish, stress was placed on the first syllable. In French the more natural placement is on the second syllable and in Swedish there is equal stress on each syllable. Details of the three corpora are as follows:

### 3.1. Nonsense items

Vowels /i,a,u/ in isolation. VCV sequences, where $C=/ p, b, t, d, k, s, z, n, l$, $\int \backslash S /$ and the sequences $/ \mathrm{kl}, \mathrm{st} / ; \mathrm{V}=$ /i/, la/ (/ / / when unstressed in English) and $/ \mathrm{u} /$. These items are phonotactically permissable in all the languages under investigation, with one or two exceptions, (e.g./z/ and / /// do not occur in Swedish).

### 3.2. Real words

These match the VCV nonsense sequences in section 3.1. as closely as possible. Thus nonsense item /iti/ is matched by English "meaty", /uti/ in Italian is matched by "muti" etc. It was not possible to obtain a complete set of matching real words for all the languages.

### 3.3. Sentences <br> A set of short sentences was constructed in each language to

illustrate the main connected speech processes in that language. Thus in English, sentences such as "Fred can go, Susan can't go, and Linda is uncertain" have numerous examples of word final alveolar stops and nasals which many speakers would assimilate into the place of articulation of following velars when spoken naturally.

Systematic comparison of data from the three types of recordings seems to us indispensable to take account of the specific nature of the processes involved and to resolve the inherent theoretical problems in establishing a multi-lingual corpus such as this. Moreover it should enable us either 'to show clearly the limitations of a single corpus approach or to vindicate the exclusive use of nonsense items. We are finding, in the initial results, that there are interesting and predictable differences between nonsense and real words, at least on some articulatory measures.

The items in $3.1,3.2$ and 3.3 constitute a core corpus which is read 10 times by each of the 10 speakers in the seven languages. Of the 10 repetitions, five are carried out with the Electropalatograph (EPG), Laryngograph and audio recording (sampled at 20 KHz ), and five with EPG, nasal volume velocity of air, oral volume velocity, (using a Rothenberg mask and pneumotach), Laryngograph and audio recording. The core corpus will constitute approximately 300 Mbyte per speaker. In addition to the core corpus, a number of additional items are added for each language to illustrate particular language-specific features, e.g. geminates in Italian, front rounded vowels in German, palatals in Catalan, palatalisation in Irish Gaelic etc. The EUR-ACCOR database is well on schedule; approximately 5 speakers in each language have already been recorded and the first phases of data processing is nearing completion.
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#### Abstract

Six of ABSTRACT used in seven "Critical Parameters" ment in speech recognition assess cogniser Sensitivity known as "Recogniser Sensitivity Analysis" (RSA) are examined. An experimental material confirms controlled dependence of two of the vocabulary ters as currently defined. Basic principles of the parameter defintions necessary to assure maximum vocabulary independence are identified, and proposals for the redefinition of the Critical Parameters are presented.


## 1. INTRODUCTION

There have been several reports recently $[4,6,7]$ which address the question of speech recognition assessment from the perspectives of

1) reducing the amount of speech data needed in the test database and 2) predicting the performance of a recogniser in the field for given speaker and operational characteristics. Both these goals should be achievable if a relatively small database can be precisely defined along a number of critical parameters which specify important dimensions of speaker variability and which are not sensitive to variation in vocabulary. Situational characteristics can be simulated by postprocessing "dry" recordings. This approach is known as "Recogniser Sensitivity Analysis" (RSA) [2]. Given information on the intended speakers, a controlled test of selected items from the assessment database should allow field performance to be predicted. The vo-
cabulary independence of the parameters is crucial to the approach, otherwise every operational lexicon would have to be covered in the database.

Two projects concerned with speech recognition assessment (UK Alvey project MML/132 - STA, and ESPRIT project 2589 - SAM) have been examining the relationship between recognition performance and the values of the test vocabulary along the critical parameters (P), with some confirmation that variation in recogniser performance can be explained by variance in several of the parameters [7] However, the evidence is not unequivocal [3]. This may well be a consequence of the recognisers selected for the trials, but the results are such that a scrutiny of the parameters and their definitions is warranted. This paper firstly undertakes this scrutiny, secondly presents results of an experiment which illustrates the inherent vocabulary dependency of two of the Critical Parameters as defined at present, and thirdly suggests some modified parameter definitions which are more appropriate to the underlying rationale of speech recognition.

## 2. CP DEFINITION

The present $C P$ definitions are as follows [5]:

1. Speaking rate: Duration of one utterance relative to the overall average of all utterances of that word.
2. Vocal tract area: Average VTA over the frames of one utterance
in relation to the overall average
VTA for all utterances of that word.
3. Temporal congruence: Average DTW distance between all pairs of utterences of the same word by one speaker. The distance value applies to all utterances of a given word by that speaker; it is a measure of speaker consistency.
4. Vocal effort: Ratio of peak and average energy. Calculated for each utterance independently.
5. Spectral definition: Average (and variance of) ratio of energy $<2 \mathrm{kHz}$ and total energy, computed over each utterance independnetly.
6. Fundamental frequency: Mean F0 over each utterance independently.

A seventh parameter, vocabulary complexity, lies outside the focus of this paper.

## 3. TEST OF VOCABULARY IN

 DEPENDENCEThe above definitions make it most likely, a priori, that "spectral definition" and "vocal effort" are strongly vocabulary dependent. Using the SAM_SPEX CP-extraction software, developed for use on the SAM PC-based workstation (SESAM) by Jutland Telephone according to the Logica algorithms [5], two sets of phonetically controlled words were analysed with respect to these two CPs:

1) 18 hVd words spoken 3 times with different intonation contour by 4 speakers ( $2 \mathrm{~F}, 2 \mathrm{M}$ ). These were selected at random from the 10 F and 8 M speakers recorded in the Normative Reference database of the UK Alvey project MM1/132 (STA) [1]. These words were examined to test the effect of vowel variation on parameter values.
2) Five phonetically varied words selected from Logica's RSA recogniser test vocabulary [7] ("Aberdeen, Darlington, Manchester, Ipswich, sixteen") These were spoken 5 times each with 4 different voice qualities: modal, breathy, creaky and falsetto). With the combination of open and close vowels, and the presence or absence of consonants with fricative elements, these words tested the combined effect of
changes in vowels and consonants on the parameter values.

Speaker variation was simulated in the second set by using the same, experienced speaker to record the words with the four radically different voice qualities.

## 4. RESULTS

The results may be summarised as follows:

1) Values in the $/ \mathrm{hVd}$ words were critically dependent on the threshold setting chosen for endpointing. The $10 \%$ (of mean energy) threshold chosen as default for the tests was clearly too high to capture the tri-phonemic structure of these words. The parameters were, in effect, being calculated over the vowel portion alone. None of the words in the second set were affected by this threshold setting; it is solely a problem for words beginning with acoustically "weak" consonants (e.g. $/ \mathrm{h}, \mathrm{f}, \mathrm{v}, \mathrm{T}, \mathrm{D} /$ SAMPA symbols [8] are used throughout) and/or ending with such consonants, including weakly exploded stops. Reducing the threshold to $5 \%$ and $3 \%$ in two further analyses allowed the full /hVd/ word to be captured, but it is clear that this also increases the risk of including breath-noise and lip-smacks in the parameter estimation (and the recognition process) if they occur immediately prior to the actual utterance.
2) Two of the parameters, as de fined at present: "spectral definition" and "energy" are dependent on the phonetic structure of the word.

A two-way ANOVA was per formed on both sets of data for each parameter, For the $/ \mathrm{hVd} /$ words, "spectral definition" varied significantly with both speaker ( F $=15.05, \mathrm{DF} 2$ ) and word ( $\mathrm{F}=15.06$, DF 17). Energy" did not vary significantly across the words, intervowel intensity variation not being great or regular enough. For the second set of words, "spectral second set of words,
definition" significantly across the words $(F=$ 51.51 , DF 4) and also reached significance for voice quality $(F=$
3.09, DF 3). With the "energy" parameter, there was significant interaction between voice quality and word ( $\mathrm{F}=11.54$, DF 79).

The phonetic factors underlying these differences can be summarised as follows:

1. Spectral definition (Voice quality) (Energy $<\quad 2 \mathrm{kHz} /$ total energy): In the /hVd/ words, the main difference was between words containing mid to high front vowels and the others. This is due to the presence of strong higher formants, and especially the high second formant $(>2 \mathrm{kHz}$ ) reducing the energy quotient. However, this variation was small compared to the value shifts across the words in the second set, where the presence or absence of fricatives (high frequency noise) changed values by up to 25\%. 2. Energy (peak energy/mean energy) maximises the vocabulary effect and thus undermines speaker differences by relating peak energy ( $=$ peak energy of stressed vowel) to mean energy (which is proportionally lower, the more unvoiced consonants a word contains).

In the $/ \mathrm{hVd}$ words, the values are most dependent on the personal strength of production, the intrinsic intensity of the vowels (open > close vowels) not contributing to any appreciable extent; in the second word-set, the greater complexity of the word structure contributes to a very strong inter-
action between differences in energy resulting from the different voice qualities and the word. For example, the consonants in "Ipswich" reduce the mean energy, and increase the quotient considerably despite the vowel / //, which has relatively low intrinsic intensity. So, despite consistently lower quotient values for each individual word for the "breathy" than for the "modal" voice quality, the higher than the "modal" values for the other words.

## 5. DISCUSSION OF DEFINITIONS

In the light of these results, it is important to consider how possible improvement in the word in-
dependence of these measures can be achieved. Firstly, for "spectral definition" and "energy" separating the main source of word-dependent variability, the voiced and voiceless portions, is an important prerequisite. For "spectral definition", only the voiced portions would be used in the calculation, reflecting the rationale behind the parameter, namely of capturing some aspect of voice quality. For "energy", mean voiceless intensity should be related to mean voiced intensity.

Secondly, for all measures, it is essential to avoid any utterancedependent expression of peak value, mean value or variability. Speaker-dependent aspects of the parameters can only be calculated by relating the value for an individual utterance to the mean of all utterances of a particular word. In speaker-dependent recognisers, it may be sufficient to relate the parameter value for the individual utterance to the mean for all utterances of the same word/expression by the same speaker. In general, however, for speaker-independent systems the individual value has to be related to the mean of all utterances of the word/expression for all the other speakers (temporal congruence is the one exception being a speaker-dependent measure). This is already done with "speech rate" and "vocal-tract area" where the relativity of the measure was clear from the outset. Such normalisation should, however, be extended to "voice quality", "intensity" and " FO ".

Thirdly, the "fundamental frequency" parameter in the form of mean FO is dispensible, because it only separates male from female at present. This is information that is available independent of analysis. F0 variance, which is currently also being calculated, may be a more useful measure, since wide fluctuations in FO could correlate with variation in recogniser performance; in Logica's recogniser tests [7], variance appears to be a more important factor than mean

F0. The measure should, however, be related to the mean to avoid confounding Hz variance and the male-female distinction. The coefficient of variance (the quotient of mean and standard deviation) is therefore suggested. However, this measure still requires normalisation by relating it to the mean of the other speakers.

The principle of taking variance rather than mean values should also be considered for "vocal tract area". Although, in its present definition, it is already normalised, it is the - mean of the frame-based area coefficients which are being normalised. The use of variance would relate the parameter more closely to the recognision process. It is, after all, variation of signal properties during the course of a word which makes it more or less distinctive to a recogniser not its mean sig-nal properties. Variance in vocal tract area for a given utterance related to all speakers' variance for utterances of the same word or expression would differentiate speakers with clear and less clear articulation.

## 6. CONCLUSIONS

The results from the CP analysis of phonetically controlled vocabulary confirmed the vocabulary dependence of two of the Critical $\mathrm{Pa}-$ rameters as currently defined for RSA. It was concluded that parameter normalisation across all utterances of a word is a fundamental pre-requisite for the vocabulary independence of Critical Parameters. Further consideration of the basic rationale underlying automatic speech recognition points to the need to redefine all parameters except "temporal congruence" to contain an expression of normalised variance.
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## INTRODUCTION

This brief overview is designed to provide background information for the poster related to tie work of the SAM 'Speech Assessment Methods' Project (2589) - concemed with the design and application of multi-language EC standards. At present the project is based on the collaboration of twenty-six laboratories in eight countries, six within the EC and two from EFTA. The project is now at the start of its third year in ESPRIT II. This follows a preliminary 'Definition Phase' (ESPRTT 1541) in which the status of work in the area, and the requirements in Europe and the rest of the world were investigated, and a 'bridging' 'Extension Phase', in which preparatory work for the Main Phase was undertaken.
Current work is in progress in three interconnected working areas:

## I

Assessment (Input)
II Speech Synthesis
Assessment (Output)
III
Enabling Technology
and Research (ETR)
At the beginning of the SAM Project, the need to ensure a practical basis for ready collaboration between so many different laboratories in different countries was met by the definition of a reference, standard, workstation - SESAM. The minimum hardware requirements for SESAM are an IBM pc-at or compatible computer, an analogue interface board, OROS-AU21 or AU22, 1 Mbyte of extended memory, and means for accessing speech data eg CDROM reader. C is used as the common programming language. Each one of three
workgroups, above, has made use of this simple reference standard so that software, data and assessment results can be interchanged. This has proved to be very successful both between project members and in the provision of data and support for other laboratories across Europe - all the work of the SAM Project is designed to be readily available within the European Community.

## I INPUT ASSESSMENT

In recognition assessment, the simple reference standard workstation has been implemented and tested in multi-lingual, multi-laboratory trials.

In order to provide a flexible wol for recogniser assessment, the component software packages are designed as separate modules which can be independently developed by different laboratory groupings within the project. The first package, PAOSAM, is designed to be capable of managing the information associated with the standard SAM format speech databases. The second package, EURPAC. primarily controls the interaction between the assessment system and the recogniser itself and the third package. This last package, SAM_SCOR, provides a series of performance measures. All three software modules are interconnected via ASCII files, and all programs are in C using the microsoft 5.1 compiler, and executable on the SESAM workstation nunning MS-DOS as the operating system Database Management

The RISE program has been developed to cater for the major needs of data retrieval and data archiving for all languages
and all speakers in the SAM project. A commercially available DataBase Management System (ORACLE) is used as the basic building block. The management structure has been designed to allow the integration of all of the characteristics of both present and future SAM speech databases. Effectively, RISE enables the user to specify the characteristic assessment aspects to be targetted in terms, for example, of language, speaker and speech types, and for an automatic procedure to be utilised for the composition of training and testfiles in the assessment of a defined recogniser.

## Control Module

The EURPAC program is designed to operate from this basis in controlling the assessment of isolated or connected word recognisers. The assessment session can be controlled by information given in a separate control file, defined by the user, and giving details of the unique serial number of the test un, the identification of the recogniser, and the names of the configuration-, training-test- and response-files. An important aspect of the design of this particular software module is that it uses resident drivers to control individual recognisers. In this way, the greater part of the software is quite independent of the analogue interface board which is uulised, and it is easier to develop new recogniser drivers which can have separate communication protocols.

## Scoring

The SAM SCOR program provides a range of recognition performance measures - hit; miss; substitution; correct rejection; false alarm. In addition, at the isolated word level, confusion matrices, confidence analyses, and the application of the McNemar test are standard facilities. For connected word and continuous speech recognisers string matching at the orthographic level is available employing NIST scoring routines which have been made executable on the SESAM workstation. The output of this scoring software is designed to provide uniform presentations of the assessment results that are easy to
understand and cross compare: SAM_SCOR generates a file which can subsequently be fed back into the DBMS to make it possible to relate speech material characteristics to recogniser performance measures. Applications

More than 10 EC laboratories in the Project have been involved in the application of recogniser assessments so far for six commercially-available or in-house recognisers. Considerable use has been made of the first SAM CD-ROM speech database EUROM 0 - which gives 5 hours from 20 speakers in five languages. This cross laboratory single and multi-language testing of equivalent recognisers has provided the foundation for the setting up of a basic calibration procedure for the SESAM input assessment workstation. Work is currently in progress to define a common method for standard reference calibration and hardware setting up protocols.

In collaboration with the ETR Group, a new mulli-lingual speech database has been designed and is in the process of being recorded. The contents of the database have been defined to meet the present and near future need for the development of diagnostic and predictive assessment methodologics. The database is divided into two sets: a 'Many Speaker set' and a 'Few Speaker set'. The vocabulary of the 'Many Speaker set' contains a list of selected numbers between zero to nine thousand nine hundred and ninety nine covering all the phonotactic possibilities of the languages' number systems, and blocks of five sentences giving continuous speech with paragraph prosody rather than individual sentences. The vocabulary of the 'Few Speaker set' is expanded with a CVC list and more repetitions per item.

## II OUTPUT ASSESSMENT

Standard word-level and sentence-level segmental multi-lingual intelligibility tests have already been defined. They can be automatically generated on the SESAM workstation in the languages of the project using phonotactic and word frequency constraints. Compatible software provides for response collection, collation and scoring

The SAM segmental test contains guidelines for the automatic generation of nonsense-word lists for all eight partner languages, using a set of fixed word structures and phoneme lists. The test material is language specific in that phoneme combinations respect phonotactic constraints for the languages in which they are prepared. The SAM group has chosen to use nonsense words in its definition of this standard with an open response set in order to get an intelligibility score which is not influenced by contextual information or semantically restricted answer choices. This type of material is the most relevant when an analysis of phoneme confusions is required, and in application, for instance, to synthesis material where error pattems may be quite device-specific. The SAM Segmental test consists of two parts: a first "core test" containing structures common to all languages of the consortium, and which cover consonants in initial, medial and final positions: VCV, VC (+ fixed final V for Italian) and CV. In all cases, the full inventory of consonants is used with only a sub-set of vowels. This sub-test cannot be considered as a full diagnostic test, but it is substantially diagnostic for consonants. The "full test" will include more extensive language-specific and even synthesiserspecific sub-tests with complex structures such as CVC, CVVC, VCCV and possibly CnVC, CVCn. Phonemes are presented in equal numbers per list so that an equal probability score will be obtained. This score can then be weighted according to phoneme-frequency-of-occurrence counts to obtain scores which reflect phonemic balance.
Segmental Assessment
A system to support the automatic segmental assessment of synthesisers has been implemented on the SESAM workstation. The subject responds using the keyboard, results are then automatically scored, to produce percentage scores, confusion matrices, analysis in terms of certain types of phonetic feature, eg place of articulation and voicing, and the effect of
vowel environment. Assessment of words in context

A test of word intelligibility in sentence context has also been developed for SESAM, using semantically unpredictable sentences (SUS). Grammatical structures and word lists are defined for all the languages of the consortium to permit the generation of an unlimited number of test sentences. Work on prosodic assessment is also in progress. III ENABLING TECHNOLOGY AND RESEARCH

The core SAM workstation, SESAM, has been specified and implemented for data collection, following standard protocols, database management, and speech signal labelling. A phonemic notational system for all European languages, SAMPA, has been developed and is in use both for manual labelling and, currently, for semi-automatic label alignment. Phonemic level structural constraints across the languages of the project have been compiled and are used in corpus definition. Broader descriptors are being investigated for multi-lingual application. Other, physical, levels of description are being quantified as a contribution to analytic methods of assessment. Information on cross-language lexica is being compiled.

## SESAM

Hardware (see the INTRODUCTION above) and software specifications are now well established and widely applied in regard, for example, to: the structure and code normalisation of software; the formatting of data and organisation of databases; and the provision of interfaces.
Two, key, software packages are central to the use of the workstation within the project. The first is EUROPEC, which is designed to provide for the realisation of large speech databases. Two-channel acquisition (eg for microphone and laryngograph signals) and monitoring is now possible with visual prompting for the speaker which may be manually controlled or automatically triggered as a function of signal level. Automatic endpoint detection facilitates the handing and recording of large organised corpora. This is also substantially assisted by the automatic
inclusion in the database of description text files in standard form with header and body, so that the orthographic prompt can be routinely incorporated together with complete sessional and recording item and condition information.
A complementary package, VERIPEC, is designed to give ready access to these standard data and text files, making it possible to display the orthographic prompts, access and monitor recorded items and show the label files.
The second important package, PTS, is designed fo operate from the data acquired via EUROPEC. Its primary function is to enable the labelling of speech data files with either SAMPA (see below) or IPA notations, using window based displays of waveform and spectrograms of the signal.

Data
The first SAM database, EUROM 0, was distributed on a single CD-ROM and contained five hours of speech material recorded using a condenser microphone in anechoic rooms from four single accent speakers in each of five languages (with 16 $\mathbf{k H z}$ sampling). NATO single and triple digit sequences were obtained with only the speech signal, and a continuous speech passage, with a common numeric theme across languages, was recorded using two channels - with both speech and laryngographic inputs.
A new database is now in preparation using the same standard format with sixty speakers in each of eight languages. Nonsense words, number sequences up to 9999 , (both phonotactically balanced) and situationally linked sentence blocks are being recorded. Anechoic condenser microphone recordings will permit the subsequent imposition of post-production effects. A small subset of data will have two channel representation, as above. Two CD-ROMs are planned for each language - using 20 kHz sampling.

## SAMPA

The SAM Phonetic Alphabet (SAMPA), which defines a standard keyboard based notation (ASCII) corresponding to the relevant Intemational Phonetic Association symbols for each of the languages represented in the project, was agreed very
early in the project, and has now been extended to cover all the major European languages. It has also been adopted by a number of ESPRIT projects and both the British and German national speech databases. This consensus for the representation of phonemic contrasts in all the languages of the group provides a common labelling basis for cross-comparison and for a structured multi-lingual approach to database specification in the development of standard methods of assessment. The basic SAM transcription system was originally intended to evolve as a multi-tier labelling tool and work is currently directed towards the introduction of prosodic and acoustic element levels of description.
Labelling
Multi-lingual labelling, in which phoneme categories are assigned to successive regions of the speech signal, has always been an important part of the SAM group's activity. This is because overall assessment, detailed valuation and the processes of training themselves ultimately depend on an accurate definition of speech which can be given in phonetic and orthographic terms. So, although the precise assignment of discrete categories, for different sound classes, to the continuous speech signal is an impossible task - since the subjective level of labelling is not compatible with any physical set of exact temporal stretches of the signal - the consistent correlation is of real value. The SESAM workstation is designed to support this work, and manual labelling in all the languages of the project has provided essential reference material.
A further development of this work currently involves a semi-automatic approach, using label alignment. In this way the larger quantities of speech material generated by current database gathering, and which are in need of labelling, can be accommodated without imposing an impossibly large manual task.
In Conclusion - The project has provided an opportunity for multi-language work in Phonetic Sciences, which would not otherwise have been possible and we are glad to stress the collaboration and goodwill which have made the work, across Europe, so effective.
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## ABSTRACT

Subjects judged speech intelligibility using either magnitude estimation, category estimation, or paired comparisons. Speech scores for CID Sentences and NU-6 words were also obtained. The speech was bandpass filtered so that a monotonic increase in intelligibility was predicted by articulation index (AD) theory. The reliability and sensitivity of intelligibility judgments an speech scores were compared. The validity of intelligibility judgments was investigated by comparing judged intelligibility to AI predictions.

## 1. INTRODUCTION

Psychophysical scaling procedures have been used to investigate the intelligibility and quality of hearing-aid transduced speech. These include the methods of paired comparisons (PC) in which subjects judge which of two stimuli has more or less of the attribute being investigated $[4,8]$, magnitude estimation (ME) in which subjects choose any positive number to represent the subjective magnitude of the attribute present in the stimulus [9, 10], and category estimation (CE) in which subjects rate their impressions by choosing numbers or adjectives from a fixed range of scale values $[1,5]$. Subjects can make judgments of speech intelligibility or quality that differentiate reliably among hearing aids. Subjective judgments may be more sensitive to hearing aid differences and more reliable han speech recognition scores $[4,8,10]$.
We investigated the reliability
sensitivity, and validity of speech intelligibility judgments obtained using

ME, PC, and CE. Validity was tested by comparing intelligibility judgments to AI predictions. According to AI theory intelligibility is monotonically related to
the articulation index: $A=\sum_{i=1}^{n} I_{i} W_{i}$
where $I_{i}$ describes the importance of each frequency band for speech intelligibility, and $W_{i}$ is a weighting function
representing the speech dynamic range contributing to intelligibility [6]. Since the exact form of $I_{i}$ was not known for our speech, we chose filter settings that produce a monotonic increase in AI for speech materials spanning the probable range of importance functions [6]. Sensitivity was investigated by determining how well procedures differentiated filter conditions. To assess reliability subjects were tested twice

## 2. PROCEDURE

Thirty subjects aged 60-87 years with hearing better than 30 dB HL at 500 2000 Hz were tested. The $60+$ age group was chosen as representative of he majority of hearing aid wearers. Subjects were divided into three groups using ME, CE, and PC, respectively.
The speech was filtered using eight bandpass filter settings: $510-920 \mathrm{~Hz}$, $510-1000 \mathrm{~Hz}, 510-1100 \mathrm{~Hz}, 630-1500$ $\mathrm{Hz}, 770-2000 \mathrm{~Hz}, 700-2000 \mathrm{~Hz}, 630-$ 2000 , and $570-2000 \mathrm{~Hz}$, producing a monotonic increase in the AI for nonsense syllables, easy speech, and average speech [6]. Spectrum density levels were computed for the sentences used for intelligibility judgments, NU-6 words, and CID Sentences. Assurning a +12 to - 18 dB dynamic range, the entire signal was audible for all subjects.

Subjects judged the intelligibility of sentences from Grade 8 English texts. A commercial recording of the NU-6 lists was used. Sentences for intelligibility judgments and CID sentences were recorded using an male talker who spoke standard American English. The speech was presented via a TDH-50P earphone. Half the subjects doing ME and half doing CE were given the CID Sentence test. The remaining subjects in these groups were given the NU-6 test. On each visit subjects make 16 practice and 56 test judgments.
For ME subjects assigned a number to match the intelligibility of the sentence. No modulus was used. For CE subjects rated intelligibility using a 20 -point scale. Number 1 was marked "very very unintelli gible" and number 20 was marked "very very intelligible". For PC each stimulus was paired twice with every other stimulus, with order randomized. Subject decided which sentence was more intelligible. Intelligibility was defined as "..how well you understand the sentence".

## 3. RESULTS

Visit 1 intelligibility judgments are shown in Figs. 1-3. PC preference scores are the number of times that a filter condition was judged more intelligible than the other in the pair. NU-6 and CID word scores are shown in Figs. 5-6. NU6 phoneme scores were also analysed.

To compare test-retest reliability Pearson correlation coefficients were calculated between visit 1 and 2 data for each subject. $R$ values ( $0.51-0.99$ ) were transformed [2] and the means were compared using a Bonferroni-adjusted significance level. Mean test-retest correlations for ME and CE judgments and NU-6 word and phoneme scores did not differ significantly. ME, CE, and NU-6 correlations were higher than correlations for PC and CID Sentences. Test-retest reliability was also investigated by calculating intraclass correlations between visit 1 and 2 data Intraclass correlation coefficients show the absolute similarity between pairs of values. There were no differences in intraclass reliability between ME, CE, and PC. CE and PC judgments and NU-6 scores were significantly more reliable than CID scores.

Relative sensitivity was investigated by


Fig. 1. Individual visit 1 magnitude estimations of speech intelligibility. Each magnitude estimation is the geometric mean of seven judgments.


Fig. 2. Individual visit 1 category estimations of speech intelligibility. Each category estimation is the arithmetic mean of seven judgments.


Fig. 3. Individual visit 1 paired comparison judgments of speech intelligibility. Preference scores are the number of times that a filter condition was judged more intelligible.


Fig. 4. Individual visit 1 word recognition scores for the CID Everyday Sentence test. Each point is the \% of keywords correctly identified in a list.


Fig. 5. Individual visit 1 NU-6 word scores. Each point is the \% of words correctly identified in a list.
calculating Spearman rank order correlations between intelligibility judgments and AI rankings of intelligibility for the eight filter conditions, and between speech scores and AI ranks. T-tests performed on the transformed $r_{s}$ values showed no significant differences in sensitivity among the procedures. Because of concem that the lack of statistical power of rank order methods may have disguised any real differences in the data, similar tests of sensitivity were conducted using Pearson's r. Speech scores and intelligibility judgments were correlated with the AI values for nonsense syllables, easy speech, and average speech. For ME, CE, PC, and NU-6 scores, mean correlations were 0.82-0.95 Correlations were generally lower for CID Sentences ( 0.75-0.86). For all three speech materials there were no significant differences between the correlations for ME, CE, PC, and NU-6 scores. However, intelligibility judgments and NU-6 scores correlated better with the AIs than did CID scores. That is, the CID Sentence test was least sensitive to differences among conditions.

AI theory predicts that, on average, intelligibility should increase monotonically across conditions. Accordingly, if subjective judgments are
valid, intelligibility judgments should be highly correlated with AI rankings of intelligibility for the filter conditions. Even If AI theory is disregarded, an increase in intelligibility is predicted as bandwidth increases across conditions 1 to 3 and 5 to 8. Rank order correlations between the mean intelligibility judgments and the AI rankings were $0.98-1.0$. Thus, although individuals confused similar filter conditions, on average there was a monotonic or near-monotonic increase in judged intelligibility across filter conditions, as predicted by AI theory.

## 4. DISCUSSION

We compared the reliability, sensitivity, and validity of three scaling procedures and two clinical speech recognition tests. Both analyses of test-retest reliability showed that reliability was poorest for CID Sentences. Pearson r values showed that the test-retest reliability of $P C$ judgments was poorer than ME or CE.

There were no differences in sensitivity among the scaling or speech recognition measures based on the analysis of rank order correlations. However, the analysis of Pearson correlation coefficients showed that intelligibility judgments and NU-6 scores were more sensitive to differences between conditions than CID Sentence scores, presumably because CID score showed the most severe ceiling effect. This is consistent with earlier studies in which speech tests were less sensitive to differences between hearing aids than intelligibility judgments [4, 10].

There were no differences in reliability or sensitivity between NU-6 scores and ME and CE judgments, suggesting that ME or CE could be used instead of speech tests for hearing aid selection. A major advantage of ME and CE procedures over the NU-6 test (and other speech recognition tests) is their efficiency.
The high correlations between mean intelligibility judgments and AI rankings of intelligibility and between mean intelligibility judgments and speech scores suggest that subjects were judging intelligibility and not some other aspect of the speech signal. The good agreement between the data and AI predictions indicate that judgments were primarily based on intelligibility. This is consistent with previous evidence for the validity of intelligibility judgments [1, 3, 5, 7, 8].
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## ABSTRACT

The APHODEX project aims at investigating the role of Artifical Intelligence knowledge-based reasoning techniques in the acoustic-phonetic decoding (APD) of continuous speech. This paper constitutes an evaluation of this project. It briefly presents the present state of the APHODEX system and concentrates of some issues of APD that were raised during the project regarding several aspects: segmentation, amount of knowledge necessary for APD, choice of a proper unit decoding strategy.

## 1. INTRODUCTION

The acoustic-phonetic decoding of speech consists in automatically mapping the semi-continuous acoustic speech wave into a set of predefined discrete linguistic units such as phones, phonemes, syllables, etc. This is a very difficult operation which constitutes a major level in automatic speech recognition, especially for continuous speech, multispeaker operation [1]. Despite substantial advances the problem has not yet received a totally satisfactory solution. One reason for that might be that APD makes it necessary to take into account a large body of information : data, facts, knowledge, contexts, etc. Following this idea, we launched in 1984 the APHODEX project with the aim of investigating to which extent the knowledge-based methodology developed in Artificial Intelligence may be helpful in solving the problem of APD.
After a brief recall of the different approaches to APD proposed so far we summarize the main features of APHODEX. We then present the major issues in APD in light of the experience we gained during the project.
2. APPROACHES TO ACOUSTIC-

## PHONETIC DECODING

The task of APD is of crucial importance in analytic speech recognition since the overall performances of any sentence recognizer depends heavily upon the quality of the phonetic decoding. The role of the acoustic-phonetic decoding level in speech recognition is threefold :

- extraction of pertinent features and cues from the acoustic signal,
- segmentation of the speech continuum into phonetically meaningful units such as phones, phonemes, syllables, etc.,
- labeling of the segments with fine phonetic labels and/or gross phonetic classes.
These three different tasks are highly interrelated and must moreover interact with the other linguistic processing levels in order to come out with the best possible phonetic lattice.
APD was initially considered as a simple pattern recognition problem. But the actual size and difficulty of the task were then clearly identified, particularly in relation with the major importance of coarticulation and context effects and of speech variability.
Present approaches to APD belong to three main categories:
- stochastic modelling [2]: the problem of optimally matching an input utterance against every possible concatenation of phonetic units can be expressed in terms of stochastic processing, especially in the framework of hidden Markov models. Such models make it possible to capture in a statistical way the variability of speech by processing huge amount of data. They provide one of most efficient framework for multi-speaker APD;
- connectionist neural-like modelling [3],
[4]: neural networks are experiencing a
new growth of interest in different fields of Artificial Intelligence, including APD. Basic models (multi-layer perceptrons, Boltzmann machines, etc.) have been adapted to speech requirements, especiallyfor taking into account the inherent temporal nature of the speech phenomenon. New models more closely related to neuro-biological data have also been proposed, e.g. phonotopic maps or cortical columns [5]. Neural networks have achieved good performances in APD and represent a promising approach both for phonetic labeling and for preprocessing of speech data;
-knowledg-based reasoning [6], [7]: the use of knowledge-based reasoning techniques is an alternative to the two previous statistically based approaches to APD. The major difficulty lies in the elicitation and formalization of a proper body of knowledge. Such techniques are used in the APHODEX project that will now be described in more details.


## 3. OVERVIEW OF APHODEX [8]

3.1. Basic ideas and motivations

Phonetic decoding by reading speech spectrograms is typically a knowledge intensive activity during which an experienced phonetician conducts an explicit and contextual reasoning based on the knowledge and expertise he gained by experience [9]. It seems therefore fruitful to elicitate and formalize this knowledge through a close interaction with a phonetician and by using the methodology developed in Artificial Intelligence for the design of knowledge-based systems. This idea was the basis of the APHODEX project when we started it in 1984. We considered at that time that the conjunction of the knowledge of an experienced spectrogram reader, François Lonchamp, on one hand and of our know-how in automatic speech recognition and knowledge engineering might help progressing in APD. Our main motivation was to gain a better understanding of the process of phonetic decoding and underlying processes. Another motivation was to implement an experimental knowledge-based system capable of carrying out the phonetic decoding of continuous speech in a multi-speaker way. The present state of this system
together with its performances will now be briefly described.
3.2. Knowledge and architecture Thanks to an in-depth study of the activity of spectrogram reading by our phonetician (cf. section 4.2.) we gathered a large body of procedural and declarative knowledge. This knowledge was then implemented in the APHODEX system into two forms :

- procedures coded in several preprocessors that operate directly on the speech wave and perform a coarse segmentation into phonetic segments as well as a classification of segments into broad phonetic classes (vocalic, fricative, blosive and others). Performances plosive and others). Performances segmentation in the best cases;
- production rules which constitute the knowledge base of an expert system. The inference engine of this expert system carries out a reasoning similar to the one developed by a phonetician in order to label each segment on a phonemic basis and, if need be, to refine the broad classification done by the pre-processors. Here is a typical example of rule :
IF Segment is Plosive AND Burst spectral maximum is between 3000 Hz and 4500 Hz AND Right context is fil ou lel THEN /k/.
It is worth noticing that most rules are contextual (for instance here, the right context of the segment to be labeled must be an unrounded front vowel, i.e. in French /i/ or /e/). That enables the inference engine to carry out a contextual reasoning and to propagate constraints (phonetic, phonological, etc.) throughout the process in order to finally come out with an optimal phoneme lattice. All the acoustic events mentioned in the rules (formant trajectories, burst features, friction, etc.) are extracted automatically from the speech signal by robust, speaker-independent procedures.
Experimental results show that APHODEX is capable of decoding a sentence pronounced by any unknown French male speaker with a mean accuracy of $70 \%$. This percentage will progressively increase when new rules are added to the knowledge base. Comparatively, several experiments carried out for English and for French have shown that an expert spectrogram
reader can reach as much as $85 \%$ of correct labeling.


## 4. ISSUES IN ACOUSTICPHONETIC DECODING OF SPEECH

We will now present some important issues in APD and propose some elements of solution that we developed in the framework of the APHODEX project.
4.1. Segmentation of the speech wave
The continuity of the speech signal is a major difficulty of speech recognition. A segmentation is therefore necessary in order to extract units on which the labeling process will then work. The problem is two-fold:

- firstly choose one or several proper units which can be either of infraphonemic level (phones) or of phoneme level, or else of supra-phonemic level (diphones, syllables, triplets),
- then implement a segmentation process based on the temporal evolution of acoustic-phonetic features that must yield a solution as valid and consistent as possible.
The examination of some errors made by the segmenter of APHODEX led us to propose a hierarchical multi-segmentation solution, based upon the strategy used by the human expert. This method consists in building up a multi-level segmental representation of a sentence (dendrogram) with the help of a spectral difference function. This structure is then pruned out by using acoustic cues in order to yield the final segmentation which might be unique (in non-ambiguous cases) or multiple. This pruning is carried out in close interaction with the rule-based reasoning process.
4.2. Data and knowledge gathering 4.2. Data and knowledge gathering
As stated previously the phonetic As stated previously the phonetic
decoding of a sentence necessitates a large decoding of a sentence necessitates a large
amount of knowledge of various types : articulatory, acoustic, phonetic phonological, etc. This knowledge can be implicitly integrated in a system by the examination of huge amounts of speech data, as in stochastic or connectionist models. Despite the good performances obtained by such models, it seems nevertheless necessary to design some model for the explicit storage of knowledge. It seems that a knowledgebased reasoning APD can be more easily
interfaced with other processing levels of a speech understanding system (for instance the feedback from the lexical level to the phonetic decoding). Moreover, this solution provides a convenient framework for gathering all available pieces of data and knowledge related to APD (the expert knowledge involved in spectrogram reading being only one aspect). The tools and methodology provided by artificial intelligence makes it easier to incrementally build up a kind of "collective memory" of APD for a given language. That constitutes a necessity for the future of research on speech the future of
4.3. Choice of a processing unit The choice of a processing unit, for segmentation and for labeling, is of primary importance in the design of an APD system. As a matter of fact several units can be used at different steps of the process. The present version of APHODEX is based on a phoneme-like unit. This choice was motivated by the fact that the phonetician uses this unit through out his activity of spectrogram reading. Another feature interesting on a practical point of view is the limited number of phonemes which are necessary for the description of a language. However a phonemic unit presents serious drawbacks for APD, especially due to the context dependancy of phonemes that necessitates a very large number of rules to take into account the various contexts in which a phoneme has to be identified. That led us to adopt another processing unit, the phonetic triplet which an be defined as a phone with its phonetic contexct [10]. A large amount of work is still to be done in order to collect a set of triplets representative of the language but we nevertheless consider this units as a good compromise for APD. 4.4. Decoding control strategy The APD reasoning operation must be controlled by an efficient strategy in order to avoid unnecessary hypotheses and to focus on relevant data. We developed in APHODEX a strategy inspired from the observation of the spectrogram reader who operates in two successive steps (cf. § 3.2.) A majority of APD systems use only a bottom-up strategy (from the acoustic data to phoneme labels). However a top-down strategy is also
useful in order to verify hypotheses or to interact with the linguistic levels. In APHODEX the two types of control are used concurrently in an opportunistic manner. More work is still needed in order to design more sophisticated strategies similar to those used by an strategies similar to those used in difficult or ambiguous cases. It is often necessary to make assumptions about the phonetic content of an utterance and to emit alternative, competing hypotheses about the succession of sounds. That corresponds to a kind of hypothetical reasoning for which specific techniques have been developed in AI in order to maintain the overall truth and consistency of the deductions made during the decoding. We are implementing hypothetical reasoning in APHODEX, based on various types of knowledge including phonological variations. This method gives substantial improvements in the decoding accuracy, especially when there is some ambiguity or when contextual effects are important. or when contextual effects drawn from the Two important lessons drawn from the
examination of spectrogram reading examination of spectrogram reading. The first one consists in systematically relying phonetic labeling decisions to several acoustic features rather than a single one. The second can be called delayed decision strategy since it consists in postponing decisions until enough evidence has been accumultaed in favor of a particular label.


## 5. CONCLUSION

This paper has dealt with some aspects of a major problem in automatic speech recognition, i.e. acoustic-phonetic decoding of continuous speech. We have especially presented the usefulness of Artifical Intelligence knowledge-based techniques in this area and discussed techniques in this area the light of the important issues in the light of the APHOD
Despite the very good performances obtained so far in APD by statistical models, we consider that knowledgebased techniques have some usefulness both for gathering relevant data and knowledge and for implemnting practical systems. An explicit knowledge-based reasoning in APD also makes it easier to implement feed back links from linguistic processing levels to APD.
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## ABSTRACT

Analysis of the excitation waveform modelled by a four parameter model of glottal flow has revealed consistent variations in shape due to laryngeal coarticulation. LPC resynthesis using the model demonstrates that changes to the shape of the excitation affect the quality of the speech in a way predicted by the findings of the analysis. Pilot studies suggest that dynamic excitation provides a more natural LPC resynthesis than non-dynamic excitation.

## 1. INTRODUCTION

Previous work using the JSRU parallel formant synthesiser [8] has failed to establish a preference for utterances synthesised with a dynamically varying excitation based on the three parameter model of glotal flow [2] over those synthesised using a static excitation waveform with pre-determined spectral slope.

A number of reasons were identified which could be contributing to this lack of preference. Firstly there are difficulties in obtaining formant amplitudes for the parallel formant synthesiser which correspond to the supra-glotal tract configuration alone. Secondly, previous work was based on a three parameter model of glottal flow [4] derived from the laryngographic waveform (Lx). More detailed models of glottal flow exist (eg: [3]). In addition the use of Lx (a measure of vocal fold contact) to derive a model of glottal flow has yet to be justified.

Thirdly, the test stimuli used as a basis for naturalness testing [8] were [a:ha:] and [a: $\left.{ }^{2} a:\right]$. Whilst these stimuli demonstrate clear differences in the closed quotient trends due to laryngeal co-articulation, they rately occur in natural British English speech and are not ideal for naturalness testing. The quality of the parallel formant resynthesis of these tokens was rather poor, and changing the voice source parameters gave no reliable perceptual judgements. Whilst this could be a function of our voice source model, we believe that subjects will become sensitive to voice quality differences only as the overall intelligibility of the synthesis improves. This view is supported by Pickering [9].

The aim of this work is to reanalyse the natural data using a four parameter model of glottal flow [3], to investigate the changes in the time course of the flow parameters, and to study the effects of altering these parameters based on LPC resynthesis via perceptual tests. The problems of formant amplitude estimation in parallel formant synthesis are therefore avoided.

## 2. METHOD

The fully automatic inverse filtering programs used in this work were developed by Chan and Brookes [1]. They carry out an LPC closed phase analysis from which the inverse filter is then calculated. This filter is then applied to the speech pressure waveform and a raw estimate of the differentiated glottal flow obtained. A four parameter Fant, Liljencrants and

Lin [3] model of the derivative of glottal flow (L-F) can then be fitted to the raw inverse filtered waveform. The LPC coefficients are then re-estimated using the modelled excitation waveform.

The output of the inverse filter was modelled automatically using the L-F model of glottal flow for the utterances [a:ha:] and [a:? $a:]$ spoken by four male and four female speakers. Figure 1 shows a typical cycle of the L-F model and the time alligned equivalent cycle of glottal flow.


Figure 1: The four parameter L-F model of the derivative of glottal flow ( Ug ') with the derived glottal flow (Ug).
Analysis of the utterances was carried out in terms of five measurements: Rk (a measure of the asymmetry of the flow), Ra (the return phase ratio), Rg (the glottal frequency), CQ (the closed quotient) and Ee (the strength of the excitation). The way in which these ratios have been calculated is indicated in figure 1 along with the parameters from which they are derived: T0, tp, te and ta. Further details of the analysis ratios can be found in [5] and [7].

LPC resynthesis was carried out using the re-estimated filter function and various modelled excitation
waveforms based on the five measurements above. A pilot test was carried out to compare the natural utterances of [a:? $a:]$ with three synthesised versions for three speakers, two male and one female. For each speaker the filter function remained constant whilst the excitation model was changed as follows:
(a) the shape of the excitation was varied dynamically on a cycle-bycycle basis,
(b) the excitation was fixed according to the average values of $\mathrm{Rk}, \mathrm{Ra}$ and Rg for the whole utterance,
(c) the excitation was fixed according to the average ratio values of $\mathrm{Rk}, \mathrm{Ra}$ and Rg measured from the midportion of the second vowel in the utterance.

Perceptual testing was carried out to evaluate the naturalness of the stimuli. Four subjects were able to replay each stimulus through headphones as many times as required, and they were asked to mark down the stimulus which they perceived to be most like the natural utterance. For three of the tests subjects listened to the whole utterance whilst in a further three tests they only heard the initial vowel.

A further set of perceptual tests was carried out to study the effect of changes in the excitation on voice quality. Three stimuli were prepared based on the voice source analysis of one female speaker as follows:
(a) the excitation shape was fixed to the mean ratio values of the mid-portion of the second vowel in the utterance,
(b) Ra and Rk were increased and Rg decreased by $30 \%$ of their mean values to simulate a more breathy voice quality,
(c) Ra and Rk were reduced and Rg increased by $30 \%$ of the mean value to simulate a less breathy voice quality.

Five subjects were asked to rank the stimuli (presented over headphones in a sound-proof room) in terms of 'breathiness'.

### 3.1 Analysis

Results of the analysis confirm the previous finding, using Lx, that closed quotient increases before a glottal stop and decreases before a glottal fricative. This result is to be expected from an inverse filter analysis given a previously demonstrated high correlation between closed phase measurements made from Lx and inverse filtering [6].


Figure 2. Analysis of [a:ha:] showing the speech pressure waveform and changes in $\mathrm{Rk}, \mathrm{Rg}, \mathrm{Ra}, \mathrm{CQ}$ and Ee over time.


Figure 3: Analysis of [ $a \cdot{ }^{7} a$ : ] showing the speech pressure waveform and changes in Rk, Rg, Ra, CQ and Ee over time.

Figures 2 and 3 show typical analysis findings for the utterances [ $a: b a$ :] and [ $a:{ }^{7} a:$ ] spoken with falling intonation and the stress on the initial syllable for one male speaker.

### 3.2 Perceptual Tests

Results of the comparison between test stimuli and the natural utterance show that two of the subjects had a significant preference for utterances resynthesised using a dynamic excitation over those resynthesised with a fixed excitation shape ( $\alpha=0.05$ ). However, results from shape $(\alpha=0.05)$. However, results from
two further subjects were insignificant Overall there was no significant Overall there was no significant
preference for the dynamic excitation. Focussing on the initial part of the utterance, where the main changes in the excitation are taking place, seems to have no effect on the preference results.

In the second test all the subjects chose stimulus (b), in which Ra and Rk had been increased and Rg decreased by $30 \%$, as having the most breathy voice quality and stimulus (c) as having the least breathy quality.

## 4. DISCUSSION

The changes occuring in $\mathrm{Rk}, \mathrm{Ra}$ and Rg have previously been linked to variations in the strength of the excitation which correlates strongly to the parameter Ee. It was hypothesised [5] that the sharpness of closure ratio Ra should vary inversely with Ee, (the stronger the excitation the more rapid the closure and therefore the shorter the return phase). When the glottal frequency Rg is fairly constant Rk varies with Ra in such a way that if the excitation strength Ee is large and Ra is small, the asymmetry of the pulse will increase due to a relatively shorter return phase (ie: Rk is small). On the other hand if the excitation strength is weak and Ra is high, the asymmetry will decrease and Rk will be high. Therefore at the onset and offset of voicing one would expect Rk and Ra to be higher than during the mid-point of a vowel in the utterance. This is confirmed by some of our data but the presence of a glottal stop seems to affect the relationship between these parameters.

Perhaps a clearer explanation is offered by studying the changes taking place in the closed quotient. When the closed quotient (CQ) is rising, as it does before a glottal stop (see figure 3), the length of the open phase becomes relatively shorter, resulting in a smaller value of ' t '. This results in a rising Rg value since it is proportional to the inverse of ' $t p$ ', and the asymmetry of the pulse Rk decreases. The opposite effect is shown when CQ decreases in figure 2. CQ tends to be lower utterance initially and utterance finally and can therefore account for the changes taking place in Rk and Rg in these regions. The interpretation of the variation in the parameter Ra in our data is not clear, but it seems to depend mainly upon the the strength of the excitation Ee .

This work has demonstrated that voice source changes found in natural speech can be resynthesised and that modifications to the shape of the excitation waveform in LPC resynthesis can alter perceived speaker quality appropriately, both for male and female speech. For some listeners dynamic excitation provides a closer perceived match to the natural speech than an excitation with a fixed waveshape Whilst the number of waveshape. Whilst the number of
subjects used in this test was limited subjects used in this test was limited
and a more widespread study is needed, and a more widespread study is needed,
it is thought that the use of sentence level material instead of isolated utterances will produce a clearer preference for a time varying excitation due to different intrinsic properties of the phonemes within the utterance as well as co-articulation, stress and intonation effects. Our experience suggests that the overall quality of synthesis from the JSRU synthesiser requires improvement before excitation changes will affect the perceived naturalness significantly. Work is in progress to modify the methods used to specify the formant amplitude data used by the JSRU system.
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A NOVEL MACHINE-LEARNING ALGORITHM FOR IMPROVING RECOGNITION PERFORMANCE IN A FEATURE-BASED, DELAYEDCOMMITMENT CONTINUOUS SPEECH RECOGNITION' SYSTEM
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## ABSTRACT

This paper describes an algorithm for machine learning in a featurebased continuous speech recogniser. This algorithm provides the recogniser with an automatic means of achieving high recognition scores when operating in speaker-independent mode. The learning algorithm operates at a lexical level because the fact the recogniser adheres to the principle of 'delayed commitment' in using speech signal information in making lexical decisions.

## 1. INTRODUCTION

The introduction by Kai-Fu Lee [1] of successful automatic learning and adaptation algorithms in Hidden Markov model speakerindependent continuous speech recognisers led to demonstrations of very significant improvements in the performance of recognisers using this architecture. To date no such similar learning algorithms have been devised for speakerindependent continuous speech recognisers using rule-based architectures. This paper presents a procedure which addresses the issue of learning techniques for rule-based recognisers.

## 2. THE RULE-BASED

## RECOGNISER

The rule-based recogniser used in this work was the FOPHO recogniser [2] which is a completely rule-based recogniser in which new lexical items and quasi-phonetic units alike are added to the system in the form of nested production
rules. All rules are written in the pocial purpose programming language, WAL (Wave Analysis Language) [3]. A simple rule in WAL involves associating a label with any time-segment of a speech waveform for which a specified signal processing function is true For example the rule

```
feature
    name : stry,
    wave : speech,
    (association:zcross(20000,50)
        is
    long_high_amplitude(20,100))
end.
```

will give the label "stry" to any portion of a wavetorm for which the number of zero crossings averaged over a 50 msec time-window remains above 100 for 20 msec or more. Complex rules in WAL cause labels to be associated with time-logical combinations of simple signal processing functions or of other rules, simple or complex specified either directly or by labe reference. Available time-logical operators in WAL are : and, or, not, then, before, atter, includes, strict_then, strict before strict_after. Rules can al'so have 'characteristics' (time_long, time_short, extendr, extendil) which can be thought of as extra conditions which rules have to meet in order to 'fire'. Thus the (complex) rule:
strict_then
association : speech is or with characteristic time_long (60)) end.
means that in order for the lexical label "four" to be associated with a speech segment, the rule "f" must fire and then the rule "or" must fire for a time interval of at least 60 msec.

One of the fundamental principles of FOPHO is that all rules leading to quasi-phonetic labels should embody the Klatt principle of delayed commitment [3] in that they should fire on all exemplars of a given phonetic unit at the cost of overfiring on a certain percentage of near-confusion sounds to the target sound. Word hypotheses activated by incorrect fires are hopefully eliminated by the requirement that for a given lexical item to be recognised, the phonetic features have to occur in a certain sequence.

The expressive ease with which it is possible to write and tes FOPHO rules using WAL, combined with the overtiring consequences of using the delayed commitment approach poses a problem for immediate introduction of formal automatic learning techniques in a system such as FOPHO. In order to proceed with the learning algorithm described here it was first necessary to heromate the checking of the automate the correctness or otherwise of rule fires against a labelled speech database and to re-structure the rule file on which automatic learning was to take place.

## 3. AUTOMATIC CHECKING

The Chk Program takes rule results from the WAL interpreter working
on a selected speech database and compares the results with the hand-marked labels in the database. Correct fires, misses, misfires and overfires are all reported and analysed on an utterance-by-utterance basis (the Uterance vertion) or as a summary verbose version) or as a summary for the whole database. If required the Chk Program also reports firing results in terms of rule components. For example, for the rule "four" given above, the program will, if the appropriate switch is set, indicate how many times and where both components fire and how many times only one or none of the components fires. This Chk Program forms the core of the learning algorithm.

## 4. RULE FILE

## RE-STRUCTURING

n order to make automatic learning easiar to implement it has been necessary to re-structure the rule file before learning commences. Under the re-structuring, the "or" time-logical operator is replaced by separate rule statements. Also rule components at the simple rule leve are tagged as 'capture' or 'eliminator' rules. The process of phonetic rule development is a process of 'capturing', if possible, all examples of a target phoneme while 'eliminating' as many phonemes as possible that are not in the target set The tagging referred to above provides an explicit record of this process.

## 5. PRELIMINARY PROCESSING

To provide a baseline for learning, ordinary rule development for a particular vocabulary is carried out for a single speaker. Rule development for this speaker is development for this speaker is typically done over at least twenty examples of each lexical item in spontaneous continuous speech. When the rules for the speaker are operating near-perfectly, they are used as the base set of rules for further work. This provides a suitable baseline for a speaker-
independent recogniser. For example, FOPHO rules were developed for one female speaker or the 'hard' vocabulary of the digits and the words "phone" and couble". When these rules were lested on 160 other speaker speaking a total of 250 utterances in spontaneous continuous speech with each utterance typically consisting of strings of fourteen to sixteen lexical items, the average percent correct over all lexical tems was
$\%$ correct $=$ No. correct
(No. correct + No. Misses)
$=63.3$
while the average misfire to correct ratio was

```
No.misfires }=0.5
vo. correct
```

Of course the scores for particular iexical items in this vocabulary varied somewhat with the best case being for the word "six" fo which the percent correct was $86 \%$ and the misfire to correct ratio was 0.60 . The worst case was the word "double" where the percent correc was only $44.3 \%$ and the misfire to correct ratio was 1.0. By tuning the ules on extensive data for second speaker, an improvement of $4 \%$ was achieved with no change in the misfire to correct ratio. It is on this single-speaker developed, second-speaker-tuned ecogniser that the learning algorithm was tested.

## 6. THE LEARNING ALGORITHM

 The aim of the learning algorithm is to improve recognition scores at the lexical item level. Generally this will lead to improved scores at the quasi-phonetic level although because of the principle of delayed commitment, this improvement will not necessarily follow.As indicated in Section 4, the process of recognition rule development is a trade-off process of capturing as many examples as
possible of a particular lexical item while simultaneously keeping misfires as low as possible. This trade-off notion is carried through into the learning algorithm.

In order to illustrate the operation of the algorithm we will trace its performance for the rule for the word "four" in the FOPHO digitvocabulary system for which baseline data is given above. The baseline data for "four" in that system atter second-speaker tuning is $67 \%$ correct and a misfire to correct ratio of 0.26 .

The learming algorithm first considers the percent correct results for the large speaker set for the major (i.e. immediate sublexical) components of a lexical rule. In the case of the rule for four these components are the rule for "f" and the rule for "or" which have baseline percent correct scores of $91 \%$ and $71 \%$ respectively for occurrences within examples of "four". The algorithm uses this data to find the weakest component in a rule (in this case "or") and selects this for further processing.

In the next step the algorithm concentrates on eliminator rules for the selected component. If the Chk Program results shows that these eliminators are falsely eliminating any known "four" the learning algorithm proceeds to relax the rule parameters by a fixed percentage (currently 10\%) in all the eliminator rules and keeps doing this until no examples are falsely eliminated. Results of this for "four" are given Result of this 'aftor step 1' given There is an $8 \%$ improvement in the percent correct results although the misfire to correct ratio does not change much because, while the number correct is improving, not as many cases as should be are being eliminated any longer.

In the next step, the algorithm concentrates on the capture rule components and proceeds to relax
both rule and time parameters again by a fixed percentage (10\% in this case) for all capture rules for this component. The results of doing this are the 'after step 2 results in Table 1. There has been a $12 \%$ inprovement in the percent correct score at the cost of almost doubling the misfire to correct ratio. Accordingly, the next step in the algorithm involves an attempt to lower this ratio. This is done by adding new eliminator rules designed to eliminate the majo misfire lexical items (in this case "five", "phone" and "one"). These eliminator rules are found by tablelookup, thus this step is only as good as the table contents. The 'after step 3 ' results show that the table contents probably should be strengthened.

It is not surprising that the major misfire groups for this example are the words "five", "phone" and "one" as in Australian English the truncated start of the words "five" and "phone" do in many cases sound like continuous speech "four", as does the start of "one" when heard following a word ending in /i/. Issues such as these pose a problem in selecting a suitable stopping condition for the earning algorithm. Presently the earning algorithm arbitrarily stops after three steps. An obvious extension is to have it improve performance on the next weakes component. At present the issue of the not-too-surprising mistires is handled by lexical eliminator rules which for this example leads to the FOPHO rule "finalfour":
feature
name : finalfour
wave: speech,
((()association : speech is four) and
not (association : speech is five))
and
not (association: speech is phone))
and
not (association : speech is one)) end.

## 7. ACKNOWLEDGEMENTS

This work was supported by grants from the Industry, Research and Development Board, the Australian Research Council and Wang Australia.

## 8. REFERENCES

${ }_{\text {Speech }}^{[1]}{ }_{\text {LEE }}^{\text {Recognition }}$ KAutomatic Development of the SPHINX System", Kluwer Academic Publishers, Boston, 1989.
$\left.{ }^{2}\right]$ ATKINS, S., KENNE, P., LANDY, D., NULSEN, $S$ and O'KANE, M., "WAL - A Speech Recognition Programming Languagen, Proceedings of the ICSLP 90, Kobe, Vol.1, pp233-236, November 1990.
[3] KLATT, D., "Speech perception : a model of acousticphonetic analysis and lexical access", J Phonet, 7, pp279-312, 1979
[4] O'KANE, M., "The FOPHO Speech Recognition Project", Proceedings of the Eighth International Joint Conference on Artificial Intelligence, Karlsruhe, pp630-632, 1983.
\% correct
misfire/correct ratio

| Baseline data | 67 | .26 |
| :--- | :--- | :--- |
| After step 1 | 75 | .27 |
| After step 2 | 87 | .50 |
| After step 3 | 87 | .43 |

Table 1 : Learning algorithm results for "four".

## AUTOMATIC LABELLING OF SPEECH SIGNAL INTO PHONETIC EVENTS
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## ABSTRACT

In this paper, we give the general principles behind an automatic system, developed at IRIT Lab, and capable of labelling speech signal for phonetic events. When using this sytem, the results secured on English, French and Swedish corpora demonstrate that the labelling operation becomes completely independen from either language, corpus or speaker. Moreover, this operation requires no manual adaptation or training whatsoever.

## 1. INTRODUCTION

Automatic labelling of speech corpora is an increasingly important problem, when considering present-day development of recorded speech databases -e.g., the DARPA Project ones.
In Europe, within the scope of the SAM ESPRIT Project -involving this kind of databases for multilingual corpora- the question has quickly arisen both as to how to adapt these various automatic labellers to different languages, and as to how to process speech material without having to resort either to a manual adaptation or to some kind of language, speaker or corpus training.
The latter problem is the one considered here, as we are presenting SAPHO -the phonetic front-end of our automatic labeller.

## 2. SYSTEM STRUCTURE

Our labelling system procedes in two successive main stages:

- in the course of the first one, the signal is both segmented and labelled into phonetic events (SAPHO component);

This work is supported by the SAM ESPRIT Project and the GDR-PRC Communication Homme-Machine Program.

- in the second stage, these events become aligned onto a phonetic transcription, supplied beforehand by a phonetician (VERIPHONE component).
A more detailed description of this can be found in [2], as only the general principles triggering decision are reported here.

1) The automatic alignment, arrived at, does not require any fine characterization of the phonetic events involved; macroclass labels being quite sufficient to do the job (As an extreme example, if the sequence [tom] were to be aligned onto the five-event string [+ocel] [+fri] [+vow] [ +voc ] [ +occ ], the phoneme [ t ] would easely be identified as made up of the first two elements of the string, while [o] would readely be identified as the third element and [m] as the last two elements).
2) Under such conditions, the whole set of permanent acoustic parameters, necessary for recognition, does not have to be used up.
3) An appropriate, limited choice, among these, will bear upon the minimum subset of the most robust parameters, given the target set for the exercise; i.e., labelling that is independent from either language, speaker or corpus.
In [4], various parameters can be found, which were used in automatic labelling. Some of them describe signal amplitude, others spectrum.
We chose two parameters that are universally used by manual labellers; namely, the amplitude parameter and the zero crossing rate -both of wich contain enough information to accomplish the contemplated task.
Both afford the advantage of an identical performance over whole sets of languages, speakers and corpora.

These parameters have to be pre-processed in order to achieve an optimal automatic segmentation.
In Fig.1, for example, three parameter forms can be seen to characterize amplitude.
amplitude.
In 1 c , maximun amplitude is evaluated over each one of the 4 ms successive frames; this amplitude has undergone a non-linear smoothing (NLSA parameter) that does preserve major instances of signal discontinuity.
In 1d, mean amplitude (energy) over each In ld, mean amplitude
8 ms frame is evaluated.
8 ms frame is evaluated.
These two amplitude values can be directly These two amplitude values can be directly
compared to the initial waveform given in 1b.
Oui choice went to the logarithmic NLSA amplitude -normalized LNLSA.
This normalization occurs at two different levels:

- with respect to the whole corpus, in order for the amplitude, thus normalized, to vary within the $[0,1]$ interval,
- with respect to a local signal interval, by taking the ratio of amplitude to maximum amplitude within a $\pm 0.25 \mathrm{~ms}$ window that is centered upon the instant considered (whenever this maximum amplitude falls below a floor value, the latter is taken, instead as the denominator of the ratio)
This representation of amplitude is advantageous in at least three ways:
- it preserves essential contrasts between successive phonemes (the NLSA parameter can be compared to the mean amplitude one; allowing to observe that, with the latter, the contrast "closed/nasal consonant" is all but lost, whereas it comes out enhanced with NLSA);
- amplitude comes out smooth, while - amplitude comes out smooth, while essential in
preserved;


## preserved;

- amplitude is strongly correlated to phoneme aperture; the effects of the mean sound intensity variation, within the phrase, being attenuated by local normapization.
Similar treatments are applied to the zero crossing rate given in 1e; although, in this case, normalization is global over the whole corpus.
The parameter thus obtained is LNLSZ. Both parameters, LNLSA amplitude and LNLSZ zero crossing rate, constitute the starting basis for an evaluation of cues, enabling to label each 4 ms within one of
the categories appearing in the table on Fig. 2 .


Fig. 1 - Temporal parameters : 1a) Spectrogram, 1b) waveform, ic) NLSA normalized amplitude, 1b) waveform, ic) NLSA ne NLSZ zero crossing rate.
Events are obtained, next, when regrouping frames by labels of equal values, while smoothing off any segment that is too short.

| $K$ | strong syll | S | s like fric |
| :--- | :--- | :--- | :--- |
| W | weak syll | C | short S |
| L | acute voc | $Z$ | $z$ like fric |
| U | grave voc | F | weak fric |
| O | voiced occl | $X$ | $x$ like fric |
| Q | unvoiced occl |  |  |

Fig. 2 - Table 1 : Phonetic events.

## 3. EVALUATION

The quality of various events, obtained can be evaluated thanks to the different kinds of results.
The ones given in Table 2, Fig.3, show quality of automatic segmentation, as this quality of automatic segmentation, as the compares to manual labelling, when the latter is obtained over EUROM-O French, English and Swedish corpora, without any
kind of either manual adaptation(-phase) or learning.

These results remain very steady from one language to the next. Furthermore, boundary accuracy is of the same order as

| Pass | Language | Phoneme <br> Number | Speaker <br> Number | Surseg. <br> Ratio | QC(*) <br> $\pm 13 \mathrm{~ms}$ | QC <br> $\pm 17 \mathrm{~ms}$ | QC <br> $\pm 21 \mathrm{~ms}$ | QC <br> $\pm 25 \mathrm{~ms}$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | English | 4476 | 4 | 2.10 | 0.850 | 0.890 | 0.914 | 0.933 |
| 3 |  |  |  | 1.44 | 0.794 | 0.843 | 0.872 | 0.888 |
| 1 |  |  |  | 1.27 | 0.763 | 0.815 | 0.846 | 0.865 |
| 2 | French | 2909 | 2 | 2.74 | 0.866 | 0.918 | 0.938 | 0.950 |
| 3 |  |  |  | 1.78 | 0.823 | 0.894 | 0.919 | 0.933 |
| 1 |  |  |  |  | 1.53 | 0.793 | 0.870 | 0.898 |
| 2 | Swedish | 1379 | 1 | 2.15 | 0.782 | 0.833 | 0.861 | 0.884 |
| 3 |  |  |  | 1.58 | 0.742 | 0.793 | 0.826 | 0.846 |

(*) $\mathrm{QC}=[\mathrm{n} / \mathrm{N}], \mathrm{N}=$ number of manual boundaries, $\mathrm{n}=$ those ones that have an approximation to an automatic boundary less than $\pm x \mathrm{~ms}(x=13,17,21,25)$.

$$
\text { Fig. } 3 \text { - Table } 2 \text { : Quality of the SAPHO segmentation. }
$$

The other results also display great steadiness, both over various corpora and from one language to the next
The results, presented in this paper, show that segments, provided by a handlabeller in order to account for a realization of phonetic units showing up in a transcription, generally are compounds that can otherwise be broken down into a set of a few phonetic elements made available by the SAPHO automatic process.
Modelizing a given phonetic unit, belonging to a given language, boils down, therefore, to specifying the stochastic laws which pertain to it and which steer a combination of events leading up to a realization of these units. In the way of phonetic units, it is of course much better to choose contextual allophones, for a more homogeneous spread of the various realizations.
In addition to this process -which is likely to occur in every language- there are properties -also common to all languages-such as the presence of events that are specific to natural classes of phonetic units.
This is illustrated in the table on Fig.3, where stops can be seen generally to entail an event Q. It is clear, however, that in this respect languages differ from each other through their respective phonological
what is observed when comparing between 'handlabellers' performances.

The results, presented in this paper, show that segments, provided by a handlabeller in order to account for a realization of phonetic units showing up in a transcription, generally are compounds that can otherwise be broken down into a set of a few phonetic elements made available by the SAPHO automatic process.
Modelizing a given phonetic unit, belonging to a given language, boils down therefore to specifying the stochastic laws which pertain to it and which steer a combination of events leading up to a realization of these units.
In addition to this process -which is likely to occur in every language- there are properties -also common to all languages-such as the presence of events that are specific to natural classes of phonetic units. This is illustrated in the table on Fig.4, where stops can be seen generally to entail an event $Q$.


Fig. 5 - The two levels of automatic labelling; language modeling implications.
It is clear (Fig.5), however, that in this respect languages differ from each other through their respective phonological systems, and that the chance laws pertaining to various phonetic units must be specifically estimated for each such unit. Thus, the table on Fig. 4 shows that, in English, the phoneme [ t ] becomes realized quite often (probability in the order of $40 \%$ ) as $\mathrm{Q}+\mathrm{S}$. This combination does occur in French, as well, but with a lesser frequency (ca. $12 \%$ prob.). Conversely, the combination of $Q$ with a vocalic
segment ( $W, L$ or $U$ ) seldom occurs in English, whereas it is frequent in French (ca. $23 \%$ ).

## 4. CONCLUSION

The results we have secured over English, French and Swedish speech corpora, demonstrate the feasibility of labelling phonetic events that are language-speaker-, as well as corpus-independent. However, these results should be reinforced both over larger corpora and over a more numerous set of languages. The results, presented here, were secured with the SAPHO System, which makes use of information relating only to amplitude and zero crossing rate.
We are now working at an efficient use of these events in automatic alignment and on pre-selection of sub-vocabularies within large lexicons.

The authors are thankful to Prof. J. F. Malet, CSU Sacramento, for this prompt translation of their original French ms.
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## ABSTRACT

This experimental device, is particularly valuable for obtaining a perfect correlation between articulatory and acoustic events. It allows the simultaneous recordings:

- Labio vidcofilms: frontal and side view.
- Radioscopic videofilms of the complete vocal tract.
-Endoscopic videofilms of velum, pharynx, larynx, oral cavity etc...
Speech signals and images are synchronized. The various images are recorded simultanously on video recorders at 50 frames per second.


## 1. INTRODUCTION

Les études sur les processus d'encodage de la parole qui permettent de passer du niveau linguistique au niveau phonétique, revêtent depuis plusieurs années un intérêt croissant,et en particulier celles qui portent sur les mécanismes articulatoires. Les phénomènes de coproduction et de coarticulation, ainsi que la variabilité intra et inter locuteurs, sont les deux pôles de cet intérêt avec comme objectif, 'amélioration des systèmes de synthèse et reconnaissance vocale.
Les dispositifs d'exploration des mouvements des organes articulateurs, sont nombreux et de principes variés. Une des méthodes les plus directes pour mettre en évidence leurs mouvements, est de décomposer leur cinématique image par image, selon le concept «du récit chronophotographique avec arrêt sur l'image», imaginé par MAREY [1]. En 1986, nous avions réalisé un dispositif d'acquisitions vidéo simultanées sur des images du voile, des èvres et de la coupe sagittale du conduit vocal [2]. Ce dispositif qui nous donnait satisfaction, a dû évoluer pour les raisons suivantes. Tout d'abord, ce système etait constitué par du materiel vidéo standard, et en particulier par des consoles de mixage utilisées au minimum de leurs possibilités et dont nous ne disposions pas en permanence. Nous devions l'emprunter ou le louer auprès de différents fournisseurs, il était de ce fait hétéroclite et onéreux. Enfin, le dispositif de synchronisation manquait de précision, même s'il nous a permis de ne
pas perdre d'images. La nécessité de réaliser de multiples enregistrements sur un grand nombre de locuteurs, dans le cadre d'un contrat de recherche avec la Région Provence- Alpes -Cote d'Azur (PACA), nous a amener à développer le système suivant: Il est possible d'utiliser un maximum de cinq caméras vidéo. Toutes ces caméras sont syn chronisées par une horloge générale. Un dispositif particulier permet l'incrustation sur chaque image du signal acoustique et des informations de syn chronisation. le système est complété par une téle commande générale de toutes les fonctions d'ac quisition, d'un dispositif d'affichage du corpus à prononcer, el d'un appareillage mécanique de posi tionnement du sujet et des différents capteurs d'in formation.
2. LA PRISE D'IMAGES

Il est possible d'utiliser des caméras de toutes provenances, à condition qu'elles disposent d'une entré de synchronisation (genlock). Nous n'utilisons cependant, que des caméras à dispositif de transfert de charges (CCD ), particulièrement bien adaptées à la décomposition du mouvement. En ef fet, les CCD ont, parmi d'autres avantages, une remanence beaucoup plus faible que les vidicons[3] ce qui permet de ne pas éblouir longtemps le capteur ( avantage très important en endoscopie), e surtout la possibibilite d'utiliser un obturateur (shutter ), qui permet de definir plus précisément l'image dans le temps, pour l'étude des mouvements rapides (lèvres) [4]; Pour l'étude des mouvements des lèvres de face et de profil, nous utilisons des caméras PANASONIC WVF 250 tri CCD, équipées d' un objectifS 12 X75 BRM avec un temps d'exposition de 1 ms qui necessite un eclairage puissant. La caméra pour l'étude des mouvements du voile est une PANASONIC M10 couleur mono $C C D$, caractérisée par un très faible éclairement minimum ( 10 lux ) qui permet de pallier le manque chronique de lumière des fibroscopes. Ce dernier est un bronchoscope OLYMPUS BF20D, choisi pour sa bonne définition d'image ( bien supérieure a celle des nasolaryngoscopes) et son double canal d'éclairement. Il est associé à une source de
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lumière au xénon OLYMPUS CLV10 utilisée en mode continu ( non pulse). Il est possible d'utiliser des caméras tri CCD pour ceute application mais elles sont beaucoup plus encombrantes et plus lourdes. Enfin, la caméra monochrome de vidéoradios copie est caractérisée par une grande définition (700 points par lignes). Elle fait partie d'une installation d'angiographie GENERAL ELECTRIC (CGR) utilisé pour des interventions de micro-chirurgie intra- vasculaire de longue durée. Elle dispose d'une grande luminosité grace à un amplificateur de brillance très sensible qui permet de faibles doses de radiations X . Son champ a un diamètre de 34 cm , on peut ainsi y cadrer le conduit vocal dans sa totalité.

## 3. L'HORLOGE DE SYNCHRONISATION

Toutes les caméras et les dispositifs de synchronisation sont cadencés par une horloge générale. Sa fréquence est générée soit par une référence interne à quartz, soit à partir du signal vidéo d'une caméra. Cette possibilité est obligatoire dans le cas de l'utilisation de la videoradioscopie dont I'intallation ne dispose pas d'une entrée de synchronisation exterieure (genlock). Compte tenu de sa spécificité ( 12 sorties de synchronisation) cette horloge a été fabriquée localement.

## 4. LE SYSTEME DE SYNCHRONISATION

C'est le dispositif central de toute l'expérience. Nous l'avons réalisé spécialement pour faire des enregistrements vidéo parfaitement identifiables en toutes circonstances. Pour cela nous faisons apparaître sur chaque image:

- Le numéro de la phrase dans le corpus (clap ).
- Le numéro de l'image ( trame paire ou impaire ). - Le signal acoustique correspondant à la durée exacte de la trame de télévision ( 20 ms ) de haut en bas sur la partie gauche de l'écran.
- Les reférences du locuteur.
- La date de l'enregistrement.

Les phrases sont considérées comme des séquences cinématographiques comprises entre deux claps. Le système de synchronisation peut compter jusqu'a 99 claps. Chaque clap remet à zéro le compteur d'images. C'est le locuteur qui déclenche le clap, qui fait apparaitre la phrase à prononcer sur l'écran d'un PC. Il peut également déclencher l'acquisition de signaux issus de différents capteurs (débits, pressions, déplacements, etc...) sur un autre PC disposant du logiciel PHYSIOLOGIA [5]. Le compteur d'images est synchronisé par l'horloge générale. Chaque image est constutuée par une trame paire ou impaire du signal vidéo, sa durée est de 20 ms pour le standart européen. Il est possible d'utiliser ce dispositif à la fréquence de 60 trames par seconde si cela s'avère nécessaire. Le système peut compter jusqu'à 999 images entre deux claps. Les impulsions d'images correspondent au retour de
trame ( synchronisation verticale du signal video). Elles synchronisent le défilement d'un scope X Y sur lequel est visualisé le signal acoustique. Ce dernier est filmé au moyen d'une caméra monochrome PANASONIC WBL200 equipte d'un objectif LA12B2 synchronisée par l'horloge genérale. Les impulsions de claps et d'images sont enregistrées sur une des deux pistes son des magnétoscopes. Elles sont reconnaissables par leur différence d'amplitude. Elles peuvent moduler une fréquence de 2 kHz pour les claps et de 7 kHz pour les images pour realiser des marqueurs sur des analyses en fréquence de type sonagramme [6]. Enfin, les impulsions de claps peuvent être mixees au signal acoustique pour parfaire la synchronisation imageson. Les informations d'identification des locuteurs et la date de I'enregistrement, sont affichées sur un indicateur alphanumérique électroluminescent, ainsi que les numéros des phrases et des images. Cet indicateur est filmé par une seconde caméra monochrome dans les mêmes conditions que précédemment. Toutes ces informations d'identification et de synchronisation sont ensuite incrustées dans chaque image anatomique au moyen d'un mélangeur vidéo.

## 5. LE MELANGEUR VIDEO

Nous mélangeons à chaque signal vidéo couleur PAL issu des caméras de prises de vues anatomiques, des signaux vidéo monochromes issus des caméras de synchronisation. Tous ces signaux étant en phase au moyen de l'horloge générale, nous pouvons nous contenter de simples mélangeurs sans dégrader les couleurs originales. Nous évitons ainsi d'utiliser des régies de mixage vidéo complexes et couteuses. Le mélangeur vidéo est constitué par 5 canaux à 3 entrées. Une entrée commune à tous les canaux, contient les informations sur l'enregistrement et les numéros de claps et d'images. Une entrée, sur chaque canal, est réservée à l'image du signal acoustique, qui peut être supprimée pour augmenter la dimension utile de l'écran. La dernière entrée est réservée aux images anatomiques. Les réglages de mélange ne jouent que sur la luminance de chaque entrée, etle peut être ajustée sur une échelle de + ou - 20 dB .

## 6. LA PRISE DE SON ET SA SYNCHRONISA-

 TIONLa prise de son est effectuée au moyen d'un microphone à électret AKG C410, associé à un préamplificateur mélangeur. Le signal de parole est enregistré sur une des deux pistes des magnétoscopes; L'impulsion des claps de début des phrases est superposée au signal de parole (pour avoir un bon repérage temporel de ce demier s'il doit être acquis sur ordinateur en vue d'un traitement acoustique). Le signal de parole peut être également mixé avec les impulsions d'image comme nous l'avons préci-
sé précédemment, il est alors enregistré sur un magnétophone bipiste avec le signal original. L'ensemble de l'expérience a un fonctionnement silencieux excepté la source de lumière OLYMPUS que l'on a du insonoriser pour avoir une bonne dynamique de la prise de son.

## 7. L'ENREGISTREMENT DES IMAGE

Les images anatomiques contenant les informations d'identification et de synchronisation sont enregistrées sur des magnétoscopes au standart UMATIC SONY BVU 900 avec le signal acoustique sur la piste 1 et les impulsions de claps et d'images sur la piste 2 . Si l'on désire une image synthétique de quatre images anatomiques, il est possible d'en réaliser le montage au moyen d'une régie de découpage FORT A MV 24 GL par exemple et de l'enregistrer sur un cinquìeme magnétoscope. Un dispositif de télécommande générale, permet de déclencher simultanément toutes les fonctions des magnétoscopes et magnétophones.

## 8. LES EQUIPEMENTS ANNEXES ET LES

 PROCEDURES DE CALIBRATIONTous ces équipements sont solidaires d'un ensemble mécanique dont le centre est occupé par le fauteuil sur lequel prend place le locuteur. La tête de ce dernier est maintenue par un céphalostat efficace et peu contraignant. Le fauteuil est contenu dans un paralléllépipède dont on peut très précisément ajuster le positionnement. Il peut supporter les caméras, l'endoscope, les dispositifs de calibration, les filtres pour rayons X, le microphone d'enregis trement ainsi que divers capteurs. Cet ensemble mécanique est adapté aux dimensions des installations d'angiographie, il est démontable pour être facilement transporté.

Les calibrations sont effectuées de deux manières différentes soit en positionnant des repères réalisés par maquillage, soit à partir de références dimentionmelles mécaniques. La première procédure , applique aux images des lèvres de face et de profil. Deux videofilms sont réalisés simuitanément, l'un en gros plan sur les levres, l'autue de toute la face. Dans les deux cas, les levres sont maquillées en bleu afin d'assurer une meilleure précision à la mesure d'aperture [7]. Des repères de calibration peuvent être peints sur le visage du tocuteur. La méthode qui consiste à placer des repères dans le conduit vocal pour l'étude de sa coupe sagittale s'apparente à cette procédure. Pour cela, des billes de nickel-chrome sont placees par collage sur la langue pour repérer plus facilement ses mouvements [8]. La deuxième procédure consiste à placer une règle de référence dans le plan des lèvres de face et de profil età la filmer avant chaque séquence de prise d'images.

## CONCLUSION

Ce dispositif d'étude des mouvements des organes articulateurs, est l'aboutissement d'une lente évolution, et sa mise au point, le résultat de nombreues manipulations. De telles expériences, qui nécesion le contrôle de très nombreux paramètres ne itent sont jamais simples a mettre en oeuvre. Nous commençons à bien les maîtriser. Les principes fondamentaux de ce système sont maintenant bien établis, et les améliorations actuelles ne portent que sur des points de détail. Il nous reste à dépouiller et a traiter l'énorme quantité d'informations ainsi réa to collée. Ceci ne peut se fairequa nous travaillons et sitifs automatiques sur lesquels nous travaillons et qui feront l'objet d'un prochain exposé.
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1 A model for automated speech correction of German
vowels: a pilot study.
Rudolf Weiss, Antonio Arroyo

2 Le français de Germanophones débutants. Topologie
graphique de distorsion.
Denis Lefevre ..... 5:282

3 Generalization of new speech contrasts : trained using
the fading technique.

Donald G. Jamieson, April E. Moore ..... 5:286

4 Perception and production of Italian plosives by
Austrian learners.
Hans Grassegger ..... 5:290

5 Studies of methods for the measurement of speech
comprehension.

Robert McAllister, Mats Dufberg

6 A new dictionary of English pronunciation. John C. Wells5:298

7 Rhythm and the Algerian speaker of English.
Nadia Benrabah-Djennane ..... 5:302

8 La vie sociale des sons, modèle didactique de la prononciation du français. François Wioland

9 Fiches correctives des sons du français : défense et illustration de la correction phonétique ponctuelle. Jean-Guy Lebel
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## SESSION 10 : Applications

1 Acoustic phonetic and prosodic correlates of Hindi stop consonants.
Shyam S. Agrawal
2 Electronic edition of phonetic symbol guide. George D. Allen, Geoffrey K. Pullum, William A. Ladusaw

3 Microcomputer-based interactive prosody workstation. George D. Allen, V. Paul Harper
4 A video introduction to German Phonetics. $\quad$ E:326
5 Dans quelle mesure peut-on prévoir la séquence phonétique qui se réalise en image? La voix intérieure qui précède l'émission de voix. Keiichi Kojima
6 Articulation-based tactile speech for the deaf : a complete set of tactile segmental features for German. Hans Georg Piroth, Hans G. Tillmann

7 Speech-prosody characteristics of young children with speech disorders of unknown origin. Lawrence Shriberg

8 Temporal variables following unilateral left or right hemisphere lesion. Parth-Markand Bhatt

9 Acoustical characterization of a palatine plate. Fabrice Plante, Christian Berger-Vachon, Isabelle Kauffmann, L. Collet
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Natalia Bogdanova, Inna S. Panova-Jabloshnikova, Svetlana B. Stepanova5:354
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Paul A. Kremel ..... 5:358
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Abdelazim Youssif, Elisabeth Lhote ..... 5:362
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Idelette Clavier Pinek, B. Pinek, J.L. Nespoulous

## SESSION 11 : Acoustique / Acoustics
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2 Acoustical cues for voiced and breathy final stops in Gujarati language. Christine Langmeier ..... 5:374
3 Equivalence perceptuelle et differenciation acoustique. Pierre Durand5:378
人4 The cross-language validity of acoustic-phonetic features in label alignment. Paul Dalsgaard, Ove Andersen, William Barry ..... 5:382x
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6 La vitesse d'articulation et les unités sonores dans la chaîne parlée.
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9 Justification perceptive du spectrographe auditif. Christophe d'Alessandro, Denis Beautemps
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10 Dynamic voice source synthesis.
Sarah Palmer, David M. Howard
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- 12 Automatic labelling of speech signal into phonetic events.
H. Kabré, G. Pérennou, N. Vigouroux ..... 5:450×
13 Un système d'acquisition d'images simultanées pour l'étude des mouvements des organes articulateurs. Bernard Teston ..... 5:454


[^0]:    Finally, the speech changes which occur when divers attermpt to communicate in $\mathrm{HeO} 2 / \mathrm{P}$ environments have been documented to some degree. Briefly, these variations include nonlinear shifts in vowel formant structure $[2,6]$ and (often) raised speaking fundamental frequency (FD), at least on a behavioral basis $[9,12]$.
    Other changes may or may not include shifts in VC ratios and the presence of nasal quality

[^1]:    ${ }^{1}$ We are graleful to Michael Newton and Jonathan Calder for their comments on this paper. Our work is supported by ESPRIT Basic Research Action 3175 (DYANA).
    ${ }^{2}$ For a more thorough definition of these terms, see [7]. There are various systems for the computational implementation of abstract specifications, e.g. [8,9].

[^2]:    ${ }^{3}$ In general. let $\sigma, \sigma^{\prime}$, and $r$ be sorts such that $\sigma^{\prime}<\sigma_{\text {s }}$ let $f$ be an operator of iank $\sigma \rightarrow r$, and let $t$ be a term of son $\sigma^{\prime}$. Then $f(t)$ is defined, and is a term of sort $\tau$. From a semantic point of view, we are saying that if a function assigns values to members of particular set $X$, then it will also assign values to members of any subset $X^{\prime}$ of $X$. See $[5,11]$ for discussion of this approach to inheritance.

[^3]:    A proviso is necessary here. Just because there is a critical CD at the tongue tip does not mean that a fricative is being produced. For example, the lips might be closed. We can get around this problem with the use of CD percolation (as already defined) and the equation $S_{1}$ oral $=$ crit. Further discussion of this option may be found in [2]

[^4]:    Le texte est le suivant : "D'éminents biologistes et d'éminents zoologistes américains nt creé pour des vers geants un nouveau phylum dans l'actuelle classification des nombreuses espices vivantes. Ces longs vers prospèrent sur le plancher marin des zones sous-marines profondes. Des sources thermales chaudes $y$ maintiennent une temperature moyenne elevé."

[^5]:    Figure 1. The number of children, who could articulate each consonant correctly at least once ( ( ) phonetic competence) and, who made correct use of their articulation in spoken language ( phonological competence) is shown in initial, medial and final word position. sj denotes /f $/$, ng / $\mathrm{y} /$ and $t j / \mathrm{c} /$.

[^6]:    2 Coarticulation and the perception of nasality. Rena A. Krakow, Patrice S. Beddor

