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Abstract: For non-native German speakers, correct vowel perception can be dif-

ficult due to a relatively large inventory of German vowels which are similar in

their acoustic qualities and/or duration. For L2 learners whose native language

does not distinguish between these similar vowels, several distinct vowels may be

assimilated to a single vowel category from the speaker’s native language [3]. This

perceptual deficit carries over into production, where it has been shown that some

L2 German speakers fail to correctly produce German vowel minimal pairs [6]. In

order to help non-native German speakers improve both perception and production

of acoustically similar vowels, we propose a prototype visual feedback tool which

illustrates the differences between the sounds. The tool is based on a listening and

repetition exercise, with an added visual modality which provides graphic repre-

sentation of the first two formants as well as duration. The user can listen to native

German productions of target vowels and see formant values and duration visually

represented, then record their own productions and see how formants and durations

compare. The goal is that with repeated use, the learner can adjust their production

of the vowels to approximate acoustic and duration based targets from the native

German productions.

1 Introduction

The contents of this paper describe the development a Computer Assisted Pronunciation Train-

ing (CAPT) tool intended to improve German vowel pronunciation for non-native German

speakers. It will begin with a background of second language learning research which theo-

rizes why certain speech sounds are persistently misclassified by second language learners, and

goes on to identify some pedagogic goals for learning new phonetic categories in order to over-

come these errors. It then looks at existing CAPT systems to provide examples of successful

and unsuccessful feedback strategies which have informed the development of this CAPT tool.

The second section describes the system itself, including a description of the user interface, the

reasoning behind the feedback method, and the process of vowel detection and measurement.

Because the tool is presently still a prototype under development, the third section is devoted

to discussing future possibilities. This includes an example of a pronunciation training exer-

cise using the tool, as well as some proposals for improvements, and testing of usability and

effectiveness. The final section is reserved for conclusions on the proof of concept of a vowel

training system for computer assisted pronunciation training.

1.1 Second Language Learning

Research has shown that adult learners of a foreign language experience persistent difficulty in

the ability to perceive certain phonological contrasts due to interference from the phonology of

their native language. For vowel contrasts, studies have been performed across several language
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pairs which point to difficulties in perception when the learners’ native language has a single

vowel category in a given acoustic region, and the target language has two or more vowel cat-

egories in a similar region. For example, native speakers of Spanish have difficulty perceiving

the Catalan /e-E/ distinction [10], and native speakers of Italian have difficulty perceiving the

English /a-2/ or /a-æ/ [4]. Difficulty also arises for vowel categories which are contrastive in

duration and spectral values, such as Italian speakers attempting to discern between the /i-I/

distinction in English [14]. Flege [3] has proposed a theoretical model to account for these

phenomena, which hypothesizes that the formation of a new category for an L2 sound may be

blocked and falsely classified as equivalent to a category in the L1 if the sounds are similar and

learners lack the ability to perceive the acoustic or phonetic features which distinguish between

the two. The model goes on to state that the production of the L2 sound will resemble that of the

L1 category to which it was assimilated. Work by Hirschfeld [6] in the field of German phonol-

ogy shows this to be the case, and that foreign learners of German show production problems

with several German vowels which do not exist in the their native phonology.

The model by Flege also provides hypotheses as to how new vowel categories can be success-

fully created. If bilingual learners are able to discern at least some of the features (such as

spectral values or vowel duration) that differentiate a sound in the L2 with a vowel category in

the L1, they may successfully form a new category. However, the establishment of a new vowel

category for bilingual learners may rely on different features or feature weights to define the

category boundaries as compared to a native speaker. Experimental evidence of this has been

show in the perception of Dutch vowels by Spanish and German learners of Dutch [2]. For

example, Spanish learners of Dutch rely heavily on vowel duration to categorize tokens of /a-A/,

while L1 German learners and L1 Dutch natives rely more heavily on spectral information. The

implication of the research presented in the section suggests that while the phenomena of vowel

category misclassification is widespread among L2 learners, errors are specific to the learn-

ers L1 background, and strategies for overcoming these errors may also need to be language

specific. Using these findings, we identified the following list of priorities for development

of a pronunciation tool for vowel segment contrasts: 1.) Learners must be made aware of the

features which differentiate similar sounds in the target language. 2.) Information for several

features should be provided to accommodate learners of different L1 language backgrounds. 3.)

Certain features can be highlighted or emphasized based on the specific language background

of the learner.

1.2 Computer Assisted Pronunciation Training

Moving forward from the pedagogic priorities established in the previous section, the focus now

shifts to examine how technology can be employed to meet those needs. The development of

CAPT is a promising field for language education, and several CAPT systems claim the abil-

ity to automatically identify pronunciation errors and provide some form of feedback [9, 13].

This can be a powerful tool in addressing issues with foreign accent which may be difficult or

even impossible to isolate in a typical classroom setting [13]. However, there is a great deal

of discussion about what parts of the signal are amenable to searching for pronunciation errors

(e.g. segment, word, phrase) and once that information is gathered, what are the best methods

of providing feedback [5, 9]. We will look at several systems and discuss both advantages and

drawbacks of the feedback they provide in hopes of establishing some guidelines for pedagogi-

cally sound feedback.

The first type of CAPT system to discuss will be applications which perform some type of auto-

matic speech recognition (ASR) on a user’s utterance and return feedback based on the results

of the ASR algorithm. A fairly ubiquitous version of ASR based pronunciation training is used

151



in commercial products which give users a general rating or goodness measure of their accent

[13]. These systems have been regarded as problematic by the academic community for two

main reasons: First, a single rating on the quality of pronunciation throughout a whole sentence

makes little pedagogic sense. The feedback is far too coarse grained to be acted upon, because

the learner cannot use that information to improve the production of any specific sounds or the

overall prosody of the phrase [5]. Second, the speech recognition algorithm used for evaluating

the accent is completely opaque, and therefore it is unclear what qualities constitute a normal

accent, and what qualities are considered foreign. One alternative to the general score feedback

paradigm is for a CAPT system to employ ASR to identify word level errors. Neri et al. [9]

mention two systems which label mispronounced words of a target sentence in red to point out

where the user has made a mistake. By making the feedback focused on the word level, the user

has a much better chance of being able to identify and correct the error. However, the feedback

still remains too implicit, and this leaves the user with the lengthy task of trial and error to ar-

rive at the correct word pronunciation without guidance on what segments or suprasegmentals

need attention [5]. While ASR has made great improvements in the past decade in the ability

to detect foreign accented speech, at present it still lacks the precision to identify segment level

errors, which makes it of limited use for fine grained pronunciation feedback for vowels and

consonants [8].

Because automatic error detection remains, at present, computationally difficult, perhaps that

task is better suited for the cognitive resources of the user. The CAPT system can instead

provide a visualization of what’s happening in the speech signal, allowing user identify their

own errors and act to correct them. There exists many CAPT systems which do produce some

visual analogy of the speech signal (or parts thereof) with varying levels of success [9]. Some

early systems provided the user with an oscillogram and spectrogram of their speech production

which could be compared to some gold standard. The clear drawback of this type of feedback

is that it is very difficult to interpret, and requires prior phonetics training to read the oscillo-

gram and spectrogram [5]. More success has been found in displaying abstract visual feedback

derived from the speech signal. For instance a system which display representations of into-

nation, stress, and rhythm as visual cues to improve pronunciation of suprasegmentals in an

L2 language [7], or a system which is designed to correct segment level errors by providing a

visual representation of the vocal tract moving with the speech signal [15]. CAPT tools such

as the two just mentioned are examples of how automatic signal processing and visualization

techniques can provide useful analogies of a speakers voice which would be impossible in a

typical classroom setting.

2 System

Examples of CAPT systems previously mentioned have shown that providing useful feedback

is challenging, and there are some pitfalls to avoid such as overly generic feedback, or feedback

which is difficult to interpret. In addition to the technological considerations, analysis and

feedback must be pedagogically motivated with the learner’s progress in mind. With these

considerations taken into account, the design of this CAPT tool was intended to address the

narrowly defined task of vowel perception and production, and to provide feedback to users in

a visually intuitive format. Because vowels are difficult to describe in terms of clearly defined

articulatory positions, we have opted to adopt an abstract visual approach to feedback which

shows the vowel’s acoustic characteristics in two-dimensional space, and the duration as a bar

graph. By drawing these features, the user has a visual analogy of what happening in the vowel,

and can use that as a supplementary source of information when training vowel production.
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2.1 System Layout

In what follows we describe the layout and user interface (UI) of the prototype pronunciation

training tool. The tool was created using the Praat Scripting language [1] and takes advantage of

the functionality of the Praat demo window in order to display the controls and visual feedback

regions pictured in figure 1. The region in the bottom left side of the figure (label 1) contains

buttons which play back examples of minimal pair nonsense words spoken by a native German

speaker. In the example shown, the minimal pairs contrast the categories for the German vowels

/i/ and /I/. When a sound has been played, two modes of visual feedback are provided to show

the listener some of the the qualities of the vowel produced. Spectral information is provided

by plotting a point representing the F1-and F2-values of the vowel (label 6) superimposed on

set of targets in acoustic space (label 4). The x-axis of the acoustic space represents F2-values

analogous to front and back vowels, and the y-axis represents F1-values analogous to high and

low vowels. Target centers are based on average male German productions of the /i/ and /I/

vowels respectively as measured from the Kiel corpus of read speech [11]. The duration of the

vowel is displayed to the right (label 5) in green. The user can then attempt their own production

of the nonsense word by pressing the record button (label 2). The record function provides by

default 3 seconds for the users to record their own voice, after which, the audio is processed

and the vowel is plotted in the acoustic space (label 7) and as a duration bar (label 5). Both

the plotted point, and the duration bar appear in red and are labeled “user” so that the user can

see how their production of the vowel compares to the native German pronunciations labeled

in green. The script allows for multiple recordings to be cumulatively plotted in the acoustic

space, so that the user can see if new attempts at producing the vowels are getting closer to

the targets. The user may also listen to the previous 5 recordings they have produced (label 3)

in order to sensitize their ear to the subtle changes in vowel quality which produced different

results.

Figure 1 - User Interface with the numbered regions showing the following: 1: playback of native

speaker, 2: record button, 3: playback of user, 4; acoustic space with vowel targets, 5: duration space

with vowel lengths from native speaker and user, 6 & 7: vowels from native speaker and user plotted in

acoustic space.
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The design of the user interface is intended to be simplistic and free from extraneous infor-

mation which might distract the user. For this reason, we have chosen to leave the axis of the

acoustic space un-labeled, as well as the duration bars. This decision was made with concern

that users seeking a specific number target would be distracted from the larger goal of pro-

ducing and perceiving native like German vowels. The visual fields of information are thus

intended only as a reference to show certain acoustic properties, with the intention that they

will contribute to better aural discrimination between two or more similar vowel categories.

2.2 System Design

The technical aspects of system design rely on the functionality of Praat [1] in order to process

the signal and provide information for visual feedback. The first task which must be performed

is to identify the vowel region in a recording, and create a reference file marking (TextGrid) the

beginning and end of the region. This is done by looking at the intensity curve of the recording

and selecting the part of the signal which is within 10 dB of peak intensity and which has a

duration of at least 40 ms (see figure 2). This approach is a rather naive means of identifying

the vowel1, and relies on the assumption that the vowel will be the most sonorant segment of

the utterance and have a relatively long duration. Therefore, in order to control for better vowel

identification, all nonsense words used in the training are monosyllabic monophthongs which

have short duration, low intensity consonants preceding and following the vowel. After the

vowel boundaries have been established, duration is easily calculated, as well as a midpoint for

the vowel. From the midpoint automatic measurements of the 1st and 2nd formants are made

using a Praat formant object.

Figure 2 - Selecting the region with peak intensity (Max dB to Max dB -10) as the vowel region.

With the duration and formant information, the script calls a function to plot a point in the

acoustic space and draw a duration bar. The same algorithm is used for both the user input, as

well as pre-recorded native German input for the sake of consistency. Previous user recordings

are also stored for playback, and the buttons in the bottom right side of the UI are updated to

reflect the most recent recordings.

1For the purposes of prototype development, this method of vowel identification has been effective, however

future improvements will be proposed in the following section.
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3 Future Work

The vowel training tool remains a prototype, and has not yet been used in an education setting

or formally tested. In this section we wish to discuss some thoughts on future work, including

an example pronunciation exercise designed with the system in mind. In addition we will cover

plans for testing the system’s ease of use and effectiveness in improving L2 vowel perception

and production. Finally some improvements will be suggested which concerning the systems

functionality, and it’s general design.

3.1 Example Exercise

What follows is the process envisioned for using the the vowel training tool as part of a pronun-

ciation exercise for a non-native German speaker. Before the exercise itself begins, some initial

set up would be required to tailor the task to the user’s language background. The user would be

asked what their native language is, and asked to read a small set of words with vowel minimal

pairs. This information would be used to identify difficulty between German vowel categories

and their native phonology, and to select which vowels to train on2. After the set-up, the user

would be given very simple instructions informing him or her that the area to the right depicts

the duration of the vowel, and the area to the left depicts a two- dimensional space showing some

acoustic qualities of the vowel. They would then be told that the center of each “bulls-eye” is an

approximate target for the acoustic quality of the German vowel depicted therein. Finally they

would be told that by changing the shape of their mouth and tongue they can change where a

point is plotted in the acoustic quality space, and by changing the length of the vowel, they can

lengthen or shorten the bar in the duration space. After this short set of instructions, the user

would be given the task of listening to some examples of minimal pairs produced by a native

speaker, and then attempting to produce their own. They can use the visual feedback from the

acoustic space, and the duration space to experiment with different vocal tract geometries and

lengths and see their progress. After the user feels confident they can distinguish between the

minimal pairs, they will be given a final post exercise pronunciation test where they will pro-

duce minimal pairs without the aid of the visual feedback. This exercise would be repeated on

a regular basis and their progress tracked to monitor for improvement.

3.2 Testing

Testing of the tool will need to be considered from two perspectives: effectiveness and usability.

To measure effectiveness, the tool must be tested for its ability to improve L2 learners pronun-

ciation of German vowels. L2 learners would be regularly given vowel training exercises (as

previously described) over an extended period of time. Recordings of their vowel productions

would be saved, and their average duration and formant values would be tracked throughout the

training period to see if they are approaching more typical German productions. This would

indicate that the L2 learners are successfully creating vowel categories to distinguish between

similar German vowels. This group would be compared to two control groups of L2 learners

with a similar level of German language learning background. The first control group would

receive normal classroom pronunciation training, and the second group would receive no train-

ing, so that the tool can be compared to those two baseline outcomes. The second test of the

tool would be an evaluation by the L2 learners themselves on how they like the interface. This

would comprise of a survey covering each part of the tool, asking how they rate ease of use

2At present the system is hard-coded to display the /i/ - /I/ distinction, but future implementations of the tool

would ideally have a database of all German vowels produced by several native speakers, and could be set-up to

work with any arbitrary vowel distinction.
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and intuitiveness. An open comment section would also be provided for suggestions or changes

they wish to be made. Using these two means of testing, we would hope to establish if the tool

provides a benefit to L2 learners, and if they find it easy to use and understand.

3.3 System Improvements

Through the development process, many areas for improvement were identified which could

expand the accuracy and usability of the vowel training tool. The most pressing need is a more

sophisticated system for identification of the vowel. The present algorithm limits the tools

functionality to measuring only single-syllable words without the context of naturally read or

spontaneous speech. For future development of the tool, we propose a forced alignment method

of vowel identification which would be able to locate vowel boundaries over the duration of a

phrase, rather than a single syllable. This improvement would benefit the user by training them

to perceive and produce contrasts in normal speaking contexts rather than under tightly con-

trolled conditions. In addition to more flexible vowel detection, accuracy can also be improved

by tailoring the acoustic targets for vowel categories to the individual acoustic space of each

user. A relatively easy first step would be to have different targets based on the user gender, as

gender is known to affect average formant values [11]. A more ambitious improvement would

be to record reference vowels from a user at the extremes of the acoustic space, such as /i/, /a/,

and /u/ and adjust the targets of other vowels within the acoustic space relative to those refer-

ence points. This would ensure that the users are not trying to imitate an average vowel, but

one appropriate to their vocal tract physiology. These suggested improvements would require a

dramatic re-design of the underlying code for the tool, which would ultimately be beyond the

scope of Praat scripting. Therefore a future version of the tool would likely be designed in a

more flexible language, such as Python [12].

4 Conclusion

The current goal of development for this vowel pronunciation training tool has been to demon-

strate a proof of concept for providing a useful and intuitive feedback method in a CAPT system

targeting segmental errors. Based on the pedagogic theories outlined in section 1, we have con-

cluded that L2 learners must learn to distinguish which features separate a new foreign vowel

category from a similar category in their L1. Because audio playback of similar vowel may not

be an effective teaching method on it’s own, we assume that including a visual representation

of certain features may aid L2 learners in understanding the difference between similar vowel

sounds, and ultimately help them produce better examples of these vowels themselves. Visual

feedback was also intended to be as straightforward as possible by showing changes in features

as essentially distances and quantities. This was intended to allow the learner to quickly begin

experimenting with the tool, and to free them from the burden of having to learn specific back-

ground knowledge of phonetics or phonology. We believe that this focus on simple feedback,

and learner guided experimentation will allow them to identify their mistakes, and act to correct

them. While there remains a great deal of work to be done in improving the design and testing

its effectiveness, the initial challenge, of measuring a vowel and displaying it for feedback, has

been met.
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